
Skein modules, AJ conjecture and knot state

asymptotics

Julien Marché ∗

1 Introduction

These lectures were given at the ”Research school, CIMPA-GGTM-MAROC,
symplectic geometry and topological geometry, Meknes, may-june 2102”.

Skein modules were introduced independently by V. Turaev in 1988 and
J. Przytycki in 1991, see [TU88, HP92]. They give a general framework for
understanding the colored Jones polynomials and were a key ingredient for the
construction of topological quantum field theory by C. Blanchet, N. Habegger,
G. Masbaum and P. Vogel in 1995, see [BHMV2]. In 2002, C. Frohman, R. Gelca
and W. LoFaro used it in [FGL02] to define a noncommutative generalization of
the A-polynomial which is related to the q-differential relations satisfied by the
colored Jones polynomials. Later, S. Garoufalidis and T. Q. T. Le showed by a
different method that the colored Jones polynomials always satisfy non-trivial
q-difference relations, see [GL05]. Recently, T.Q.T. Le and A. Tranh obtained
interesting results towards the AJ-conjecture using skein modules, see [LT11].
To keep these notes elementary, we will not review their work here.

These lectures are motivated by the work of L. Charles and the author on
the Witten asymptotic expansion conjecture, see [CM11a, CM11b]. Indeed,
q-differential relations and their interpretation as Toeplitz operators are an es-
sential ingredient for our approach. We will only reach the first step of this
work during these lectures which may better be viewed as an introduction to
skein modules, motivated by the AJ conjecture. Almost all the material of these
notes is contained in the papers cited in the bibliography.
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2 Kauffman skein modules

2.1 Definition

Let (R, t) be a pair where R is a commutative ring and t is an invertible element
in R. We will mainly consider two cases:

- Λ = (Z[t, t−1], t)

- ε = (Z,−1)

A morphism between two pairs (R, t) and (R′, t′) is a ring morphism from R to
R′ mapping t to t′.

We will call manifold an oriented compact 3-manifold with (maybe empty)
boundary. A banded link in M is an oriented submanifold with boundary L ⊂
Int(M) which is homeomorphic to a finite collection of annuli. We will consider
the empty set as a banded link.
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Let M be such a manifold and R = (R, t). We define

- Kg(M,R) as the free R-module generated by isotopy classes of banded
links in M . We will denote by [L] the basis element corresponding to L.

- We denote by Kr(M,R) the sub-module of Kg(M,R) generated by the
Kauffman relations that we describe now. We call Kauffman triple any
triple of banded links L0, L+, L− which differ only in a ball as in Figure
1, and set [L0, L+, L−] = [L0]− t[L+]− t−1[L−]. We call Kauffman pair a
banded link L0 whose intersection with a ball is a trivial banded unknot.
Let L be the banded link L0 with the trivial unknot removed: we set
[L0, L] = [L0] + (t2 + t−2)[L].

Finally, Kr(M,R) is the sub-R-module generated by [L0, L+, L−] and
[L0, L] for any Kauffman triple (L0, L+, L−) and pair (L0, L).

- The Kauffman skein R-module K(M,R) is by definition the quotient

Kg(M,R)/Kr(M,R).

L0 L+ L−

Figure 1: Kauffman triple

2.2 Compatibility with embeddings

This definition is compatible with embeddings in the following sense: given
i : M → N an oriented embedding between two manifolds, one has a functorial
morphism i∗ from K(M,R) to K(N,R). It is induced by the obvious map from
Kg(M,R) to Kg(N,R) mapping [L] to [i(L)]. It factors through the quotient
as the image by i of a Kauffman triple (resp. pair) in M is a Kauffman triple
(resp. pair) in N .

Given two manifolds M and N , we also have a natural isomorphism

K(M,R)⊗R K(N,R) ' K(M qN,R)

mapping [L]⊗ [L′] to [Lq L′].
In the case when M has a product structure, one can endow K(M,R) with

an algebra structure. More precisely, we have the following simple proposition.

Proposition 2.1. Let S be a surface with or without boundary. The inclusion i :
S×[0, 1]qS×[0, 1]→ S×[0, 1] mapping the first factor (x, t) to (x, (1+t)/2) and
the second to (x, t/2) induces an algebra structure on K(S× [0, 1],R) (generally
non-commutative).
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Let M be a manifold and B ⊂ M be a finite union of closed disjoint balls
embedded in M . Set N = M \ Int(B) and denote by i : N →M the inclusion.

Proposition 2.2. The map i∗ : K(N,R)→ K(M,R) is an isomorphism.

Proof. It is well-known that the map i induces a bijection between isotopy
classes of banded links in N and M . Moreover, it is the same for Kauffman
triples and pairs, which proves the proposition.

2.3 Kauffman modules of thickened surfaces

Let S be a compact oriented surface with possibly empty boundary. We call
multicurve on S a 1-dimensional submanifold of S without components bounding
a disc embedded in S.

One has the following fundamental result.

Theorem 2.3. The Kauffman module K(S × [0, 1],R) is a free R-module with
basis given by the isotopy classes of multicurves in S.

Proof. Write K = K(S1 × [0, 1],R) and denote by K ′ be the free R-module
generated by isotopy classes of multicurves in S. Suppose that S is endowed
with a smooth structure. Any banded link is isotopic to a smooth submanifold L
of S× [0, 1] diffeomorphic to a finite union of copies of S1× [0, 1]. By an isotopy,
one can make the band arbitrarily thin and suppose that the banded link is in
generic position with respect to the projection on the first factor S× [0, 1]→ S.
That is, L can be recovered from a diagram D in S, that is a 1-submanifold
of S with double points where the two branches meeting at a double point are
distinguished (upper and lower branch). For such a diagram, we will denote by
D̂ the corresponding banded link obtained by taking a tubular neighborhood of
D in S × {1/2}, and separating the branches at the double points.

The well-known Reidemeister theorem states that two diagrams D1 and D2

such that D̂1 and D̂2 are isotopic are related by a sequence of Reidemeister moves
presented in Figure 2. Given a diagramD, we can form a Kauffman triple at each

R1 R2 R3

Figure 2: Reidemeister moves

crossing and hence the equality [D0] = t[D+] + t−1[D−] holds in K where D+

and D− are diagrams with one crossing less. Repeating this operation, one gets
only diagrams without crossings. Applying the second Kauffman relation, one
can remove the components of D bounding a disc. This implies that multicurves
generate K.

In order to show that they form a basis, we do the following construction.
Let D be a diagram and X be the set of crossings of D. For any ξ : X → {±1}
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we define Dξ as the diagram obtained by smoothing the crossing x ∈ X with
the sign ξ(x) (given as in Figure 1). Let c(ξ) =

∑
x ξ(x), n(ξ) be the number of

curves in Dξ bounding a disc and D−ξ be the diagram Dξ with these bounding
curves removed. We set

Φ(D) =
∑
ξ

tc(ξ)(−t2 − t−2)n(ξ)[D−ξ ] ∈ K ′

In order to show that this map is a well defined linear map Φ : Kg(S×[0, 1],R)→
K ′ we need to show that it is invariant by the three Reidemeister moves. This
amounts to a simple local computation: we present the case of the second
Reidemeister move in Figure 3. The fact that Φ factors through Kauffman

= t2 + + +t−2

Figure 3: Invariance by the second Reidemeister move

relations is due to the fact that - up to isotopy - any Kauffman triple (or pair)
can be projected as in Figure 1. The definition of Φ makes it invariant by the
relation.

For any multicurve D, we define a map Ψ : K ′ → K by setting Ψ([D]) = [D̂].
One has by construction that Ψ = Φ−1 which proves the theorem.

2.4 Knot invariants

By Proposition 2.2, one has the isomorphism K(S3,R) ' K(B3,R). Writing
B3 = D2× [0, 1] and using Proposition 2.3, we get the isomorphism K(B3,R) '
R[∅]. We will denote by 〈·〉 : K(S3,R)→ R the unique isomorphism such that

[L] = 〈L〉[∅] ∈ K(S3,R).

This defines a topological invariant of banded links in S3 called Kauffman
bracket, equivalent to the Jones polynomial.

By cabling operations, one can get easily new invariants as we explain it
now. Let A be the annuli S1 × [0, 1]. Any multicurve in A is isotopic to some
subset of the form S1 × X where X has cardinality n. For any integer n, we
denote by zn ∈ K(A × [0, 1],R) the corresponding basis provided by Theorem
2.3. It follows that we have a R-module isomorphism

K(A× [0, 1],R) ' R[z].

One can see easily that this is indeed an isomorphism of R-algebras.
Given a banded knot K in a manifold M , a tubular neighborhood gives an

embedding i : A × [0, 1] → M such that K = i(A × {1/2}). Moreover, this
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embedding is unique up to isotopy and pre-composition by the automorphism
σ of A defined by (z, t) 7→ (z, 1 − t). This automorphism acts trivially on zn

and hence on the skein module so that we can forget about this indeterminacy.
One deduce that there is a well-defined map i∗ : K(A×[0, 1],R)→ K(M,R)

given a banded knot K in M . Let Tn ∈ Z[z] be the sequence of Chebyshev-like
polynomials given by

T0 = 0, T1 = 1, Tn+1 + zTn + Tn−1, n ∈ Z.

We define the n-th colored Jones polynomial of K in S3 by the formula

JKn = 〈i∗(Tn)〉 ∈ R

The introduction of Chebyshev polynomials is justified by the following
lemma:

Lemma 2.4. We define the following three operations on K(A× [0, 1], R):

1. Let τ : A × [0, 1] → A × [0, 1] be be a Dehn twist along the meridian disc
D = {1} × [0, 1]2.

2. Let c : K(A× [0, 1], R)→ K(A× [0, 1], R) the map induced by mapping a
banded link [L] to [L ∪ ∂D]

3. Let d be the map mapping [L] to [L∪ δ] where δ is homologous to the sum
of ∂D and a component of ∂A× {1/2}.

Setting µn = (−1)n+1tn
2−1 and λn = −(t2n + t−2n) we have:

τ∗(Tn) = µnTn, c(Tn) = λnTn, d(Tn) = t2n+1Tn+1 + t−2n+1Tn−1

It follows that the colored Jones polynomial JKn depends on the banding of
K only up to multiplication by an invertible element in R.

Proof (sketch). Take R = Λ. The two maps τ∗ and c commute and a sim-
ple computation using Kauffman relations show that τ∗(zn) = µnz

n + · · ·
and c(zn) = λnz

n + · · · where dots stand for lower order terms. Considering
Λ′ = (Q(t), t) one can find a basis en of K(A× [0, 1],Λ′) which satisfy the propo-
sition. A delicate induction shows that the en satisfy the recurrence equation of
Chebyshev polynomials, see [BHMV1]. One can prove the lemma more quickly
once we have introduced Jones-Wenzl idempotents, see for instance [Li97].

Consider the trivial example of the unknot U . If i : A × [0, 1] → S3 is
the standard embedding, we get using the second Kauffman relation 〈i∗(zn)〉 =
(−t2 − t−2)n. A simple induction shows that we have:

JUn = Tn(−t2 − t−2) =
t2n − t−2n

t2 − t−2

Notice that it is hard to provide a closed formula for the colored Jones poly-
nomials of a non trivial knot. One has such formulas for torus knots and twist
knots, see [Mo95, Ha01, Ma03].
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3 Kauffman modules and boundary

Let M be a manifold with non empty boundary. We denote by BM a compact
tubular neighborhood of ∂M in M hence homeomorphic to ∂M × [0, 1].

Considering the natural map i∗ : K(BM,R) → K(M,R) induced by the
inclusion i : BM →M , we define:

- the peripheral ideal as P(M,R) = ker i∗: it is a left ideal in the algebra
K(BM,R).

- the boundary module B(M,R) = im i∗: it is a K(BM,R)-module.

- the relative skein module L(M,R) = K(M,R)/B(M,R).

3.1 Universal coefficients

We first notice that the Kauffman module behaves very simply when changing
coefficients. In that sense, it is sufficient to compute it with coefficients in Λ as
for any pair R = (R, t) there is a natural morphism Λ→ R.

Proposition 3.1. (Universal coefficients) Let M be a manifold and ϕ : R → R′
be a morphism. There is a natural isomorphism of R′-modules

K(M,R)⊗R′ → K(M,R′)

sending f [L]⊗ 1 to ϕ(f)[L] for any banded link L and coefficient f ∈ R.

Proof. Consider the exact sequence defining the Kauffman module:

0→ Kr(M,R)→ Kg(M,R)→ K(M,R)→ 0

Applying the functor ⊗RR′ which is right-exact we get the exact sequence

Kr(M,R)⊗R R′ → Kg(M,R)⊗R R′ → K(M,R)⊗R R′ → 0

As Kg(M,R) is a free R-module, the natural map Φ : Kg(M,R) ⊗R R′ →
Kg(M,R′) is an isomorphism of R′-modules. It maps Kr(M,R) ⊗R R′ onto
Kr(M,R′). A look at the following commutative diagram shows that Φ induces
the isomorphism of the proposition.

Kr(M,R)⊗R R′ //

����

Kg(M,R)⊗R R′

Φ ∼
��

// K(M,R)⊗R R′

∼
��

// 0

Kr(M,R′) // Kg(M,R′) // K(M,R′) // 0

This simple statement generalizes to the relative case in the following way:
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Proposition 3.2. (Universal coefficients, relative case)
Let ϕ : R → R′ be a morphism. We have the following isomorphism and two
exact sequences:

L(M,R)⊗R R′ ' L(M,R′)

0→ D → B(M,R)⊗R R′
∼→ B(M,R′)→ 0

0→ TorR1 (B(M,R), R′)→ P(M,R)⊗R R′ → P(M,R′)→ D → 0.

where D = coker(u) and u is the natural map

u : TorR1 (K(M,R), R′)→ TorR1 (L(M,R), R′).

Proof. The first isomorphism is obtained by a proof completely parallel to the
proof of Proposition 3.1 where the module of relations has to be replaced by
i∗Kg(BM,R) +Kr(M,R).

From the exact sequence 0→ B(M,R)→ K(M,R)→ L(M,R)→ 0 we get
by applying the functor ⊗RR′ the following exact sequence from which we get
the second statement:

TorR1 (K(M,R), R′) // TorR1 (L(M,R), R′) //

B(M,R)⊗R′ // K(M,R′) // L(M,R′) // 0

For the last statement, we apply the functor ⊗RR′ to the exact sequence:
0→ P(M,R)→ K(BM,R)→ B(M,R)→ 0. It gives:

0 // TorR1 (B(M,R), R′) //

P(M,R)⊗R′ // K(BM,R)⊗R R′ // B(M,R)⊗R R′ // 0

We used the fact that K(BM,R) is a free R-module and hence has no Tor. One
has the following diagram:

P(M,R)⊗R′ //

α

��

K(BM,R)⊗R R′ //

β∼
��

B(M,R)⊗R R′ //

γ

��

0

0 // P(M,R′) // K(BM,R′) // B(M,R′) // 0

Using the fact that β is an isomorphism, the snake lemma gives the isomorphism
cokerα ' ker γ. A simple diagram chasing shows the exactness of the second
sequence of the proposition.

Definition 3.3. We will say that a manifoldM is boundary regular with respect
to the pair (R,R′) if we have

P(M,R)⊗R′ = P(M,R′).
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Remark 3.4. By Proposition 3.2, it is implied by the following hypothesis: the
submodule B(M,R) is a free factor of K(M,R).

We mean that B(M,R) is a free R-module and there is a submodule N ⊂
K(M,R) such that K(M,R) = B(M,R)⊕N . The module N gives a splitting
of the exact sequence 0→ B(M,R)→ K(M,R)→ L(M,R)→ 0.

We will show that this assumption will imply half of the AJ-conjecture when
M is the complement of a knot and the pair (R,R′) is equal to the pair (Λ, ε).

3.2 Non-degeneracy

Let M be a manifold and N a codimension 0 submanifold. We will say that the
inclusion of N in M is non degenerate if the natural pairing

K(N,R)× B(M \N,R)→ K(M,R)

is non-degenerate on the right by which we mean that 〈x, y〉 = 0 for all x ∈
K(N,R) implies that y = 0.

Consider a standard solid torus N = A × [0, 1] in M = S3 and let us show
that it is non-degenerate: In that case, M \N is also a solid torus and we have
B(M \N,R) = K(M \N,R). The latter is isomorphic to K(A′× [0, 1],R) where
A′ is a banded link making a Hopf link with A. An easy computation shows
that

〈Tn, Tm〉 =
t2mn − t−2mn

t2 − t−2
.

This pairing is non degenerate provided that t is not a root of unity.
If A × [0, 1] is embedded in a non trivial way, we have no reason to believe

that the embedding is still non-degenerate, however this hypothesis will imply
the other half of the AJ-conjecture.

4 Quantum torus and q-differential equations

4.1 The skein algebra of the torus

Let S be a closed torus. The aim of this section is to propose an alternative
description of the algebra K(S × [0, 1],R).

We observe that the set of multicurves in S is in bijection with H1(S,Z)
where connected multicurves correspond to primitive elements.

Let T (S,R) be the following algebra called quantum torus.

T (S,R) = R
〈
Xγ , γ ∈ H1(S,Z)|XγXδ = t−γ·δXγ+δ

〉
.

The notation R〈Xi, i ∈ I|F 〉 mean the ring of non-commutative polynomials
with formal variables indexed by I and coefficients in R modulo the two-sided
ideal generated by F . Given standard generators m and l of H1(S,Z) such that
m · l = 1, this algebra has the simpler presentation

T (S,R) = R
〈
Xm, Xl|XlXm = t2XmXl

〉
.
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With this isomorphism, if γ = malb we have Xγ = tabXmXl.
Consider the automorphism of T (S,R) defined by Xγ = X−γ . We denote

by T (S,R)+ the set of invariants by this automorphism. We have the following
result:

Proposition 4.1. The map Υ : K(S × [0, 1],R)→ T (S,R)+ defined by

Υ([γ]) = Xγ +X−γ

for any simple curve γ is an isomorphism of algebras.
Moreover, for any α ∈ H1(S,Z2), the map α : Xγ 7→ α(γ)Xγ is an auto-

morphism of K(S × [0, 1],R).

Proof. We refer to [FG00, S00] for a proof. Let us illustrate the proposition
with the following example. Take γ and δ two simple curves such that γ · δ = 1.
By stacking γ above δ and resolving the crossing we get the following formula
in K(S × [0, 1],R)

[γ] · [δ] = t[γ − δ] + t−1[γ + δ]

As Υ([γ + εδ]) = t−ε(Xγ+εδ +X−γ−εδ) for ε = ±1, we check directly that Υ is
a morphism of algebras.

4.2 q-differential relations and the quantum torus

Let R = (R, t) be a pair and S(R) be the set of sequences f : Z→ R. Consider
a standard torus S = (S1)2 and set m = S1 × {1} and l = {1} × S1. By puting

(Xmf)n = t2nfn and (Xlf)n = fn+1

we define a representation of the quantum torus T (S,R) on S(R).
One can compare the action of T (S,R) on S(R) and the action of K(S ×

[0, 1],R) on K(A × [0, 1],R). Here we have identified S with ∂
(
A × [0, 1]

)
by sending m to the boundary of the meridian disc and l to a component of
∂A× {1/2}.

Denoting by M∗ the dual of the R-module M , we define

Υ :
{
K(A× [0, 1],R)∗ → S(R)

λ → Υ(λ)n = λ(Tn)

We observe that it is a bijection onto the space of odd sequences as (Tn)n>0 is
a basis of K(A× [0, 1],R).

Lemma 4.2. For any x ∈ K(A× [0, 1],R) and γ ⊂ S we have

Υ([γ]∗.λ) = Υα([γ]).Υ(λ)

where α ∈ H1(S,Z2) takes non trivial values on m and l and

Υα = α ◦Υ : K(S × [0, 1],R)→ T (S,R).

In other terms, the map Υ : K(A× [0, 1],R)∗ → S(R) is a morphism of K(S×
[0, 1],R)-modules where the module structure on S(R) is given by the map Υα.
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Proof. The equation of the lemma is equivalent to λ([γ]Tn) = (Υα([γ]).Υ(λ))n.
It is sufficient to prove it for γ belonging to a generating set for K(S× [0, 1],R).
Such a generating set is given by {m, l,m + l}. The action of [l] is the mul-
tiplication by z in K(A × [0, 1]) whereas [m] and [m + l] correspond to the
endomorphisms c and d of Lemma 2.4. Hence, we have:

[m]Tn = −(t2n + t−2n)Tn, [l]Tn = −Tn+1 − Tn−1

[m+ l]Tn = t2n+1Tn+1 + t−2n+1Tn−1

Recall the formulas Υα([m]) = −Xm−X−1
m ,Υα([l]) = −Xl−X−1

l and Υα([m+
l]) = tXmXl + tX−1

m X−1
l . The compatibility is checked by a direct comparison.

4.3 The peripheric ideal and q-differential relations

Given some f ∈ S(R), we define its annihilator by

A(f) = {P ∈ T (S,R), P.f = 0}.

We will say that f is t-holonomic if A(f) 6= {0}.
Let K be a banded knot in S3. Denote by i : A× [0, 1]→ S3 the embedding

associated to K as in Section 2.4. Set M = S3\Im(i) the complement of an open
tubular neighborhood of K. There is a homeomorphism S ' ∂

(
A×[0, 1]

)
= ∂M

given in the preceding section. It is unique up to isotopy and allows to identify
K(BM,R) with K(S × [0, 1],R).

Theorem 4.3. Let K and M be as above. Denote by JK ∈ S(R) the sequence
n 7→ JKn . We have the inclusion:

Υα(P(M,R)) ⊂ A(JK)

Proof. Consider the decomposition S3 = A× [0, 1] ∪ S × [0, 1] ∪M . It induces
a trilinear map denoted by (x, y, z) 7→ 〈x|y|z〉

〈·| · |·〉 : K(A× [0, 1],R)×K(BM,R)×K(M,R)→ K(S3,R) ' R

Let y ∈ K(BM,R). We have y ∈ P(M,R) if and only if |y|∅〉 = 0.
By definition, one has JKn = 〈Tn|∅|∅〉 and JK = Υ(λK) where λK(x) =

〈i∗(x)〉 = 〈x|∅|∅〉. We then compute:

〈x|y|∅〉 = λK(y.x) = (y∗.λK)(x) = 0.

Hence y∗.λK = 0. By Lemma 4.2, we get Υα(y)JK = 0 and Υα(y) ∈ A(JK).

As an illustration, let us compute A(JU ) where U is the unknot and R = Λ.
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Proposition 4.4. Define the following polynomials:

P1 = (Xm −X−1
m )Xl − (t2Xm − t−2X−1

m ) and P2 = X2
l − (t2 + t−2)Xl + 1.

Then A(JU ) is the left ideal of T (S,Λ) generated by P1 and P2.

Proof. A simple computation shows that P1 and P2 belong to ∈ A(JU ) hence
A(JU ) contains the left ideal they generate. By noncommutative euclidean
division in T (S,Λ), one can write any x ∈ T (S,R) in the form

xXm
l = QP2 +R0(Xm) +R1(Xm)Xl

where m is a non-negative integer, and R0, R1 are polynomials in Λ[Xm].
As R0(Xm) +R1(Xm)Xl ∈ A(JU ), we have:

R0(t2n)(t2n − t−2n) +R1(t2n)(t2n+2 − t−2n−2) = 0, ∀n ∈ Z.

A polynomial P (t, tn) is 0 for any n if and only if P = 0. Hence, R0(X)(X −
X−1) + R1(X)(t2X − t−2X−1) = 0 from which we deduce that P1 divides
R0(Xm) +R1(Xm)Xl. This proves the proposition.

For general general knots, it is difficult to find q-differential relations for the
colored Jones polynomials due to the lack of formulas. It was done by Hikami in
[Hi04] for torus knots, by S. Garoufalidis and X. Sun in [GS10] for twist knots
using the computer. Such equations for the figure eight knot were derived ”by
hand” in [CM11a].

5 Skein modules and character varieties

In this section, we will consider skein modules of the form K(M, ε). For this
particular choice of coefficients, we see in Figure 1 that the class of a banded
link [L] ∈ K(M, ε) does not change if we change a crossing. Moreover, it does
not change if we twist a band of L: this implies that [L] depends only on the
homotopy class of the (unbanded) link L.

This observation implies that there is a natural algebra structure on K(M, ε)
given by the rule [L1] · [L2] = [L1 ∪ i(L2)] where i is an isotopy of M satisfying
i(L2) ∩ L1 = ∅. The class of the resulting link does not depend on i thanks to
the remark above.

5.1 The main theorem

Let M be a connected compact oriented 3-manifold M with base point x and k
be any field of characteristic 0. Given a representation ρ : π1(M,x) → SL2(k),
we define a linear map χρ : Kg(M, ε)→ k in the following way: given a banded
link L, we consider a family γ1, . . . , γn ∈ π1(M,x) which are freely homotopic
to the components of L. Then we set

χρ([L]) =
n∏
i=1

(
− Tr(ρ(γi))

)
(1)
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Theorem 5.1. For any connected manifold M with base point x and any rep-
resentation ρ : π1(M,x) → SL2(k), the map χρ : Kg(M, ε) → k induces an
algebra morphism K(M, ε)→ k.

Proof. We first show that χρ : Kg(M, ε) → k vanishes on the submodule
Kr(M, ε).

If (L0, L) is a Kauffman pair, χρ([L0]) = χρ([L])(−Tr ρ(1)) = −2χρ([L])
which is compatible with [L0, L] = [L0] + 2[L] (recall that t=-1).

Let (L0, L+, L−): we would like to show that χρ([L0])+χρ([L+])+χρ([L−]) =
0. We can factor all components which are not involved in the crossing and hence
suppose that the singular link L where the crossing is replaced by a base point
x is connected. There are three cases depending on how the strands of L are
connected outside the ball shown in Figure 1.

1. The left strands are connected together, the right strands also. Let γL ∈
π1(M,x) (resp. γR) be the path obtained by following L from x starting
from the lower left strand to the upper left strand (resp. right). The knot
L is homotopic to γLγR, the link L+ has two components homotopic to
γL and γR and the knot L− is homotopic to γLγ−1

R .

Writing A = ρ(γL) and B = ρ(γR) we get the identities χρ([L0]) =
−Tr(AB), χρ([L+]) = Tr(A) Tr(B) and χρ([L−]) = −Tr(AB−1). The
result follows from the well-known formula, consequence of the Cayley-
Hamilton identity:

Tr(A) Tr(B) = Tr(AB) + Tr(AB−1), A,B ∈ SL2(k). (2)

2. The lower left strand is connected to the upper right strand through a
path γL and the lower right strand is connected to the upper left strand
through a path γR. Then L0, L+ and L− are respectively homotopic to
γL q γR, γLγR and γLγ

−1
R . We are in the same situation as above with

permuted terms.

3. The upper strands are connected together, as the lower strands. We are
again in the first case after a rotation by 90 degrees.

It follows that χρ factors to a linear map K(M, ε) → k. The fact that it is
an algebra morphism is obvious from Equation (1).

Theorem 5.2. For any connected manifold M with base point x and any alge-
braically closed field k, any algebra morphism K(M, ε)→ k has the form χρ for
some representation ρ : π1(M,x)→ SL2(k).

Proof. We first reduce the proof to the case when M is a handlebody. We
remove a ball from each closed component of M : this does not change K(M, ε)
by Proposition 2.2 nor π1(M,x). Hence, we can suppose that M collapses to a
2-dimensional cell complex. Taking a tubular neighborhood of the 1-skeleton,
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we get a handlebody H containing the base point x. The manifold M is obtained
by gluing 2-handles to H. More formally,

M = H q
( n∐
i=1

D2 × [0, 1](i)
)
/(fi)

where fi : ∂D2 × [0, 1](i) → ∂H are embeddings with disjoint images reversing
the orientation.

Let ϕ : K(M, ε) → k be a algebra morphism. The inclusion i : H → M
induces an algebra morphism i∗ : K(H, ε) → K(M, ε). Applying the theorem
for ϕ ◦ i∗ we get a representation ρ : π1(H,x) → SL2(k) such that ϕ ◦ i∗ = χρ.
Let γ1, . . . , γn ∈ π1(H,x) be loops freely homotopic to the boundary of the
2-handles. We have π1(M,x) = π1(H,x)/N where N is the normal subgroup
generated by γ1, . . . , γn. For any γ ∈ π1(H,x) and any i ∈ {1, . . . , n}, we must
have ϕ([γ]) = ϕ([γγi]) as γ and γγi are homotopic in M . Replacing ϕ by χρ we
get

Tr ρ(γ) = Tr ρ(γγi). (3)

Writing Ai = 1− ρ(γi) we get Tr(ρ(γ)Ai) = 0 for all γ ∈ π1(H,x).
Let M be the sub-algebra of M2(k) generated by ρ(γ) for γ ∈ π1(H,x) and

M◦ be its orthogonal for the form (A,B) 7→ Tr(AB). The equation (3) shows
that Ai ∈M∩M◦. The subspace M∩M◦ has dimension less than 2 and exactly
two if M = M◦ but 1 ∈M \M◦. Hence dimM ∩M◦ ≤ 1.

- If M ∩M◦ = {0} then Ai = 0 for all i. Then ρ vanishes on N and defines
a representation ρ̃ : π1(M,x)→ SL2(k). It follows that ϕ = χρ̃.

- If dimM ∩ M◦ = kH then Tr(H) = Tr(H2) = 0. Given v ∈ k2 such
that Hv 6= 0, we find that the matrix of H in the basis (Hv, v) is U =(

0 1
0 0

)
. If M contains the matrix V =

(
a b
c d

)
with c 6= 0, then it

contains (V − a)U/c =
(

0 0
0 1

)
and consequently M has dimension 4 and

M◦ = 0. Hence, M contains only upper triangular matrices. This implies
that the representation ρ′ with the upper right entry removed is still a
representation with the same traces. In that case, M has dimension 2,
M ∩M◦ = {0} and we proceed as in the first case.

It remains to prove the theorem when M is a handlebody: this is a difficult
task as it requires to describe precisely the polynomial identities satisfied by
trace functions in M . For the proof, we refer to [BH91, Bul97] and explain the
result for a handlebody of genus 1 and 2. Let An be a disc with standard n
discs removed. Fix a base point x and denote by γi the loops going around the
removed discs. The group π1(M,x) is the free group generated by γ1, . . . , γn.

The manifold An × [0, 1] is a handlebody of genus n. By Theorem 2.3,
K(M, ε) is the free abelian group generated by multicurves on An. Let ϕ :
K(M, ε)→ k be an algebra morphism.

14



We want to show that there is a representation ρ : π1(M,x)→ SL2(k) such
that ϕ = χρ. Finding ρ is equivalent to find Ai = ρ(γi).

1. If n = 1, denoting by x the class of γ1 in K(M, ε), we have K(M, ε) = Z[x].
Let A1 be a matrix satisfying Tr(A1) = −ϕ(x): it defines a representation
ρ such that ϕ = χρ.

2. If n = 2, denote by x, y, z the classes of γ1, γ2, γ1γ2 in K(M, ε). As
monomials in x, y, z are represented by non intersecting multicurves, they
are linearly independent and K(M, ε) = Z[x, y, z]. In particular, ϕ is

described by the values it takes on x, y, z. Suppose that A1 =
(
u 0
1 u−1

)
and A2 =

(
v w
0 v−1

)
. We have the equations

−ϕ(x) = u+ u−1,−ϕ(y) = v + v−1,−ϕ(z) = uv + u−1v−1 + w

for which we can find a triple of solutions by solving quadratic equations
in u and v and a linear equation in w. This proves the result in the genus
2 case.

The theorem we have proven has the following interpretation from algebraic
geometry. Given M and k, we define the character variety

M(M,SL2(k)) = Hom(π1(M),SL2(k))//SL2(k).

The quotient has to be understood in the sense of geometric invariant theory:
two orbits of SL2(k) acting by conjugation on Hom(π1(M),SL2(k)) are identified
if their Zariski closures intersect themselves. More concretely, two representa-
tions ρ, ρ′ are equivalent if and only if Tr ρ(γ) = Tr ρ′(γ) for all γ ∈ π1(M), see
[CS83].

Denote by εk the pair (k,−1) where k is an algebraically closed field of
characteristic 0: the result

Homalg(K(M, εk), k) =M(M,SL2(k))

can be rephrased by saying that the set of points of K(M, εk) is in one-to-one
correspondence withM(M,SL2(k)). In particular, an element of K(M, εk) can
be thought of as a function on M(M,SL2(k)) by setting f(ϕ) = ϕ(f) but one
has to take care of the following subtlety, some functions take only the value
0 but are non-zero. Indeed, if f ∈ K(M, εk) is such that f(ϕ) = 0 for all
ϕ then f is in the intersection of all maximal ideals of K(M,k). By Hilbert
Nullstellensatz theorem applied to the finitely generated algebra K(M, εk), f is
nilpotent.

Till now, we do not know any 3-manifold with non-reduced skein algebra
but there is no reason why they should not exist.
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5.2 Poisson structures on surfaces

We observe in this section that given a surface S, the algebra structure on
K(S × [0, 1],Λ) can be viewed as a deformation of the commutative algebra
K(S × [0, 1], ε). Let us be more precise.

From the following exact sequence of Z[t±1]-modules:

0 // Z[t±1]
×(t+1)// Z[t±1] // Z // 0

we get the following exact sequence by tensoring with the free module K(S ×
[0, 1],Λ):

0 // K(S × [0, 1],Λ)
×(t+1)// K(S × [0, 1],Λ) σ // K(S × [0, 1], ε) // 0

Given f, g ∈ K(S× [0, 1], ε), there are F,G in K(S× [0, 1],Λ) with σ(F ) = f
and σ(G) = g. We observe that σ(FG − GF ) = 0 because the algebra K(S ×
[0, 1], ε) is commutative. Hence, FG−GF is divisible by (t+ 1). We then check
easily that the following formula defines a Poisson bracket on K(S × [0, 1], ε):

{f, g} = σ
(FG−GF

t+ 1

)
.

This Poisson structure was defined by Turaev in [TU91]. Goldman showed in
[G86] that this structure was the same as the Atiyah-Bott symplectic structure
on the representation spaces of surfaces, see [AB83].

Suppose now that M is a manifold with boundary which is regular with
respect to the pair (Λ, ε) (see Definition 3.3). We show the following

Proposition 5.3. The ideal P(M, ε) of K(BM, ε) is a coisotropic ideal in the
sense that

{f, g} ∈ P(M, ε) ∀f, g ∈ P(M, ε).

Proof. By paraphrasing the beginning of the section and using the regularity
assumption we get the exact sequence:

0 // P(M,Λ)
×(t+1)// P(M,Λ) σ // P(M, ε) // 0

Taking F and G as before, FG−GF belongs to P(M,Λ) by the ideal property.
The result follows.

Remark 5.4. If M is a symplectic manifold and N is a submanifold, the ideal
I of smooth functions on M vanishing on N is coisotropic iff N is coisotropic
(this means that for all p ∈ N , TpN contains its orthogonal for the symplectic
form). The statement above is reminiscent from the fact that the restriction
map r : M(M, SL2(k)) → M(BM,SL2(k)) is a Lagrangian immersion (with
singularities). In particular, P(M, ε) is the ideal defining the algebraic variety
of representations of BM extending to M .
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6 Around the AJ-conjecture

The aim of this section is to formulate the AJ conjecture for knots in S3 and to
relate it to the constructions involved in this course: this conjecture was first
formulated by S. Garoufalidis in 2004, see [G04].

Let K ⊂ S3 be a knot, M be the complement of a tubular neighborhood of
K and S be the peripheral torus.

Let A(JK) be the ideal of T (S,Λ) made of q-differential relations satisfied
by the Jones polynomial. Denote by σ the operation of tensoring with Z over
Λ (sending t to -1). We get an ideal σA(JK) ⊂ T (S, ε). On the other hand
P(M, ε) is the ideal of K(S × [0, 1], ε) defining the representations of S which
extend to M . For an ideal I ⊂ T (S, ε), we write I+ = I ∩ T (S, ε)+.

Conjecture 1 (AJ). For any knot K in S3, we have

Υα(P(M, ε)) = σA(JK)+

Proposition 6.1. If M is boundary regular with respect to the pair (Λ, ε), we
have the direct inclusion in the conjecture. If the embedding A × [0, 1] ⊂ S3

given by K is non-degenerate, we have the reverse inclusion.

Proof. Notice that by Theorem 4.3, we have Υα(P(M,Λ)) ⊂ A(JK). Applying
σ, we get Υα(σP(M,Λ)) ⊂ σA(JK). Supposing that M is boundary regular
with respect to the pair (Λ, ε), we get that σP(M,Λ) = P(M, ε) and hence the
first inclusion.

Suppose that the embedding of the solid knot K in S3 is non-degenerate and
pick x ∈ A(JK)+. There is a unique y ∈ K(S × [0, 1],Λ) such that x = Υα(y).
Using the trilinear map introduced in Theorem 4.3, we have 〈z|y|∅〉 for all z ∈
K(A× [0, 1],Λ). By the non-degeneracy assumption, this implies that |y|∅〉 = 0
hence, y ∈ P(M,Λ). Applying σ, we get the reverse inclusion.

As an application, suppose that some knot K satisfies JK = JU where U is
the unknot. Then we obviously have A(JK) = A(JU ). From Proposition 4.4,
we compute that σA(JK) is the sub-algebra generated by σP2 = (Xl − 1)2 and
σP1 = (Xm−X−1

m )(Xl−1). Hence, any homomorphism from σA(JK) to C has
the form ϕα(Xl) = 1 and ϕα(Xm) = α ∈ C∗. Moreover, the morphisms ϕα and
ϕα−1 induce the same character on σA(JK)+.

Suppose that the reverse inclusion in the AJ conjecture holds. Then, it
implies that for any morphism ϕ : P(M, ε)→ C, its restriction to σA(JK) has
the form ϕα. This contradicts the non-triviality of the A-polynomial of K, or
said differently, the existence of representations of M whose restriction to the
longitude l is non trivial, see [GD04]. In particular, this implies that a non
trivial knot does not have the same colored Jones polynomials as the trivial
knot.
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7 Knot state asymptotics

The aim of this section is to explain the application of the AJ conjecture to
TQFT. A detailed account of these ideas can be found in [CM11a, CM11b].

7.1 Theta functions

We start describing theta functions in a very concise way, we refer to [Mu83]
for the general theory. Consider on C the complex coordinate z = x + iy, the
symplectic form ω = 4πdx ∧ dy or equivalently ω(z1, z2) = 4π Im(z1z2).

Introduce the symplectic potential α = 2π(xdy− ydx) and endow the trivial
bundle L = C × C with the connection d + α

i . There is a natural holomorphic
structure on L which makes the section t(z) = exp(2iπzy) holomorphic.

Fix an integer k, the Heisenberg group at level k is by definition the product
C× U(1) with the following multiplication:

(z1, u1).(z2, u2) = (z1 + z2, u1u2 exp(
ik

2
ω(z1, z2))

The same law defines an action of this group on Lk. For any z ∈ C, we denote
by T ∗z the pull-back by the action of (z, 1). In formulas,

T ∗z Ψ(w) = exp(−ik
2
ω(z, w))Ψ(z + w)

Let Z2 be the standard lattice in C: we identify it to the subgroup Z2 × {1} of
the Heisenberg group. We denote by Hk the space of Z2-invariant holomorphic
sections of Lk and call this space the space of theta functions.

More explicitely, any element of Hk has the form f(z)t(z) where f is a
holomorphic function satisfying f(z + 1) = f(z) and f(z + i) = exp(2kπ −
4iπkz)f(z).

One can construct an element Ψ0 ∈ Hk by averaging tk and normalizing it.
In formulas:

Ψ0 =
( k

2π

)1/4∑
n∈Z

T ∗nit
k =

( k
2π

)1/4

Θ(z)tk

where Θ(z) =
∑
n∈Z exp(4iπnkz − 2πkn2).

This space has a Hermitian product provided by the formula

〈Ψ1,Ψ2〉 =
∫
D

Ψ1Ψ2ω

where D = {x+ iy|x, y ∈ [0, 1]}. We have the following standard proposition:

Proposition 7.1. For any ` ∈ Z/2kZ we set Ψ` = T ∗i`/2kΨ0.
The family (Ψ`)`∈Z/2kZ is an Hermitian basis of Hk. Moreover it satisfies

T ∗1/2kΨ` = exp(
i`π

k
)Ψ`, T ∗i/2kΨ` = Ψ`+1, ∀` ∈ Z/2kZ
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The inversion I(x) = −x on C extends trivially to L and to Hk. It satisfies
I(Ψ`) = Ψ−`. We will denote by Halt

k the subspace of alternate sections, i. e.
the set of Ψ ∈ Halt

k satisfying I(Ψ) = −Ψ.

7.2 The knot state

Let S be a standard solid torus and M be a manifold bounding S. For any inte-
ger k, topological quantum field theory (here with gauge group SU2) associates
to M a vector Zk(M) in some Hermitian space Vk(S) associated to S. We will
use the following facts, see [BHMV2, CM11a, CM11b].

- Vk(S) is naturally isomorphic to Halt
k as a Hermitian vector space.

- If we modify the identification of the boundary of M by some element
of SL2(Z), the corresponding vector Zk(M) is modified by the discrete
metaplectic representation, see [CM11a].

- If M is the complement of a tubular neighborhood of a knot K in S3 and
S is its boundary (parametrized as usual), then

Zk(M) =
sin(π/k)√

k

∑
`∈Z/2kZ

JK` (−eiπ/2k)Ψ`.

- If M and N are two manifolds bounding S, the scalar product

Zk(M ∪S (−N)) = 〈Zk(M), Zk(N)〉

is equal to the Witten-Reshetikhin-Turaev invariant of M ∪ (−N).

- Actually, there is a framing anomaly which forces to add some extra struc-
ture (2-framings, p1-structure, or Lagrangians and weights).

Let us give two simple examples: if U is the unknot, M1 = S3 \ U × [0, 1] is a
solid torus and

Zk(M1) = k−1/2
∑

`∈Z/2kZ

sin
(π`
k

)
Ψ`

If M2 is simply U × [0, 1], we have Zk(M2) = 2−1/2(Ψ1 − Ψ−1). Gluing these
two manifolds, we get the sphere S3. We obtain the well-known formula:

Zk(S3) = 〈Zk(M1), Zk(M2)〉 =

√
2
k

sin
(π
k

)
.

7.3 Semi-classical description of the knot state

In [CM11b], we conjecture a precise asymptotic description of the knot states.
For the simplicity of this lecture, we will only deal with the notion of micro-
support.
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Figure 4: The pointwise norm of the knot state for the trefoil and the figure
eight knot at level k = 200

Definition 7.2. Let (Φk ∈ Hk)k∈N be a family of states.

1. It will be called admissible if there exists a positive C and an integer m
such that

||Φk||Hk
≤ Ckm

2. Let U ⊂ C be an open set. We will say that an admissible state Φk is in
O(k−∞) on U if for any x ∈ U there is a neighborhood V of x included in
U and a sequence Cm of positive numbers such that for any m and k we
have

|Φk(y)| ≤ Cmk−m, ∀y ∈ V.

3. The microsupport of (Φk) is the smallest closed subset F of C such that
(Φk) is in O(k−∞) on C \ F . We will denote it by MS(Φk). It is Z2

invariant and I invariant if the Φk are alternate sections.

It is easy to show that the states Zk(M) are admissible. Roughly, the mi-
crosupport of Zk(M) is the set where the knot state concentrates as it is shown
in Figure 7.3. Let us interpret geometrically this subset.

Let π : C→M(S, SU2) defined by

π(z)(γ) = exp
( i

2
ω(γ, x)

(
1 0
0 −1

))
. (4)

In this formula, we identified γ ∈ π1(S) with its class in H1(S,R) and we
identified H1(S,R) with C by setting a[m]+ b[l] = a+ ib. We have the following
conjecture:
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Conjecture 2. For any manifold M bounding S, we have:

MS(Zk(M)) = π−1
(
r(M(M,SU2))

)
.

This conjecture was proved for the figure eight knot in [CM11a] and for the
torus knots in [C11].

7.4 From the AJ-conjecture to the microsupport

Let ζk = − exp(iπ/2k) and P be the set of sequences of polynomials f : Z →
C[t±1] which satisfy for all n ∈ Z and k ∈ N the equality

fn+2k(ζk) = fn(ζk).

For such a sequence, we can define a family (Zk(f) ∈ Hk)k∈N by the formula

Zk(f) =
sin(π/k)√

k

∑
`∈Z/2kZ

f`(ζk)Ψ`.

For any knot K, we have clearly Zk(EK) = Zk(JK) where EK is the exterior
of K. A simple computation using Proposition 7.1 shows that

Zk(Xmf) = T ∗1/2kZk(f), Zk(Xlf) = T ∗−i/2kZk(f).

This implies that by setting ρk(Xm) = T ∗1/2k and ρk(Xl) = T ∗−i/2k we define
a representation ρk of T (S, ζk) on Hk. Here ζk means the pair (C, ζk).

It follows that any P ∈ A(JK) will satisfy the crucial equation

ρk(P )Zk(EK) = 0.

At this point, we will start using Toeplitz theory, we refer to [C03b, C06,
C03a] for references. Recall that Hk is the set of holomorphic Z2-invariant
sections of Lk. It is a subspace of the space L2

Z2(C, Lk) of locally L2 and Z2-
invariant sections of Lk.

We denote by Πk : L2
Z2(C, Lk)→ Hk the orthogonal projection. A Toeplitz

operator is a sequence (Tk ∈ End(Hk))k∈N such that there exists a sequence fk
of smooth Z2-invariant functions on C satisfying

||Tk −Πk ◦Mfk
||End(Hk) = O(k−∞).

In this formula, Mf stands for the multiplication operator by f . Moreover, fk
is required to have an asymptotic expansion into powers of 1/k and we will call
principal symbol the first term of this expansion.

In [CM11a], we recall the following standard results of Toeplitz theory:

Proposition 7.3. - The operators T ∗1/2k and T ∗−i/2k are Toeplitz operators
on C/Z2 with principal symbols exp(2iπy) and exp(−2iπx) respectively.
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- The product of two Toeplitz operators (Tk) and (Sk) with respective prin-
cipal symbols f and g is a Toeplitz operator with principal symbol fg.

- If Φk is an admissible state in Hk and Tk is a Toeplitz operator with
principal symbol f such that TkΦk = 0, then

MS(Φk) ⊂ {f = 0}

Remark 7.4. These properties formalize the rough idea that the operators Tk
converge when k goes to infinity to the multiplication operator Mf .

Using these properties, we obtain the following final proposition:

Proposition 7.5. Let K be a knot such that Conjecture 1 holds (direct inclu-
sion). Then,

MS(Zk(EK)) ⊂ π−1
(
r
(
M(EK ,SL2(C))

)
∩M(S, SU2)

)
Proof. Choose f in P(EK , ε)). Thanks to the AJ-conjecture, there exists a
(symmetric) q-differential relation P ∈ T (S,Λ) such that Υ(f) = σP . Denote
by P (Xm, Xl, t) this non-commutative polynomial and set

Sk = P (T ∗1/2k, T
∗
−i/2k, ζk) ∈ End(Hk).

By the results stated above, this is a Toeplitz operator with principal sym-
bol g(x + iy) = P (e2iπy, e−2iπx,−1) which satisfies SkZk(Ek) = 0. Hence,
MS(Zk(Ek)) ⊂ {g = 0}.

Recall that P(EK , ε) is the ideal of functions on M(S,SL2(C)) vanishing
on r(M(EK ,SL2(C))). This means that for ρ /∈ r(M(EK ,SL2(C))), there is
some f ∈ P(EK , ε) with f(ρ) 6= 0. Let ϕ : K(S × [0, 1], ε) → C the character
associated to ρ: we have ϕ(f) 6= 0. Set z = ϕ(Xm) and w = ϕ(Xl). If ρ takes
its values in SU2, this implies that |z| = |w| = 1. From Formula (4), we find
that r(ρ) = π(x + iy) where z = exp(2iπy) and w = exp(−2iπx). This shows
that g(x+ iy) 6= 0, and hence x+ iy /∈ MS(Zk(EK)).

Let us conclude with some motivations: if M and N are two manifolds
bounding S and if MS(Zk(M)) and MS(Zk(N)) are transverse (singular) sub-
manifolds, then scalar product

〈Zk(M), Zk(N)〉 =
∫
D

Zk(M)(x)Zk(N)(x)ω(x).

concentrates on MS(Zk(M)) ∩MS(Zk(N)) that is a discrete set of points.
Moreover, if Conjecture 2 holds, these intersection points correspond to

representations ρ ∈ M(S,SU2) which extend both to M and N , that is rep-
resentations of M ∪ (−N). If we were able to describe Zk(M) and Zk(N)
at first order around these points, we could find the leading asymptotics of
Zk(M ∪ (−N)), that is we would prove the Witten asymptotic expansion con-
jecture for M ∪(−N). This is exactly the strategy followed in [CM11b] to derive
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this conjecture for most Dehn fillings on the figure eight knot. However, it is
necessary to control the asymptotics up to the two first orders. This requires to
introduce more subtle objects as half-form bundles and subprincipal symbols.
We refer to [CM11a, CM11b] for these questions.
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