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Abstract : Some duality properties for induced representations of enveloping
algebras involve the character Tradg. We extend them to deformation Hopf alge-
bras Ah of a noetherian Hopf k-algebra A0 satistying ExtiA0

(k,A0) = {0} except
for i = d where it is isomorphic to k. These duality properties involve the charac-
ter of Ah defined by right multiplication on the one dimensional free k[[h]]-module
ExtdAh

(k[[h]], Ah). In the case of quantized enveloping algebras, this character lifts
the character Tradg. We also prove Poincaré duality for such deformation Hopf
algebras in the case where A0 is of finite homological dimension. We explain the
relation of our construction with quantum duality.

1. Introduction

In this article k will be a field of characteristic 0 and we set K = k[[h]].
Let A0 be a noetherian algebra. We assume moreover that k has a left A0-module

structure such that there exists an integer d satisfying{
ExtiA0

(k,A0) = {0} if i 6= d
ExtdA0

(k,A0) ' k.

It follows from Poincaré duality that any finite dimensional Lie algebra g verifies
these assumptions. In this case d = dimg and the character defined by the right
representation of U(g) on Extdimg

U(g) (k, U(g)) is Tradg ([C1]). The algebra of regular
fonctions on an affine algebraic Poisson group and algebra of formal power series
also satisfy these hypothesis. Let Ah be a deformation algebra of A0. Assume that
there exists an Ah-module structure on K that reduces modulo h to the A0-module
structure we started with. The following theorem constructs a new character of
Ah, which will be denoted by θAh

.

Theorem 5.0.7
With the assumptions made above, one has :
a) ExtiAh

(K,Ah) = {0} is zero if i 6= d

b) ExtdAh
(K,Ah) is a free K-module of dimension one. The right Ah-module

structure given by right multiplication lifts that of A0 on ExtdA0
(k,A0).
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The right Ah-module ExtdAh
(K,Ah) will be denoted by ΩAh

. If there is an
ambiguity, the integer d will be written dAh

.
Theorem 5.0.7 applies to universal quantum enveloping algebras, quantization

of affine algebraic Poisson groups and to quantum formal series Hopf algebras.
Let g be a Lie bialgebra. Denote by F [g] the formal series Poisson algebra U(g)∗.

If Uh(g∗) is a quantum enveloping algebra such that Uh(g∗)/hUh(g∗) is isomorphic
to U(g∗) as a coPoisson Hopf algebra, we show that one may construct a resolu-
tion of the trivial Uh(g∗)-module k[[h]] that lifts the Koszul resolution of the trivial
U(g∗)-module k. If Fh[g] is a quantum formal series algebras such that Fh[g]/hFh[g]
is isomorphic to F [g] as a Poisson Hopf algebra, we construct a resolution of the
trivial Fh[g]-module that lifts the Koszul resolution of the trivial F [g]-module k
and that respects quantum duality ([Dr], [Ga]). This construction is not explicit
but it allows to show that, if Fh[g] and Uh(g∗) are linked by quantum duality, the
following equality holds θFh[g] = hθUh(g∗).

As an application of theorem 5.0.7, we show Poincaré duality :

Theorem 8.1.1
We make the same assumtions as above. Let M be an Ah-module. Assume that

K is an Ah-module of finite projective dimension. One has an isomorphism of K-
modules for all integer i :

ExtiAh
(K,M) ' TorAh

dAh
−i (ΩAh

,M) .

From now on, we assume that Ah is a deformation Hopf algebra.

Brown and Levasseur ([B-L]) and Kempf ([Ke]) had shown that, in the semi-
simple context, the Ext-dual of a Verma module is a Verma module. In [C1], we
have extended this result to the Ext-dual of an induced representation of any Lie
superalgebra. In this article, we show that this result can be generalized to quantum
groups provided that the quantization is functorial. Such a functorial quantization
has been constructed by Etingof and Kazdhan ([E-K1], [E-K2], [E-K3], [E-S]). As
the result holds for quantized universal enveloping algebras, for quantized functions
algebras and for quantum formal series Hopf algebras, we state it in the more gen-
eral setting of Hopf algebras.

Corollary 8.2.2
Let Ah (respectively Bh) be a topological Hopf deformation of A0 (respectively

B0). We assume that there exists a morphism of Hopf algebras from Bh to Ah such
that Ah is a flat Boph -module. We also assume that Bh satisfies the condition of the
theorem 5.0.7. Let V be a Bh-module which is a free finite dimensional K-module.
Then

a) ExtiAh

(
Ah⊗

Bh

V,Ah

)
is {0} if i is different from dBh

.
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b) The right Ah-module Ext
dBh

Ah

(
Ah⊗

Bh

V,Ah

)
is isomorphic to (ΩBh

⊗ V ∗) ⊗
Bh

Ah

where ΩBh
⊗ V ∗ is endowed with the following right Bh-module structure :

∀u ∈ Bh ∀f ∈ V ∗, ∀ω ∈ ΩBh
,

(ω ⊗ f) · u = lim
n→+∞

∑
j

θBh
(u′j,n)ω ⊗ f · S2

h(u′′j,n)

∆(u) = lim
n→+∞

∑
j

u′j,n ⊗ u′′j,n.

Sh being the antipode of Bh.

Proposition 8.2.3 Let Ah be a Hopf deformation of A0, Bh be a Hopf defor-
mation of B0 and Ch be a Hopf deformation of C0. We assume that there exists a
morphism of Hopf algebras from Bh to Ah and a morphism of Hopf algebras from
Ch to Ah such that Ah is a flat Boph -module and a flat Coph -module. We also assume
that Bh and Ch satisfies the hypothesis of theorem 5.0.7. Let V (respectively W ) be
a Bh-module (respectively Ch-module) which is a free finite dimensional K-module.
Then, for all integer n, one has an isomorphism

Ext
n+dBh

Ah

(
Ah⊗

Bh

V,Ah⊗
Ch

W

)
' Extn+dCh

Ah

(
(ΩCh

⊗W ∗) ⊗
Ch

Ah, (ΩBh
⊗ V ∗) ⊗

Bh

Ah

)
.

The right Bh (respectively Ch)-module structure on ΩBh
⊗V ∗ (respectively ΩCh

⊗
W ∗ ) are as in Corollary 8.2.2.

Remark :
Proposition 8.2.3 is already known in the case where g is a Lie algebra, h and k are

Lie subalgebras of g, Ah, Bh and Ch are their corresponding enveloping algebras.
In this case one has dBh

= dimh and dCh
= dimk. More precisely :

Generalizing a result of G. Zuckerman ([B-C]), A. Gyoja ([G]) proved a part
of this theorem (namely the case where h = g and n = dimh = dimk) under the
assumptions that g is split semi-simple and h is a parabolic subalgebra of g. D.H
Collingwood and B. Shelton ([C-S]) also proved a duality of this type (still under
the semi-simple hypothesis) but in a slighly different context.

M. Duflo [Du2] proved proposition 8.2.3 for a g general Lie algebra, h = k,
V = W ∗ being one dimensional representations.

Proposition 8.2.3 is proved in full generality in the context of Lie superalgebras
in [C1].

Wet set Aeh = Ah ⊗Aoph . Using the properties as a Hopf algebra (as in [C2]), we
show that all the ExticAe

h

(Ah, Ah ⊗̂
k[[h]]

Ah)’s are zero except one. More precisely :

Proposition 8.3.1 Assume that Ah satisfies the conditions of the theorem 5.0.7.
Assume moreover that A0 ⊗ Aop0 is noetherian. Consider Ah ⊗̂

k[[h]]
Ah with the fol-

lowing Âeh-module structure :

∀(α, β, x, y) ∈ Ah, α · (x⊗ y) · β = αx⊗ yβ.
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a) HHi
Ah

(Ah ⊗̂
k[[h]]

Ah) is zero if i 6= dAh
.

b) The Âeh-module HH
dAh

Ah
(Ah ⊗̂

k[[h]]
Ah) is isomorphic to ΩAh

⊗ Ah with the fol-

lowing Âeh-module structure :

∀(α, β, x) ∈ Ah, α · (ω ⊗ x) · β = ωθAh
(β′i)⊗ S(β′′i )xS−1(α)

where α =
∑
i

α′i ⊗ α′′i (to be taken in the topological sense)

This result has already been obtained in [D-E] for a deformation of the algebra
of regular functions on a smooth algebraic affine variety. From this, as in [VdB],
we deduce a relation between Hochschild homology and Hochschild cohomology for
the ring Ah.

We start the article by a study of algebras endowed with a decreasing filtration
and filtered modules over such algebras. Our study relies on the use of the associ-
ated graded algebra and graded module and on the use of the topology defined by
a decreasing filtration. We apply this study to deformation algebras endowed with
the h-adic filtration and filtered modules over such algebras. In [K-S], a study of
the derived category of Ah-modules is carried out using the right derived functor

of the functor M 7→ M

hM
.

Acknowledgments :
I am grateful to B. Keller, D. Calaque, B. Enriquez and V. Toledano for helpful

discussions.

2. Graded linear algebra

In this section, we fix notation about graded linear algebra. A graded k-algebra
GA is the data of a k-algebra with unit and a family of k-vector spaces (GtA)t∈Z
of A satisfying :

a. A = ⊕t∈ZGtA
b. 1 ∈ G0A
c. GtA ·GlA ⊂ Gt+lA.

We will also assume that GtA = 0 for t < 0.
A graded GA-module GM is the data of a GA-module and a family of k-vector

space (GtM)t∈Z of GM such that

GM = ⊕t∈ZGtM
GtA ·GlM ⊂ Gt+lM

We will always also assume that GtM = 0 if t << 0.
Let GM and GN be two graded GA-modules. A morphism of graded GA-

modules from GM to GN is a morphism of GA-modules f : GM → GN such that
f(GtM) ⊂ GtN . The group of morphisms of graded GA-modules from GM to GN
will be denoted HomGA(GM,GN). With this notion of morphisms, the category of
graded GA-modules is abelian. Thus it is suitable for homological algebra.

For r ∈ Z and any graded GA-module GM , we define the shifted graded GA-
module GM(r) to be the GA-module GM endowed with the grading defined by

∀t ∈ Z, GtM(r) = Gt+rM.
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Let us denote HomGA(GM,GN) the graded group defined by setting

GtHomGA(GM,GN) = HomGA(GM,GN(t)).

The ith right derived functor of the functor HomGA(−, N) will be denoted ExtiGA(−, N).
A graded GA-module GL is finite free if there are integers d1, d2, . . . , dn such

that
GL '

n
⊕
i=1
GA(−di).

A graded GA-module GM is of finite type if there exists a finite free graded GA-
module GL and an exact sequence in the category of graded GA-modules

GL→ GM → 0.

This means that there are homogeneous elements m1 ∈ Gd1M, . . . ,mn ∈ Gdn
M

such that any m ∈ GdM may be written as

m =
n∑
i=1

ad−dimdi

where ad−di ∈ Gd−diA.
A graded ring GA is noetherian if any graded GA-submodule of a graded GA-

module of finite type is of finite type.

In the sequel, all the GA-modules we will consider will be graded so that we will
say ”GA-module” for ”graded GA-module”.

3. Decreasing filtrations

In this section, we give results about decreasing filtrations. These results are
proved in [Schn] in the framework of increasing filtrations. For the sake of com-
pleteness, we give detailled proofs of the results even if most of our proofs are
obtained by adjusting those of Schneiders.

We will consider a k-algebra endowed with a decreasing filtration ...Ft+1A ⊂
FtA ⊂ · · · ⊂ F1A ⊂ F0A = A. The order of an element a, o(a), is the biggest t
such that a ∈ FtA. The principal symbol of a is the image of a in Fo(a)/Fo(a)+1. It
will be denoted by [a].

A filtered module over FA is the data of an A-module M and a family (FtM)t∈Z
of k-subspaces such that

•
⋃
t∈Z

FtM = M

• Ft+1M ⊂ FtM
• FtA · FlM ⊂ Ft+lM

We will assume that FtM = M for t << 0. We have the notion of principal sym-
bol. We endow such a module with the topology for which a basis a neighborhoods
is (FtM)t∈Z. The topological space M is Hausdorff if and only if ∩t∈ZFtM = {0}.
If M is Hausdorff, the topology defined by the filtration is defined by the following
metric

∀(x, y) ∈ FM, d(x, y) =|| x− y || with
|| x− y ||= 2−t where t = Sup{j ∈ Z | x− y ∈ FjM}
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Note that M is Hausdorff if and only if the natural map from M to lim←−
t∈Z

M

FtM
is

injective. The metric space (M,d) is complete if and only if the natural map from

M to lim←−
t∈Z

M

FtM
is an isomorphism.

Example :
Let k be a field and set K = k[[h]]. If V is a K-module, it is endowed with the

following decreasing filtration · · · ⊂ hnV ⊂ hn−1V ⊂ · · · ⊂ hV ⊂ V .
The topology induced by this filtration is the h-adic topology.

Recall the following result :

Lemma 3.0.1. Let N be a Hausdorff filtered module. Let P be a submodule of N
which is closed in N . Let p the canonical projection from N to N/P .

a) The topology defined by the filtration p(FtN) on N/P is the quotient topology.
N/P is Hausdorff and its topology is defined by the distance d(x̄, ȳ) =|| x̄ − ȳ ||
where

|| x̄ ||= Inf{|| a ||, a ∈ x̄}
b) If N is complete, then N/P is complete for the quotient topology.

Proof of the lemma :
a) As P is closed in N , then 0̄ is closed in N/P . Thus, its complement in N/P ,

U , is open. Let x̄ an element of N/P different from 0̄. As U is open, there exists
n ∈ IN such that x̄ ∈ p(FnN)+ x̄ ⊂ U . Hence x̄ /∈ p(FnN) and we have proved that⋂
n∈IN

p(FnN) = {0̄}. Hence N/P is Hausdorff. It is easy to check that the open ball

of center 0 and radius 2−t in N/P for the distance defined is p(Ft+1N).
b) we refer to [Schw] p 245. 2.

Let FM and FN be two filtered FA-modules. A filtered morphism Fu :
FM → FN is a morphism u : M → N of the underlying A-modules such that
u(FtM) ⊂ FtN . It is continuous if we endow M and N with the topology defined
by the filtrations. Denote by Ftu the morphism u|FtM : FtM → FtN . Denote by
HomFA(FM,FN) the group of filtered morphisms from FM to FN . The kernel
of Fu is the kernel of u filtered by the family KerFu∩FtM . If M is complete and
N is Hausdorff, then KerFu, endowed with the induced topology is complete.

To a filtered ring FA is associated a graded ring GA defined by

GA = ⊕
t∈IN

GtA with GtA = FtA/Ft+1A

the multiplication being induced by that of FA. To a filtered FA-module FM is
associated a graded GA-module GM defined by setting

GM = ⊕
t∈Z

GtM with GtM = FtM/Ft+1M

the action of GA on GM being induced by that of FA. If x is in FtM , we will
write σt(x) for the class of x in FtM/Ft+1M . A filtered morphism of FA-modules
Fu : FM → FN induces a morphism of abelian groups Gtu : GtM → GtN and a
morphism of GA-modules Gu : GM → GN .
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An arrow Fu : FM → FN is strict if it satisfies u(FtM) = u(M) ∩ FtN .

An exact sequence of FA-modules is a sequence

FM
Fu−→ FN

Fv−→ FP

such that KerFtv = ImFtu. It follows from this definition that Fu is strict. if
moreover Fv is strict, we say that it is a strict exact sequence.

Proposition 3.0.2. a) Consider Fu : FM → FN and Fv : FN → FP two
filtered FA-morphisms such that Fv ◦ Fu = 0. If the sequence

FM
Fu−→ FN

Fv−→ FP

is strict exact, then

GM
Gu−→ GN

Gv−→ GP

is exact.
b) Conversely, assume that FM is complete for the topology defined by the fil-

tration and that FN is Hausdorff for the topology defined by the filtration. If the
sequence

GM
Gu−→ GN

Gv−→ GP

is exact, then the sequence

FM
Fu−→ FN

Fv−→ FP

is strict exact.

Proof of the proposition :
a) Let nt ∈ GtN be such that Gtv(nt) = 0. There is n′t ∈ FtN such that

nt = σt(n′t). Hence v(n′t) ∈ Ft+1P . Since Fv is strict, we find n′′t+1 ∈ Ft+1N such
that v(n′′t+1) = v(n′t). Then v(n′t − n′′t+1) = 0 and there is mt ∈ FtM such that
u(mt) = n′t − n′′t+1. This shows that

Gtu (σt(mt)) = σt(n′t) = nt.

b ) Let us prove that Fv is strict. Assume that pt ∈ FtP ∩ Imv. Let l be the
biggest integer such that pt = v(nl) with nl ∈ FlN . We need to show that l ≥ t.
Assume that l < t. One has

Glv (σl(nl)) = σl (v(nl)) = σl(pt) = 0.

Hence ∃ml ∈ FlM such that Glu (σl(ml)) = σl(nl). Thus we have

nl − u(ml) ∈ Fl+1M and v (nl − u(ml)) = pt

which contredicts the definition of l.

Let us prove thatKerFtv = ImFtu. Let nt ∈ KerFtv. One has : Gt(v) (σt(nt)) =
0. Hence there exists mt in FtM such that

σt(nt) = Gt(u) (σt(mt)) .

Hence nt − u(mt) ∈ KerFv ∩ Ft+1N . We can reproduce the previous reasoning to
nt−u(mt) and produce an element mt+1 in Ft+1M such that nt−u(mt +mt+1) ∈
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KerFv ∩ Ft+2N . The sequence Up =
p∑
l=0

mt+l is a Cauchy sequence, hence it con-

verges and nt = u

( ∞∑
l=0

mt+l

)
. 2

Corollary 3.0.3. Let FA be a filtered k-algebra and let FM and FN two FA-
modules. Let Fu : FM → FN be a morphism of FA-modules. Then GKerFu ⊂
KerGFu and ImGFu ⊂ GImFu. Assume moreover that FM is complete and FN is
Hausdorff, then the following conditions are equivalent :

(a) Fu is strict
(b) GKerFu = KerGFu
(c) ImGFu = GImFu.

Proof :
One has :

FtKeru = Keru ∩ FtM
FtImu = Imu ∩ FtN

GtKeru =
FtM ∩Keru

Ft+1M ∩Keru

KerGtu =
FtM ∩ u−1(Ft+1N)

Ft+1M ∩ u−1(Ft+1N)

ImGtu =
u(FtM)

Ft+1N ∩ u(FtM)

GtImu =
Imu ∩ FtN

Imu ∩ Ft+1M

The second part of the corollary follows from applying the previous proposition to
the strict exact sequence FM → Imu→ 0.

Indeed Fu is strict if and only the following sequence

FM
Fu−→ Imu→ 0

is a strict exact sequence of FA-modules when Imu is endowed with the induced
topology. Then we apply 3.0.2 .

Let us recall this well known result about complexes of filtered modules.

Proposition 3.0.4. Let (M•, d•) be a complex of complete FA-modules. Hi(M•)

is filtered as follows FtHi(M•) =
Kerdi ∩ FtM i + Imdi−1

Imdi−1
' Kerdi ∩ FtM i

Imdi−1 ∩ FtM i−1
.

If di and di−1 are strict, then GHi(M•) is isomorphic to Hi(GM•)

Proof of the proposition 3.0.4:
We consider the following exact sequence

0→ Imdi−1 → Kerdi
p−→ HiM• → 0.



Duality properties for quantum groups 9

we endow Kerdi and Imdi−1 with the induced filtration. One has

FtKerdi = Kerdi ∩ FtM i

FtImdi−1 = Imdi−1 ∩ FtM i

p(FtKerdi) =
Kerdi ∩ FtM i + Imdi

Imdi
= FtH

i(M•).

The exact sequence above is strict exact. It stays exact if one takes the graded
modules. Thus, we have the following exact sequence of GA-modules

0→ GImdi−1 → GKerdi
p−→ GHiM• → 0.

Then GHi(M•) ' GKerdi
GImdi−1

' KerGdi
ImGdi−1

' Hi(GM•). This finishes the proof of

the proposition. 2

Remark :
The isomorphism from GtH

i(M•) to Hi(GtM•) is given by

GtH
i(M•) → Hi(GtM•)
σtcl(x) 7→ cl(σt(x)).

For any r ∈ Z and for any FA-module FM , we define the shifted module FM(r)
as the module M endowed with the filtration (Ft+rM)t∈Z.

An FA-module module is finite free if it is isomorphic to an FA-module of the
type ⊕pi=1FA(−di) where d1, . . . , dp are integers. An FA-module FM is of finite
type if there exists a strict epimorphism FL→ FM where FL is a finite free FA-
module. This means that we can find m1 ∈ Fd1M, . . . ,mp ∈ FdpM such that any
m ∈ FdM may be written as

m =
p∑
i=1

ad−dimi

where ad−di
∈ Fd−di

A.

Proposition 3.0.5. Let FA be a filtered k-algebra and FM be an FA-module.
a) If FM is an FA-module of finite type generated by (s1, . . . , sr) then GM is a

GA-module of finite type generated by ([s1], . . . , [sr]). Conversely, assume that FA
is complete for the topology given by the filtration and that FM is a FA-module
which is Hausdorff for the topology defined by the filtration. If GM is a GA-module
of finite type generated by ([s1], . . . , [sr]), then FM is an FA-module of finite type
generated by (s1, . . . , sr)

b) If FM is a finite free FA-module, then GM is a finite free GA-module.
Conversely, assume that FA is complete for the topology given by the filtration and
FM is a FA-module Hausdorff for the topology defined by the filtration. If GM is
a finite free GA-module, then FM is a finite free FA-module.

Proof of the proposition :
a) If FM is an FA-module of finite type, then there is a strict exact sequence

⊕Ni=1FA(−di)→ FM → 0. If we apply proposition 3.0.2, we see that GM is a
GA-module of finite type. Conversely, assume that GM is a GA-module of finite
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type generated by σ1 = [s1], . . . , σr = [sr]. Assume that si ∈ FdiM − Fdi−1M . Let
x in FnM . There exists ai,0 ∈ Gn−diA such that

σn(x) =
r∑
i=1

ai,0σi.

Let αi,0 ∈ Fn−di
A such that σn−di

(αi,0) = ai,0. We have

x−
r∑
i=1

αi,0si ∈ Fn+1M.

Reasoning in the same way, one can construct αi,1 ∈ Fn−di+1A such that

x−
r∑
i=1

(αi,0 + αi,1)si ∈ Fn+2M

Going on that way, we construct an element
∞∑
j=1

αi,j in Fn−di
A such that

x =
r∑
i=1

 ∞∑
j=1

αi,j

 si.

Hence FM is a finite type FA-module.

b) apply proposition 3.0.2.2

Definition 3.0.6. A filtered k-algebra is said to be (filtered) noetherian if it satisfies
one of the following equivalent conditions :

• Any filtered submodule (not necessarily a strict submodule) of a finite type
FA-module is of finite type

• Any filtered ideal (not necessarily a strict ideal) of FA is of finite type.

Proposition 3.0.7. Let FA be a filtered complete k-algebra and denote by GA its
associated graded algebra. If GA is graded noetherian, then FA is filtered noether-
ian.

Proof of the proposition :
We assume that GA is a noetherian algebra. We need to prove that a filtered

submodule FM ′ of a finitely generated FA-module FM is finitely generated.

First we assume that FM is Hausdorff. For this case, we reproduce the proof of
[Sch].

If FM ′ is strict, then the associated GA-module GM ′ is a submodule of the
GA-module GM associated to FM . Since GA is noetherian and GM is finitely
generated so is GM ′ and the conclusion follows.

To prove the general case, we may assume that the image of the inclusion FM ′ →
FM is equal to FM . In this case, using a finite systeme of generators of FM , it is
easy to find an integer l such that

FtM
′ ⊂ FtM ⊂ Ft−lM ′.

We will prove the result by induction on l.
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For l = 1, let us introduce the auxiliary GA-modules

GK0 = ⊕t∈ZFtM
′/Ft+1M

GK1 = ⊕t∈ZFtM/FtM
′

These modules satisfy the exact sequences

0→ GK0 → GM → GK1 → 0

0→ GK1(1)→ GM ′ → GK0 → 0
Since GM is a finite type GA-module, so are GK0 and GK1. Hence GM ′ is also
finitely generated and the conclusion follows.

For l > 1, we define the auxiliary FA-module FM ′′ by setting

FtM
′′ = Ft+1M + FtM

′.

Since we have
FtM

′′ ⊂ FtM ⊂ Ft−1M
′′

the preceeding discussion shows that FM ′′ is finitely generated. Moreover

FtM
′ ⊂ FtM ′′ ⊂ Ft−(l−1)M

′

and the conclusion follows from the induction hypothesis.

We no longer assume that FM is Hausdorff
As FM is a finite type FA-module, there exists a strict exact sequence

FL =
n
⊕
i=1

FA(−di)
p−→ FM → 0.

We will denote by pt the map from FtL to FtM induced by p. As p is strict, the
map pt is surjective. Let FM ′ be a submodule (not necessarily strict) of FM . Then
p−1(FM ′) is an FA-submodule of FL if we endow it with the filtration

Ft
[
p−1(M ′)

]
= p−1

t (FtM ′) = p−1(FtM ′) ∩ FtL.
As FL is Hausdorff, we know from the first part of the proof that the FA-module
p−1M ′ is finite type. Hence there exist α1 ∈ Fδ1

[
p−1M ′

]
, . . . , αp ∈ Fδp

[
p−1M ′

]
such that any x of Fd

[
p−1M ′

]
can be written

x =
p∑
i=1

ad−δiαi with ad−δi ∈ Fd−δiA.

Let y in FdM ′. As p is strict, there exist x ∈ Fd
[
p−1M ′

]
such that y = p(x). Then

y can be written

y =
p∑
i=1

ad−δi
p(αi) with ad−δi

∈ Fd−δi
A.

We have proved that FM ′ is a finite type FA-module 2.

Proposition 3.0.8. Assume that FA is noetherian for the topology given by the
filtration. Any FA-module of finite type has an infinite resolution by finite free
FA-modules i.e there is an exact sequence

· · · → FLs → FLs−1 → · · · → FL0 → FM → 0

where each FLs is a finite free FA-module.
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Remark :
For such a resolution of FM , the sequence

· · · → GLs → GLs−1 → · · · → GL0 → GM → 0

is a resolution of the GA-module GM .

Proposition 3.0.9. Assume FA is noetherian and complete. If GA is of finite
(left) global homological dimension, so is A.

Proof : we adjust the proof of [Schn] proposition 10.3.5. to decreasing filtrations.
Let us start by a lemma.

Lemma 3.0.10. If FN is a finite type FA-module, then it is complete.

First we assume that FN is Hausdorff. Let FN be a finite type Hausdorff
FA-module. We have a strict exact sequence

FL = ⊕ni=1FA(−di)
p−→ FN → 0.

The filtration on FN is given by p(FtL). Let us endow the kernel K of p with the
induced topology. We have a strict exact sequence

0→ FK → FL→ FN → 0.

As N is Hausdorff, K = p−1({0}) is closed in FL. The filtered FA-module FN is
isomorphic to FL/K, endowed with the quotient topology. Hence, FN is complete
(see lemma 3.0.1).

We no longer assume that FN is Hausdorff. From the first case, FK, endowed
with the induced topology is complete and hence closed in FL. As FN ' FL/K,
the FA-module FN is Hausdorff.

Lemma 3.0.11. Assume that FA is noetherian and complete. Then, for any FA-
module of finite type FM and any complete FA-module FN ,

ExtjGA(GM,GN) = 0 =⇒ ExtjA(M,N) = 0.

Let
· · · → FLn → FLn−1 → · · · → FL0 → FM → 0

be a filtered resolution of FN by finite free FA-modules. Applying the graduation
functor, we get a resolution

· · · → GLn → GLn−1 → · · · → GL0 → GM → 0.

Assuming ExtjGA(GM,GN) = {0} means that the sequence

HomGA(GLj−1, GN)→ HomGA(GLj , GN)→ HomGA(GLj+1, GN)

is an exact sequence of GA-modules. When FL =
n
⊕
i=1

FA(−di) is finite free, the

FA-module FHom(FL,FN) = ⊕ni=1FN(di) is complete and the natural map

GFHomFA(FL,FN)→ HomGA(GL,GN)

is an isomorphism. Hence the sequence

FHomFA(FLj−1,FN)→ FHomFA(FLj,FN)→ FHomFA(FLj+1,FN)
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is a strict exact sequence of FA-modules (proposition 3.0.2). When FL is finite
free, the underlying module of FHomFA(FL,FN) is HomA(L,N). This finishes the
proof of the lemma.

Denote by dGA the (left) global homological dimension of GA. Let M be a finite
type A-module. One has an epimorphism

An
p−→M → 0.

We endow M with the filtration p(FAn). Similarly, we endow N with a filtration
FN such that FN is a finite FA-module. From the two previous lemmas, we
deduce that for any finite type A modules M and N ,

ExtjA(M,N) = 0 if j ≥ dGA + 1.

Let now N be any A-module. We have N = lim
→
N ′ where N ′ runs over all finitely

generated submodules of N . Let L• be a resolution of M by finitely generated free
A-modules. We have for all j ≥ dGA + 1

Extj(M,N) = Extj(M, lim
→

N′)

= Hj
(

HomA(L•, lim
→

N′)
)

= Hj
(

lim
→

HomA(L•,N′)
)

= lim
→
Hj (HomA(L•,N′))

= lim
→

ExtjA(M,N′)

where, in the equality before the last equality, we used the fact that the functor lim
→

is exact because the set of finitely generated submodules of M is a directed set ([Ro]
proposition 5.33). Thus we have proved : if M is a finitely generated A-module
and N is any A-module, then

Extj(M,N) = {0} if j ≥ dGA + 1.

From this, we deduce ([Ro] theorem 8.16), that the global (left) dimension of A is
finite and inferior or equal to dGA. 2

Remark : The lemma 3.0.10 is proved in [K-S] in the case an Ah-module (Ah
being a deformation algebra) endowed with the h-adic filtration.

4. Deformation algebras

4.1. Definition and properties. In this section k will be a field of characteristic
0 and we will set K = k[[h]].

Definition 4.1.1. A topologically free K-algebra Ah is a topologically free K-
module together with a K-bilinear (multiplication) map Ah × Ah → Ah making
Ah into an associative algebra.

Let A0 be an associative k-algebra. A deformation of A0 is topologically free
K-algebra Ah such that A0 ' Ah/hAh as algebras.

Remark :
If Ah is a deformation algebra of A0, we may endow it with the h-adic filtration.

We then have GAh = ⊕
i∈IN

hiAh
hi+1Ah

' A0[h] as k[h]-algebra.
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From proposition 3.0.6, we deduce that a deformation algebra of a noetherian
algebra is noetherian.

Examples ([C-P]):

Before giving a list of examples, let us recall the following definition :

Definition 4.1.2. A deformation of a Hopf algebra (A, ι, µ, ε,∆, S) over a field k
is a topological Hopf algebra (Ah, ιh, µh, εh,∆h, Sh) over the ring k[[h]] such that

i) Ah is isomorphic to A0[[h]] as a k[[h]]-module
ii) Ah/hAh is isomorphic to A0 as Hopf algebra.

Example 1 : Quantized universal enveloping algebras (QUEA)

Definition 4.1.3. Let g be a Lie bialgebra. A Hopf algebra deformation of U(g)

, Uh(g), such that
Uh(g)
hUh(g)

is isomorphic to U(g) as a coPoisson Hopf algebra is

called a quantization of U(g).

Quantizations of Lie bialgebras have been constructed in [E −K1].

Example 2 : Quantization of affine algebraic Poisson groups

Definition 4.1.4. A quantization of an affine algebraic Poisson group (G, {, }) is
a Hopf algebra deformation Fh(G) of the Hopf algebra F(G) of regular functions

on G, such that
Fh(G)
hFh(G)

is isomorphic to (F(G), {, }) as Poisson Hopf algebra.

Quantization of affine algebraic Poisson groups have been constructed by Etingof
and Kazhdan ([E-S], see also [C-P] for the case where G is simple).

Examples 3: Quantum formal series Hopf algebras (QFSHA)
The vector space dual U(g)∗ of the universal enveloping algebra U(g) of a Lie

algebra can be identified with an algebra of formal power series and it has a natural
Hopf algebra structure, provided we interpret the tensor product U(g)∗ ⊗U(g)∗ in
a suitable completed sense. If g is a Lie bialgebra, U(g)∗ is a Hopf Poisson algebra.

Definition 4.1.5. A quantum formal series Hopf algebra is a topological Hopf

algebra Bh over k[[h]] such that
Bh
hBh

is isomorphic to U(g)∗ as a topological Poisson

Hopf algebra for some finite dimensional Lie bialgebra.

The following proposition is proved in [K-S] (theorem 2.6)

Proposition 4.1.6. Let Ah be a deformation algebra of A0 and let M be an
Ah-module. Assume that

(i) M has no h-torsion
(ii)M/hM is a flat A0-module
(iii) M = lim←−

n

M/hnM

then M is a flat Ah-module.
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5. A quantization of the character trad

Theorem 5.0.7. Let A0 be a noetherian k-algebra and let Ah be a deformation of
A0. Assume that k has a left A0-module structure such that there exists an integer
d such that {

ExtiA0
(k,A0) = {0} if i 6= d

ExtdA0
(k,A0) ' k

Assume that K is endowed with a Ah-module structure which reduces modulo h to
the A0-module structure on k we started with. Then

a) ExtiAh
(K,Ah) is zero if i 6= d.

b) ExtdAh
(K,Ah) is a free K-module of dimension 1. By right multiplication, it

is a right Ah-module. It is a lift of the right A0-module structure (given by right
multiplication ) on ExtdA0

(k,A0).

Notation : The right Ah-module ExtdAh
(k,Ah) will be denoted ΩAh

and the
character defined by this action θAh

.

Remark : In [K-S] (paragraph 6), Kashiwara and Schapira make a similar con-
struction in the set up of DQ-algebroids. In [C2], it is shown that a result similar
to theorem 5.0.7 holds for Uq(g) (g semi-simple).

Example 1 : Quantized universal enveloping algebras
Poincaré duality gives us the following result for any finite dimensional Lie alge-

bra. {
ExtiU(g) (k, U(g)) = {0} ifi 6= 0
Extdimg

U(g) (k, U(g)) ' Λdimg(g∗) .

The character defined by the right action of U(g) on Extdimg
U(g) (k, U(g)) is tradg

([C1]). Thus, the character defined by the theorem 5.0.7 is a quantization of the
character tradg.
• If g is a complex semi-simple algebra, as H1(g, k) = {0} ([H-S] p 247), there

exists a unique lift of the trivial representation of Uh(g), hence the representation
ΩUh(g) is the trivial representation.
• Let a be a k-Lie algebra. Denote by ah the Lie algebra obtained from a by

multiplying the bracket of a by h. Thus, for any elements X and Y of ah ' a,

[X,Y ]ah
= h[X,Y ]a.

Denote by Û(ah) the h-adic completion of U(ah). Then Û(ah) is a Hopf deformation
of (aab, δ = 0). The character θ

Û(ah)
defined by the theorem in this case is given by

∀X ∈ a, θ
Û(ah)

(X) = htrada(X).

Thus, even if g is unimodular, the character defined by the right action of Uh(g) on
ΩUh(g) ' ∧dimg(g∗)[[h]] might not be trivial.

• We consider the following Lie algebra : a =
5
⊕
i=1

kei with non zero bracket

[e2, e4] = e1. Consider k[[h]]-Lie algebra structure on a[[h]] defined by the following
non zero brackets

[e3, e5] = he3
[e2, e4] = 2e1



16 Sophie Chemla

̂U(a[[h]]) is a quantization of U(a). It is easy to see that

θ ̂U(a[[h]])
(ei) = 0 if i 6= 5

θ ̂U(a[[h]])
(e5) = −h.

Example 2
The theorem 5.0.7 also applies to quantization of affine algebraic Poisson groups.

If G is an affine algebraic Poisson group with neutral element e, we take k to be
given by the counit of the Hopf algebra F(G). One has [A-K]

ExtiF(G) (k,F(G)) = {0} if i 6= dimG

ExtdimGF(G) (k,F(G)) ' ∧dimG
((
Me/M2

e

)∗)
where

Me = {f ∈ F(G) | f(e) = 0}.
Let g be a real Lie algebra. The algebra of regular functions on g∗, F(g∗), is
isomorphic to S(g) and is naturally equipped with a Poisson structure given by :

∀X,Y ∈ g, {X,Y } = [X,Y ].

In the example above, Û(gh) is a quantization of the Poisson algebra F(g∗). F(g∗)
acts trivially on Extdimg

F(g∗) (k,F(g∗)) whereas the action of Fh(g∗) ' Û(gh) on

Extdimg
Fh(g∗) (k,Fh(g∗)) is not trivial.

Example 3 : The theorem 5.0.7 also applies to quantum formal series Hopf alge-
bras.

Proof of the theorem 5.0.7:
Let us consider a resolution of the Ah-moduleK by filtered finite free Ah-modules

· · · → FLi+1 ∂i+1−→ FLi
∂i−→ · · · ∂2−→ FL1 ∂1−→ FL0 → K → {0}

FLi = ⊕di

k=1FAh(−mj,i)

so that the graded complex

. . . GLi+1 G∂i+1−→ GLi
G∂i−→ · · · → GL1 G∂1−→ GL0 → k[h]→ {0}

is a resolution of theA0[h]-module k[h]. Consider the complexM• = (HomAh
(L•, Ah),t ∂•).

Recall that there is a natural filtration on HomAh
(Li, Ah) defined by

FtHomAh
(Li, Ah) = {λ ∈ HomAh

(Li, Ah) | λ
(
FpL

i
)
⊂ Ft+pAh}.

One has an isomorphism of right FA-modules

FHomAh
(Li, Ah) =

ri

⊕
j=1

FA(mj,i)

Hence
GFHomAh

(Li, Ah) ' HomGAh
(GLi, GAh)

and the complex HomGAh
(GLi, GAh) computes ExtiGAh

(k[h], GAh). We have the
following isomorphisms of right A0[h]-modules.

ExtiGAh
(k[h], GAh) ' ExtiA0[h]

(k[h], A0[h]) ' ExtiA0
(k,A0)[h].
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If i 6= d, then ExtiGAh
(k[h], GAh) = {0}. This means that the sequence

HomGA(GLi−1, GAh)
tG∂i−→ HomGA(GLi, GAh)

tG∂i+1−→ HomGA(GLj+1, GAh)

is an exact sequence of GAh-modules. Hence, applying 3.0.2 the sequence

FHomFA(FLi−1,FN)
t∂i−→ FHomFA(FLi,FN)

t∂i+1−→ FHomFA(FLi+1,FN)

is strict exact. As FLi is finite free, the underlying module of FHomFA(FLi, FN)
is HomA(Li,N). Hence we have proved that ExtiAh

(K,Ah) = {0} if i 6= d.
We have also proved that all the maps t∂i are strict. Hence, by proposition 3.0.4,

we have for all integer i

GExtiAh
(k[[h]], Ah) ' ExtiGAh

(k[h], A0[h]) ' ExtiA0
(k,A0)[h]

The FAh-modules ExtiAh
(K,Ah) are finite type FA-modules, hence they are

Hausdorff and even complete (see lemma 3.0.10).
As ExtdAh

(K,Ah) is Hausdorff and GExtdAh
(k[[h]], Ah) ' ExtdA0

(k,A0)[h], the
k[[h]]-module ExtdAh

(K,Ah) is a one dimensional.
This finishes the proof of the theorem 5.0.7. 2

From now on, we assume that Ah is a topological Hopf algebra and that its action
on K is given by the counit. The antipode of Ah will be denoted Sh.

If V is a left Ah-module, we set V r (respectively V ρ) the right Ah-module defined
by

∀a ∈ Ah, ∀v ∈ V, v ·Sh
a = Sh(a) · v (respectively v ·S−1

h
a = S−1

h (a) · v).

Similarly, if W is a right Ah-module, we set W l (respectively Wλ) the left Ah-
module defined by

∀a ∈ Ah, ∀w ∈W, a ·Sh
w = w · Sh(a) (respectively a ·S−1

h
w = w · S−1

h (a)).

One has (V r)λ = V , (V ρ)l = V ,
(
W l
)ρ = W and

(
Wλ

)r = W . Thus, we have
defined two (in the case where S2

h 6= id) equivalences of categories between the
category of left Ah-modules and the category of right Ah-modules, that is to say
left Aoph -modules.

Let Mod (Ah) be the abelian category of left Ah-modules and D (Mod(Ah)) be
the derived category of the abelian category Mod(Ah). We may consider Ah as an
Ah⊗Aoph -module. Introduce the functor DAh

from D (Mod (Ah)) to D (Mod (Aoph ))

∀M• ∈ D (Ah) , DAh
(M•) = RHomAh

(M•, Ah) .

If M is a finitely generated module, the canonical arrow M → DAop
h
◦DAh

(M) is
an isomorphism.

Let V be a left Ah-module, then, by transposition, V ∗ = HomK(V,K) is natu-
rally endowed with a right Ah-module structure. Using the antipode, we can also
see it as a left module structure. Thus, one has :

∀u ∈ Ah ∀f ∈ V ∗, u · f = f · Sh(u).
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We endow ΩAh
⊗ V ∗ with the following right Ah-module structure :

∀u ∈ Ah ∀f ∈ V ∗, ∀ω ∈ ΩAh
,

(ω ⊗ w) · u = lim
n→+∞

∑
j

θAh
(u′j,n)ω ⊗ f · S2

h(u′′j,n)

where ∆(u) = lim
n→+∞

∑
j

u′j,n ⊗ u′′j,n.

Theorem 5.0.8. Let V be an Ah-module free of finite type as a k[[h]]-module.
Then DAh

(V ) and V ∗ ⊗ ΩAh
are isomorphic in D (Aoph ).

Proof of the theorem :
In the proof of this theorem, we will make use of the following lemma (see [Du1],

[C1]).

Lemma 5.0.9. Let W be a left Ah-module. Ah⊗̂W is endowed with two different
structures of Ah ⊗ Aoph -modules. The first one denoted

(
Ah⊗̂W

)
1

is described as
follows : Let w be an element of W and let u, a be two elements of Ah. We set
∆(a) = lim

n→+∞

∑
i

a′i,n ⊗ a′′i,n. Then

(u⊗ w) · a = ua⊗ w
a · (u⊗ w) = lim

n→+∞

∑
i

a′i,nu⊗ a′′i,n · w

The second one denoted
(
Ah⊗̂W

)
2

is described as follows : Then

a · (u⊗ w) = au⊗ w
(u⊗ w) · a = lim

n→+∞

∑
i

ua′i,n ⊗ Sh(v′′i,n) · w

The Ah ⊗Aoph -modules
(
Ah⊗̂W

)
1

and
(
Ah⊗̂W

)
2

are isomorphic.

Proof of the lemma :
The map

Ψ :
(
Ah⊗̂W

)
2
→

(
Ah⊗̂W

)
1

u⊗ w 7→ lim
n→+∞

∑
i

u′i,n ⊗ u′′i,n · w

where ∆(u) = lim
n→+∞

∑
i

u′i,n ⊗ u′′i,n is an isomorphism of Ah ⊗ Aoph -modules from(
Ah⊗̂W

)
2

to
(
Ah⊗̂W

)
1
. Moreover

Ψ−1(u⊗ w) =
∑

u′i,n ⊗ Sh(u′′i,n) · w.

This finishes the proof of the lemma.

Let L• be a resolution of K by free Ah-modules. We endow Li ⊗ V with the
following left Ah-module structure :

a · (l ⊗ v) = lim
n→+∞

∑
i

a′i,n · l ⊗ a′′i,n · v.

Then L• ⊗ V is a resolution of V by free Ah-modules. Using the relation

a · l ⊗ v = lim
n→+∞

∑
i

a′i,n
[
l ⊗ Sh(a′′i,n) · v

]
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one shows the following sequence of Ah-isomorphisms

DAh
(V ) ' HomAh

(L⊗ V,Ah)
' HomAh

(L, (Ah ⊗ V ∗)1)
' HomAh

(L, (Ah ⊗ V ∗)2)
' RHomAh

(K,Ah)⊗ V ∗.2

6. Link with quantum duality

6.1. Recollection on the quantum dual principle. The quantum dual prin-
ciple ([Dr], see [G] for a detailed treatment) states that there exist two functors,
namely ()′ : QUEA → QFSA and ()∨ : QFSA → QUEA which are inverse
of each other. If Uh(g) is a quantization of U(g) and Fh[[g]] is a quantization of
F [[g]] = U(g)∗, then Uh(g)′ is a quantization of F [[g∗]] and Fh[[g]]∨ is a quantization
of U(g∗).

Let’s recall the construction of the functor ()∨ : QFSA → QUEA which is the
one we will need. Let g be a Lie bialgebra and Fh[[g]] a quantization of F [[g]] =
U(g)∗. For simplicity we will write Fh instead of Fh[[g]]. If εh denotes the counit
of Fh, set I := ε−1

h (hk[[h]]) and J = Kerεh. Let

F×h :=
∑
n≥0

h−nIn =
∑
n≥0

(h−1I)n =
⋃
n≥0

(h−1I)n

be the k[[h]]-subalgebra of k((h)) ⊗
k[[h]]

Fh generated by h−1I. As I = J + hFh, one

has F×h =
∑
n≥0

h−nJn. Define F∨h to be the h-adic completion of the k[[h]]-module

F×h . The coproduct (respectively counit, antipode) on Fh provides a coproduct
(respectively counit, antipode) on F∨h and F∨h is endowed with a Hopf algebra
structure. A precise description of F∨h is given in [G]. Let us recall it as we will need
it for our computations. The algebras Fh/hFh and k[[x̄1, . . . , x̄n]] are isomorphic.
We denote π : Fh → Fh/hFh be the natural projection. We may choose xj ∈
π−1(x̄j) for any j such that εh(xj) = 0, then Fh and k[[x1, . . . , xn, h]] are isomorphic
as k[[h]]- topological module and J is the set of formal series f whose degree in the
xj , ∂X(f) (that is the degree of the lowest degree monomials occuring in the series
with non zero coefficients) is strictly positive. As Fh/hFh is commutative, one has

xixj − xjxi = hχi,j

with χi,j ∈ Fh. As χi,j is in J , it can be written as follows :

χi,j =
n∑
a=1

ca(h)xa + fi,j(x1, . . . , xn, h)

with ∂X(fi,j) > 1. If x̌i = h−1xj , then

F∨h = {f =
∑
r∈IN

Pr(x̌1, . . . , x̌n)hr | Pr(X1, . . . , Xn) ∈ k[X1, . . . , Xn]}.

Thus F∨h and k[x̌1, . . . , x̌n][[h]] are isomorphic as a topological k[[h]]-modules. One
has

x̌ix̌j − x̌j x̌i =
n∑
a=1

ca(h)x̌a + h−1f̌i,j(x̌1, . . . , x̌n, h)
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where f̌i,j(x̌1, . . . , x̌n, h) is obtained from fi,j(x1, . . . , xn) by writing xj = hx̌j . The
element h−1f̌i,j(x̌1, . . . , x̌n, h) is in hk[x̌1, . . . , x̌n][[h]]. The k-span of the set of
cosets {ei = x̌i mod hF∨h } is a Lie algebra isomorphic to g∗. The map Ψ : F∨h →
U(g∗)[[h]] defined by

Ψ

(∑
r∈IN

Pr(x̌1, . . . , x̌n)hr
)

=
∑
r∈IN

Pr(e1, . . . , en)hr

is an isomorphism of topological k[[h]]-modules. The algebra
F∨h
hF∨h

is isomorphic to

U(g∗) and Fh(g)∨ is a quantization of the coPoisson Hopf algebra U(g∗). Denote
by ·h multiplication on Fh and its transposition to U(g∗)[[h]] by Ψ. To compute
ea1
1 . . . ean

n ·h e
b1
1 . . . ebn

n we proceed as follows : we compute x̌a1
1 . . . x̌an

n ·h x̌
b1
1 . . . x̌bn

n

in F∨h and write it under the form
∑
r∈IN

Pr(x̌1, . . . , x̌n)hr. Then

ea1
1 . . . ean

n ·h e
b1
1 . . . ebn

n =
∑
r∈IN

Pr(e1, . . . , en)hr.

If u and v are in U(g∗)[[h]], one writes u ∗ v =
∑
r∈IN

hrµr(u, v). One knows that the

first non zero µr is a 1-cocycle of the Hochschild cohomology.
If P in k[X1, . . . , Xn] can be written P =

∑
i1,...,in

ai1,...,inX
i1
1 . . . Xin

n , one sets

P⊗(e1, . . . , en) =
∑

i1,...,in

ai1,...,ine
⊗i1
1 . . . e⊗inn

and if g ∈ k[X1, . . . , Xn][[h]] can be written g =
r∑
i=1

Pr(X1, . . . , Xr)hr, then one

sets :

g⊗(e1, . . . , en) =
r∑
i=1

P⊗r (e1, . . . , er)hr.

Fact :
(Fh)∨ is isomorphic as an algebra to

Uh(g∗) '
Tk[[h]]

(
n
⊕
i=1
k[[h]]ei

)
I

where I is the closure (in the h-adic topology ) of the two sided ideal generated by
the relations

ei ⊗ ej − ej ⊗ ei =
n∑
k=1

ck(h)ek + h−1f̌⊗i,j(e1, . . . , en, h).

Let us prove this fact. Let Ω : Tk[[h]]

(
n
⊕
i=1
k[[h]]ei

)
→ F∨h that sends ei to

x̌i. One has I ⊂ KerΩ and we need to prove that KerΩ ⊂ I. Let R be in

Tk[[h]]

(
n
⊕
i=1
k[[h]]ei

)
be such that Ω(R) = 0. Then, modulo h, we get Ω(R) = 0.



Duality properties for quantum groups 21

Hence there exist (u0
i,j) and (v0

i,j) in Tk(
n
⊕
i=1

kei) such that

R =
∑
i,j

u0
i,j ⊗ (ei ⊗ ej − ej ⊗ ei − [ei, ej ])⊗ v0

i,j

and R−
∑
i,j

u0
i,j⊗

(
ei ⊗ ej − ej ⊗ ei −

n∑
a=1

ca(h)ea − h−1f̌⊗i,j(e1, . . . , en, h)

)
⊗v0

i,j ∈

hKerΩ. Hence there exist R1 ∈ KerΩ be such that

R−
∑
i,j

u0
i,j⊗

(
ei ⊗ ej − ej ⊗ ei −

n∑
a=1

ca(h)ea − h−1f̌⊗i,j(e1, . . . , en, h)

)
⊗v0

i,j = hR1.

Reproducing the same reasoning, we find
(
u1
i,j

)
and

(
v1
i,j

)
in Tk

(
n
⊕
i=1

kei

)
such that

R1−
∑
i,j

u1
i,j⊗

(
ei ⊗ ej − ej ⊗ ei −

n∑
a=1

ca(h)ea − h−1f̌i,j(e1, . . . , en, h)

)
⊗v1

i,j = hR2

and going on like this, we show that R is in I.

6.2. Deformation of the Koszul complex. Let a be a k-Lie algebra. There is
a well known resolution of the trivial U(a)-module, namely the Koszul resolution
K = (U(a)⊗ ∧•a, ∂) where

∂ (u⊗X1 ∧ · · · ∧Xn) =
n∑
i=1

(−1)i−1uXi ⊗X1 ∧ · · · ∧ X̂i ∧ · · · ∧Xn∑
i<j

(−1)i+ju⊗ [Xi, Xj ] ∧X1 ∧ · · · ∧ X̂i ∧ · · · ∧ X̂j ∧ · · · ∧Xn.

We will now show that the Koszul resolution can be deformed.

Theorem 6.2.1. Let a be a Lie algebra and let (e1, . . . , en) be a basis of a. Denote
by Cai,j the structure constants of a with respect to the basis (e1, . . . , en) so that we

have [ei, ej ] =
n∑
k=1

Cai,jea. Consider Uh(a) a deformation of U(a) given under the

form

Uh(a) '
Tk[[h]]

(
n
⊕
i=1
k[[h]]ei

)
I

where I is the closure (in the h-adic topology) of the two sided ideal generated by
the relations

ei ⊗ ej − ej ⊗ ei − g⊗i,j(e1, . . . , en, h)

where gi,j satisfies the following :

gi,j ∈ k[X1, . . . , Xn][[h]] and ∂X(gi,j) ≥ 1

g⊗i,j(e1, . . . , en) =
n∑
a=1

Cai,jea mod hTk[[h]]

(
n
⊕
i=1
k[[h]]ei

)
.
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k[[h]] is an Uh(a)-module (called the trivial Uh(a)-module) if we let the ei’s act triv-
ially. There exists a resolution of the trivial Uh(a)-module k[[h]], Kh = (Uh(a)⊗k ∧•a, ∂•h),
such that GrKh is the resolution of the trivial U(a)[h]-module k[h].

Remarks :
1) Any quantized universal enveloping algebra, Uh(a), has a presentation as in

the theorem because we might write it Uh(a) = (Uh(a)′)∨.
2) The proof of the theorem gives an algorithm to construct the resolution Kh.
3) By theorem 6.2.1, we even get a filtered resolution of the FUh(g)-module k[[h]].

Proof of the theorem 6.2.1:
We will prove by induction that on q that one can construct ∂h0 , . . . , ∂

h
q mor-

phisms of Uh(a)-modules such that :

•∀r ∈ [1, q], ∂hr−1∂
h
r = 0.

•∂hr (1⊗ ep1 ∧ · · · ∧ epr
) =

r∑
i=1

(−1)i−1epi
⊗ ep1 ∧ · · · ∧ êpi

∧ · · · ∧ epr

+
∑
k<l

∑
a

(−1)k+lCapk,pl
1⊗ ea ∧ ep1 ∧ · · · ∧ êpk

∧ · · · ∧ êpl
∧ · · · ∧ epr

+ αp1,...,pr

with αp1,...,pr
∈ hUh(a)⊗ ∧r−1(a) so that G∂hr is the qth differential of the Koszul

complex of the trivial U(a)[h]-module k[h]. From proposition 3.0.2, this implies
that Ker∂h

r−1 = Im∂h
r .

We take ∂h0 : Uh(a)→ k[[h]] to be the algebra morphism determined by ∂h0 (ei) =
0.

We take ∂h1 : Uh(a) ⊗k a → Uh(a) to be the morphism of Uh(a)-modules deter-
mined by ∂h1 (u⊗ ei) = uei.

One writes

gi,j(e1, . . . , en, h) =
n∑
a=1

P ai,jea +
n∑
a=1

Cai,jea

where the P ai,j ’s are in hUh(a).
We look for a morphism of Uh(a)-modules, ∂h2 : Uh(a) ⊗k ∧2a → Uh(a) ⊗k a

under the form

∂h2 (1⊗ ei ∧ ej) = ei ⊗ ej − ej ⊗ ei −
∑
a

Cai,j1⊗ ea − αi,j

where αi,j is in hUh(a)⊗ a.
One has

∂h1

(
ei ⊗ ej − ej ⊗ ei −

∑
a

Cai,j1⊗ ea

)
=

n∑
a=1

P ai,jea = ∂h1

(
n∑
a=1

P ai,j ⊗ ea

)
.

We might take

∂h2 (1⊗ ei ∧ ej) = ei ⊗ ej − ej ⊗ ei −
n∑
a=1

Cai,j1⊗ ea −
n∑
a=1

P ai,j1⊗ ea.

We have ∂h1 ◦ ∂h2 = 0
Let q ≥ 2. Assume that ∂h0 , ∂

h
1 , . . . ∂

h
q are constructed and let us construct ∂hq+1

as required.
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We look for ∂hq+1(1⊗ ep1 ∧ · · · ∧ epq+1) under the form

∂hq+1(1⊗ ep1 ∧ · · · ∧ epq+1) =
q+1∑
i=1

(−1)i−1epi ⊗ ep1 ∧ · · · ∧ êpi ∧ · · · ∧ epq+1

+
∑
r<s

∑
a

(−1)r+sCapr,ps
1⊗ ea ∧ ep1 ∧ · · · ∧ êpr

∧ · · · ∧ êps
∧ · · · ∧ epq+1 + αp1,...,pq+1

where αp1,...,pq+1 is in hUh(a)⊗ ∧q(a). The term

∂hq

(
q+1∑
i=1

(−1)i−1epi
⊗ ep1 ∧ · · · ∧ êpi

∧ · · · ∧ epq+1

)
+

+∂hq

(∑
r<s

∑
a

Capr,ps
(−1)r+s1⊗ ea ∧ ep1 ∧ · · · ∧ êpr

∧ · · · ∧ êps
∧ · · · ∧ epq+1

)

equals 0 modulo h. Hence it is in hUh(a)⊗ ∧q−1(a).
As ∂hq−1∂

h
q = 0, it is in hKer∂hq−1 = hIm∂hq . The existence of αp1,...,pq+1 follows.

Hence we have constructed ∂hq+1 as required. The complex Kh =
(
Uh(a)⊗ ∧•a, ∂h•

)
is a resolution of the trivial Uh(a)-module k[[h]].2

6.3. Quantum duality and deformation of the Koszul complex. We may
construct resolutions of the trivial Fh[g] and Fh[g]∨-modules that respects the quan-
tum duality.

Theorem 6.3.1. Let g be a Lie bialgebra, Fh[g] a QFSHA such that
Fh[g]
hFh[g]

is

isomorphic to F [g] as a topological Poisson Hopf algebra and Fh[g]∨ = Uh(g∗) the
quantization of U(g∗) constructed from Fh[g] by the quantum duality principle. Let
x̄1, . . . , x̄n be elements of F [g] such that F [g] ' k[[x̄1, . . . , x̄n]]. Choose x1, . . . , xn
elements of Fh[g] such that xi = x̄i mod h and εh(xi) = 0. Then Uh(g∗) '
k[x̌1, . . . , x̌n][[h]] with x̌i = h−1xi. Let (ε1, . . . , εn) be a basis of g∗ and let Cai,j the
structural constants of g∗ with respect to this basis. We can construct a resolution
of the trivial Fh[g]-module Kh

• =
(
Fh[g]⊗ ∧g∗, ∂hq

)
of the form

∂hq
(
1⊗ εp1 ∧ · · · ∧ εpq

)
=

q∑
i=1

(−1)i−1xi ⊗ εp1 ∧ · · · ∧ ε̂pi ∧ · · · ∧ εpq

+
∑
r<s

∑
a

(−1)r+shCapr,ps
1⊗ εa ∧ εp1 ∧ · · · ∧ ε̂pr

∧ · · · ∧ ε̂ps
∧ · · · ∧ εpq

+
∑

t1,...,tq−1

hα
t1,...,tq−1
p1,...,pq ⊗ εt1 ∧ · · · ∧ εtq−1

such that αt1,...,tq−1
p1,...,pq ∈ I = ε−1

h (hk[[h]]). Set

α̌t1,...,tq−1
p1,...,pq

(x̌1, . . . , x̌n) = αt1,...,tq−1
p1,...,pq

(x1, . . . , xn).
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α̌
t1,...,tq−1
p1,...,pq is in hk[x̌1, . . . , x̌n][[h]]. Define the morphism of Uh(g∗)-modules ∂̌hq :
Uh(g∗)⊗ ∧q(g∗)→ Uh(g∗)⊗ ∧q−1(g∗) by

∂̌hq
(
1⊗ εp1 ∧ · · · ∧ εpq

)
=

n∑
i=1

(−1)i−1x̌i ⊗ εp1 ∧ · · · ∧ ε̂pi
∧ · · · ∧ εpq

+
∑
r<s

∑
a

(−1)r+sCapr,ps
1⊗ εa ∧ εp1 ∧ · · · ∧ ε̂pr ∧ · · · ∧ ε̂ps ∧ · · · ∧ εpq

+
∑

t1,...,tq−1

α̌
t1,...,tq−1
p1,...,pq ⊗ εt1 ∧ · · · ∧ εtq−1 .

Then Ǩ•h =
(
Uh(g∗)⊗ ∧•g∗, ∂̌hq

)
is a resolution of the trivial Uh(g∗)-module.

Proof of the theorem :

One sets xixj − xjxi =
n∑
a=1

hCai,jxa + huai,jxa. We know that uai,j is in I. We

take
∂h0 = εh
∂h1 (1⊗ εi) = xi

We set

∂h2 (1⊗ ei ∧ ej) = xi ⊗ εj − xj ⊗ εi −
∑
a

hCai,j ⊗ εa − h
∑
a

uai,j ⊗ εa.

We have ∂h1 ◦ ∂h2 = 0 and we may choose αai,j = uai,j .
Assume that ∂h0 , ∂

h
1 , . . . , ∂

h
q have been constructed such that

• ∀r ∈ [1, q] ∂hr−1∂
h
r = 0

• ∀r ∈ [1, q] Im∂hr = Ker∂hr−1 and satisfying the required relation.
• αq1,...,qr−1

p1,p2,...,pr ∈ I.
and let us show that we can construct ∂hq+1 satisfying these three conditions.

The computation below is in [Kn] p 173.

∂hq

(
q+1∑
i=1

(−1)i−1xpi
⊗ ep1 ∧ · · · ∧ ε̂pi

∧ · · · ∧ εpq+1

)
+

+∂hq

(∑
r<s

∑
a

hCapr,ps
(−1)r+s1⊗ εa ∧ εp1 ∧ · · · ∧ ε̂pr ∧ · · · ∧ ε̂ps ∧ · · · ∧ εpq+1

)
=
∑
j<i

(−1)i+j(xpixpj − xpjxpi)⊗ ε1 ∧ · · · ∧ ε̂pj ∧ · · · ∧ ε̂pi ∧ · · · ∧ εpq+1∑
i

∑
r<s,r,s 6=i

∑
a

(−1)r+s+δ+i+1hCapr,ps
xpi
⊗ εa ∧ εp1 ∧ (omit pr, ps, pi) ∧ εpq+1∑

pr<ps

∑
a

(−1)r+shCapr,ps
xa ⊗ εp1 ∧ ( omit pr,ps) ∧ εpn+1

+
∑
r<s

∑
a

∑
pi 6=pr,ps

(−1)r+s+i+δhCapr,ps
xpi ⊗ εa ∧ εp1 ∧ (omit pr, ps, pi) ∧ εpq+1∑

r<s

(−1)r+s
∑

k<l;k,l 6=r,s

(−1)k+l+σ
∑
a,b

h2Capr,ps
Cbpk,pl

1⊗ εa ∧ εb ∧ ε1 ∧ (omit pk, pl, pr, ps) ∧ εpq+1

+
∑
r<s

(−1)r+s
∑
j 6=r,s

∑
a,b

(−1)j+τh2Capr,ps
Cba,pj

⊗ εb ∧ εp1 ∧ (omit pj , pr, ps) ∧ εpq+1

+
∑
i

(−1)i−1xpihαp1,..., bpi,...,pq+1 +
∑
r<s

∑
a

(−1)r+shCapr,ps
hαa,p1,...,cpr,...,cps,...,pq+1
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where

δ = 1 if r < i < s and δ = 0 otherwise
σ = 1 if exactly one of k and l is between r and s
τ = 1 if r < j < s and τ = 0 otherwise

The fifth term and the sixth term cancel. The second term and fourth term cancel
with each other so that we have

∂hq

(
q+1∑
i=1

εpi
⊗ εp1 ∧ · · · ∧ ε̂pi

∧ · · · ∧ εpq+1

)
+

+∂hq

(∑
k<l

∑
a

hCapk,pl
1⊗ εa ∧ εp1 ∧ · · · ∧ ε̂pk

∧ · · · ∧ ε̂pl
∧ · · · ∧ εpq+1

)

=
∑
j<i

(−1)i+j
(
xpixpj − xpjxpi −

∑
a

hCapi,pj
xa

)
⊗ ε1 ∧ · · · ∧ ε̂pj ∧ · · · ∧ ε̂pi ∧ · · · ∧ εpq+1

+
∑
i

(−1)i−1hxpi
αp1,..., bpi,...,pq+1 +

∑
r<s

(−1)r+sh2Capr,ps
αa,p1,...,cpr,...,bpl,...,pq+1 .

As ∂hq−1∂
h
q = 0, the term

∂hq

(
q+1∑
i=1

(−1)i−1epi
⊗ ep1 ∧ · · · ∧ êpi

∧ · · · ∧ epq+1

)
+

+∂hq

(∑
k<l

∑
a

(−1)k+lCapk,pl
1⊗ ea ∧ ep1 ∧ · · · ∧ êpk

∧ · · · ∧ êpl
∧ · · · ∧ epq+1

)

is in hKer∂hq−1 = hIm∂hq . We can choose αt1,...,tqp1,...,pq+1 in Fh[g] so that the expression

above equals −∂hq
(
hα

t1,...,tq
p1,...,pq+1

)
.

Let us now prove that α
t1,...,tq
p1,...,pq+1 is in I. It is easy to see that

−∂hq
(
hα

t1,...,tq
p1,...,pq+1 ⊗ εt1 ∧ · · · ∧ εtq

)
is element of I3 ⊗ ∧qg∗. Note that ∂hq sends

Ir ⊗ ∧qg∗ to Ir+1 ⊗ ∧qg∗. Let us write

αt1,...,tqp1,...,pq+1
=

∑
i1,...,in

(αt1,...,tqp1,...,pq+1
)i1,...,inx

i1
1 . . . xinn

with (αt1,...,tqp1,...,pq+1)i1,...,in in k[[h]]. From the remarks we have just made, we see that

∂hq

h ∑
t1,...,tq

(αt1,...,tqp1,...,pq+1)0,...,0εt1 ∧ · · · ∧ εtq

 is in I3⊗∧qg∗. Hence (αt1,...,tqp1,...,pq+1)0,...,0

is in hk[[h]].
As ImG∂hq+1 = KerG∂hq , one has Im∂hq+1 = Ker∂hq .
Set

α̌t1,...,tq−1
p1,...,pq

(x̌1, . . . , x̌n) = αt1,...,tq−1
p1,...,pq

(x1, . . . , xn).
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∂̌0 = ε

∂̌1(1⊗ εi) = x̌i

∂̌2(1⊗ εi ∧ εj) = x̌i ⊗ εj − x̌j ⊗ εj −
∑
a

Cai,j ⊗ εa −
∑
a

ǔai,j ⊗ εa

∂̌hq+1

(
1⊗ εp1 ∧ · · · ∧ εpq+1

)
=

q+1∑
i=1

(−1)i−1x̌i ⊗ εp1 ∧ · · · ∧ ε̂pi
∧ · · · ∧ εpq+1

+
∑
r<s

∑
a

(−1)r+sCapr,ps
1⊗ εa ∧ εp1 ∧ · · · ∧ ε̂pr

∧ · · · ∧ ε̂ps
∧ · · · ∧ εpq+1

+
∑

t1,...,tq−1

α̌
t1,...,tq
p1,...,pq+1 ⊗ εt1 ∧ · · · ∧ εtq .

If P is in Fh, one has

∂q(P ⊗ εp1 ∧ · · · ∧ εpq
) = h∂̌(P̌ ⊗ εp1 ∧ · · · ∧ εpq

).

The relation ∂̌q∂̌q+1 = 0 is obtained by multiplying the relation ∂hq ∂
h
q+1 = 0 by h−2.

As G∂̌hq is the differential of the Koszul complex of the trivial U(g∗)[h]-module, the
complex Ǩ•h =

(
Uh(g∗)⊗ ∧•g∗, ∂̌hn

)
is a resolution of the trivial Uh(g∗)-module. 2

6.4. A link between θFh
and θF∨h .

Theorem 6.4.1. One has θFh
= hθF∨h

Proof of the theorem :
We keep the notation of the previous proposition and we will use the proof of

the theorem 5.0.7.
The complex

(
∧•g∗ ⊗ Fh,t ∂hn

)
computes the k[[h]]-modules ExtiFh

(k[[h]],Fh).
The cohomology class cl (1⊗ ε∗1 ∧ · · · ∧ ε∗n) is a basis of ExtnF [g][h] (k[h], F [g][h]) '
GExtnFh

(k[[h]],Fh). Hence there exists σ = 1 + hσ1 + · · · ∈ Kert∂h
n such that

[cl (σ ⊗ ε∗1 ∧ · · · ∧ ε∗n)] is a basis ofGExtnFh
(k[[h]],Fh). As the filtration on ExtnFh

(k[[h]],Fh)
is Hausdorff, the cohomology class cl (σ ⊗ ε∗1 ∧ · · · ∧ ε∗n) is a basis of ExtnFh

(k[[h]],Fh).
Define σ̌ by

σ̌(x̌1, . . . , x̌n) = σ(x1, . . . , xn).

One has t∂n = ht∂̌n and it is easy to check that σ̌ ⊗ ε∗1 ∧ · · · ∧ ε∗n is in Kert∂̌h
n−1. If

we had

σ̌ ⊗ ε∗1 ∧ · · · ∧ ε∗n =t ∂̌hn−1

(
n∑
i=1

σ̌i ⊗ ε∗1 ∧ · · · ∧ ε̂∗i ∧ · · · ∧ ε
∗
n

)
,

then, reducing modulo h, we would get

σ̌ ⊗ ε∗1 ∧ · · · ∧ ε∗n = t∂̌hn−1

(
n∑
i=1

σ̌i ⊗ ε∗1 ∧ · · · ∧ ε̂∗i ∧ · · · ∧ ε
∗
n

)
.

This would implies that cl (1⊗ ε∗1 ∧ · · · ∧ ε∗n) is 0 in ExtnU(g∗) (k,U(g∗)), which is
impossible because cl (1⊗ ε∗1 ∧ · · · ∧ ε∗n) is a basis of ExtnU(g∗) (k,U(g∗)). Thus

cl (σ̌ ⊗ ε∗1 ∧ · · · ∧ ε∗n) is a non zero element of Extdimg∗

Uh(g∗) (k[[h]], Uh(g∗)). For all i
in [1, n], one has the relation

σxi ⊗ ε∗1 ∧ · · · ∧ ε∗n = θFh
(xi)σ ⊗ ε∗1 ∧ · · · ∧ ε∗n +t ∂hn(µ)
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Let us write
µ =

∑
i

µi ⊗ ε∗1 ∧ · · · ∧ ε̂∗i ∧ · · · ∧ ε
∗
n

with µi ∈ Fh[g]. We set µ̌i(x̌1, . . . , x̌n) = µi(x1, . . . , xn) and

µ̌ =
∑
i

µ̌i ⊗ ε∗1 ∧ · · · ∧ ε̂∗i ∧ · · · ∧ ε
∗
n.

Then we have

hσ̌x̌i ⊗ ε∗1 ∧ · · · ∧ ε∗n = θFh
(xi)σ̌ ⊗ ε∗1 ∧ · · · ∧ ε∗n + ht∂̌hn(µ̌).

This finishes the proof of the theorem 6.4.1. 2

7. Study of on example

We will now study explicitely an example suggested by B. Enriquez. Chloup
([Chl]) introduced the triangular Lie bialgebra (g = kX1 ⊕ kX2 ⊕ kX3 ⊕ kX4 ⊕ kX5 ,
r = 4(X2 ∧X3)) where the non zero brackets are given by

[X1, X2] = X3, [X1, X3] = X4, [X1, X4] = X5

and the cobracket δg is the following :

∀X ∈ g, δ(X) = X · 4(X2 ∧X3).

The dual Lie bialgebra of g will be denoted (a = ke1 ⊕ ke2 ⊕ ke3 ⊕ ke4 ⊕ ke5, δ).
The only non zero Lie bracket of a is [e2, e4] = 2e1 and its cobracket δ is non zero
on the basis vectors e3, e4, e5 :

δ(e3) = e1 ⊗ e2 − e2 ⊗ e1 = 2e1 ∧ e2, δ(e4) = 2e1 ∧ e3, δ(e5) = 2e1 ∧ e4.

The invertible element of U(g)[[h]]⊗̂U(g)[[h]], R = exp (h(X2 ⊗X3 −X3 ⊗X2)),
satisfies the equations

R12(∆⊗ 1)(R) = R23(1⊗∆)(R)
(ε⊗ id)(R) = 1 = (id⊗ ε)(R).

Thus, we may twist the trivial deformation of (U(g)[[h]], µ0,∆0, ι0, ε0, S0) by R
([C-P] p. 130). The topological Hopf algebra obtained has the same multiplication,
antipode , unit and counit but its coproduct is ∆R = R−1∆0R. It is a quantization
of (g, r). We will denote it by Uh(g). The Hopf algebra Uh(g)∗ is a QFSHA and
(Uh(g)∗)∨ is a quantization of (a, δa). We will compute it explicitely.

Proposition 7.0.2. a) (U(g)∗)∨ is isomorphic as a topological Hopf algebra to the
topological k[[h]]-algebra Tk[[h]] (k[[h]]e1 ⊕ k[[h]]e2 ⊕ k[[h]]e3 ⊕ k[[h]]e4 ⊕ k[[h]]e5) /I
where I is the closure of the two-sided ideal generated by

e2 ⊗ e4 − e4 ⊗ e2 − 2e1

e3 ⊗ e5 − e5 ⊗ e3 −
2
3
h2e1 ⊗ e1 ⊗ e1

e4 ⊗ e5 − e5 ⊗ e4 −
1
6
h3e1 ⊗ e1 ⊗ e1 ⊗ e1

e2 ⊗ e5 − e5 ⊗ e2 + he1 ⊗ e1
e3 ⊗ e4 − e4 ⊗ e3 + he1 ⊗ e1
ei ⊗ ej − ej ⊗ ei if {i, j} 6= {2, 4}, {3, 5}, {4, 5}, {2, 5}, {3, 4}
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with the coproduct ∆h, counit εh and antipode S defined as follows :

∆h(e1) = e1 ⊗ 1 + 1⊗ e1
∆h(e2) = e2 ⊗ 1 + 1⊗ e2
∆h(e3) = e3 ⊗ 1 + 1⊗ e3 − he2 ⊗ e1
∆h(e4) = e4 ⊗ 1 + 1⊗ e4 − he3 ⊗ e1 +

h2

2
e2 ⊗ e21

∆h(e5) = e5 ⊗ 1 + 1⊗ e5 − he4 ⊗ e1 +
h2

2
e3 ⊗ e21 −

h3

6
e2 ⊗ e31.

∀i ∈ [1, 5], εh(ei) = 0
∀i ∈ [1, 5], S(ei) = −ei

b) (U(g)∗)∨ is not isomorphic to the trivial deformation of U(a), U(a)[[h]], as
algebra.

Proof of the proposition
Let ξi be the element of U(g)∗ defined by

< ξi, X
a1
1 Xa2

2 Xa3
3 Xa4

4 Xa5
5 >= δa1,0 . . . δai,1 . . . δa5,0.

The algebras U(g)∗ and k[[ξ1, . . . , ξn]] are isomorphic. The topological Hopf
algebra

(
Uh(g)∗,t ∆R

0 = ·h,t µ0 = ∆h,
t ε0,

t ι0 = εh,
t S0

)
is a QFSHA. Remark that

Uh(g)∗ and k[[ξ1, . . . , ξn, h]] are isomorphic as k[[h]]-modules. The elements ξ1, . . . , ξn
generate topologically the k[[h]]- algebra Uh(g)∗ and satisfy εh(ξi) = 0.

< ξ2 ⊗ ξ4 − ξ4 ⊗ ξ2,∆R(Xa1
1 . . . Xa5

5 ) >6= 0⇐⇒ (a1, a2, a3, a4, a5) = (1, 0, 0, 0, 0).

and < ξ2 ⊗ ξ4 − ξ4 ⊗ ξ2,∆R(X1) >= 2h. Hence ξ2 ·h ξ4 − ξ4 ·h ξ2 = 2hξ1.

< ξ3 ⊗ ξ5 − ξ5 ⊗ ξ3,∆R(Xa1
1 . . . Xa5

5 ) > 6= 0⇐⇒ (a1, a2, a3, a4, a5) = (3, 0, 0, 0, 0)

and < ξ3 ⊗ ξ5 − ξ5 ⊗ ξ3, X3
1 >= 4h. Hence ξ3 ·h ξ5 − ξ5 ·h ξ3 =

2h2

3
ξ1 ·h ξ1 ·h ξ1.

< ξ4 ⊗ ξ5 − ξ5 ⊗ ξ4,∆R(Xa1
1 . . . Xa5

5 ) >6= 0⇐⇒ (a1, a2, a3, a4, a5) = (4, 0, 0, 0, 0).

and < ξ4⊗ξ5−ξ5⊗ξ4,∆(X4
1 ) >= −4h. Hence ξ4 ·hξ5−ξ5 ·hξ4 =

−h3

6
ξ1 ·hξ1 ·hξ1 ·hξ1.

< ξ2 ⊗ ξ5 − ξ5 ⊗ ξ2,∆R(Xa1
1 . . . Xa5

5 ) >6= 0⇐⇒ (a1, a2, a3, a4, a5) = (2, 0, 0, 0, 0).

and < ξ2 ⊗ ξ5 − ξ5 ⊗ ξ2,∆(X2
1 ) >= −2h. Hence ξ2 ·h ξ5 − ξ5 ·h ξ2 = −hξ1 ·h ξ1.

< ξ3 ⊗ ξ4 − ξ4 ⊗ ξ3,∆R(Xa1
1 . . . Xa5

5 ) >6= 0⇐⇒ (a1, a2, a3, a4, a5) = (2, 0, 0, 0, 0).

and < ξ3 ⊗ ξ4 − ξ4 ⊗ ξ3,∆R(X2
1 ) >= −2h. Hence ξ3 ·h ξ4 − ξ4 ·h ξ3 = −hξ1 ·h ξ1. In

the cases different from those mentionned above, ξi ·h ξj = ξj ·h ξi.
Let us now compute the coproduct ∆h of Uh(g)∗.

< ∆h(ξ3), Xa1
1 Xa2

2 Xa3
3 Xa4

4 Xa5
5 ⊗X

b1
1 X

b2
2 X

b3
3 X

b4
4 X

b5
5 > 6= 0⇐⇒

(a1, a2, a3, a4, a5, b1, b2, b3, b4, b5) = (0, 0, 1, 0, 0, 0, 0, 0, 0, 0) or (0, 0, 0, 0, 0, 0, 0, 1, 0, 0)
or (0, 1, 0, 0, 0, 1, 0, 0, 0, 0)

and < ∆h(ξ3), X2X1 >= −1. Hence

∆h(ξ3) = ξ3 ⊗ 1 + 1⊗ ξ3 − ξ2 ⊗ ξ1.

< ∆h(ξ4), Xa1
1 Xa2

2 Xa3
3 Xa4

4 Xa5
5 ⊗X

b1
1 X

b2
2 X

b3
3 X

b4
4 X

b5
5 >6= 0⇐⇒

(a1, a2, a3, a4, a5, b1, b2, b3, b4, b5) = (0, 0, 0, 1, 0, 0, 0, 0, 0, 0) or (0, 0, 0, 0, 0, 0, 0, 0, 1, 0)
or (0, 0, 1, 0, 0, 1, 0, 0, 0, 0) or (0, 1, 0, 0, 0, 2, 0, 0, 0, 0).
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Moreover

< ∆h(ξ4), X3 ⊗X1 >= −1 and < ∆h(ξ4), X2 ⊗X2
1 >= 1.

Hence

∆h(ξ4) = ξ4 ⊗ 1 + 1⊗ ξ4 − ξ3 ⊗ ξ1 +
1
2
ξ2 ⊗ ξ1 ·h ξ1.

< ∆h(ξ5), Xa1
1 Xa2

2 Xa3
3 Xa4

4 Xa5
5 ⊗X

b1
1 X

b2
2 X

b3
3 X

b4
4 X

b5
5 > 6= 0⇐⇒

(a1, a2, a3, a4, a5, b1, b2, b3, b4, b5) = (0, 0, 0, 0, 1, 0, 0, 0, 0, 0) or (0, 0, 0, 0, 0, 0, 0, 0, 0, 1)
or (0, 0, 0, 1, 0, 1, 0, 0, 0, 0) or (0, 0, 1, 0, 0, 2, 0, 0, 0, 0) or (0, 1, 0, 0, 0, 3, 0, 0, 0, 0).

Moreover

< ∆h(ξ5), X4⊗X1 >= −1, < ∆h(ξ4), X3⊗X2
1 >= 1, < ∆h(ξ4), X2⊗X3

1 >= −1.

Hence

∆h(ξ5) = ξ5 ⊗ 1 + 1⊗ ξ5 − ξ4 ⊗ ξ1 +
1
2
ξ3 ⊗ ξ1 ·h ξ1 −

1
6
ξ2 ⊗ ξ1 ·h ξ1 ·h ξ1.

We set ξ̌i = h−1ξi and ei = ξ̌i mod h (U(g)∗)∨. Let χ : (U(g)∗)∨ → U(a)[[h]] be
the isomorphism of topologicall k[[h]]-modules defined by

χ

(∑
r∈IN

Pr(ξ̌1, . . . , ξ̌n)hr
)

=
∑
r∈IN

Pr(e1, . . . , en)hr.

From what we have reviewed in the first paragraph of this section, the first part of
this theorem is proved.

If u and v are in U(a), one sets

u ·h v = uv +
∞∑
r=1

hrµr(u, v).

one has

µ1(e3, e4) = 0, µ1(e4, e3) = e21, µ1(e2, e5) = 0, µ1(e5, e2) = e21.

Let us show now that µ1 is a coboundary in the Hochschild cohomology. The
Hochschild cohomologyHH∗(U(a), U(a)) is computed by the complex (Hom (U(a)⊗, U(a)) , b)
where : if f ∈ Hom

(
U(a)⊗n+1, U(a)

)
, then

b(f)(a0, . . . , an) = a0f(a1, . . . , an)+
n∑
i=1

(−1)if(a0, . . . , ai−1ai, . . . an)+f(a0, . . . , an−1)an(−1)n.

The Lie algebra cohomology of a with coefficients in U(a)ad (with the adjoint ac-
tion), H∗

(
a, U(a)ad

)
, is computed by the Chevalley-Eilenberg complex (Hom (

∧
a, U(a)) , d)

where : if f ∈ Hom
(∧n+1

a, U(a)
)

d(f)(z1, . . . , zn+1) =
n+1∑
i=1

(−1)i−1zi · f(z1, . . . , zi−1, zi+1, . . . , zn+1)

+
∑
i<j

(−1)i+jf([zi, zj ], . . . , zi−1, zi+1, zj−1, zj+1, zn+1).
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The map ([L] lemma 3.3.3) Ψ∗ : (Hom (U(a)⊗, U(a)) , b)→
(
Hom

(∧
a, U(a)ad

)
, d
)

defined by antisymmetrization

Ψ∗(f)(z1, . . . , zn) = f

(∑
σ∈Sn

ε(σ)zσ(1) ⊗ · · · ⊗ zσ(n)

)
is a morphism of complexes. One checks easily that

Ψ∗(µ1) = d

(
−1

2
e1e2 ⊗ e∗3 −

1
2
e1e4 ⊗ e∗5

)
.

There exists α ∈ Hom (U(a), U(a)) such that µ1 = b(α). The map α is determined
by

α|a = −1
2
e1e2 ⊗ e∗3 −

1
2
e1e4 ⊗ e∗5

∀(u, v) ∈ U(a), µ1(u, v) = uα(v)− α(uv) + uα(v)

We set βh = id − hα. Then one has β−1
h =

∞∑
i=0

hiαi. If u and v are elements of

U(a), we put
u ·
′

h v = β−1
h (βh(u) ·h βh(v)) .

Let’s compute ei ·′h ej − ej ·′h ei. If i and j are different from 3 and 5, then ei ·′h ej =
ei ·h ej

e1 ·′h e3 − e3 ·′h e1 = f−1
h

[
e1 ·h

(
e3 +

he1e2
2

)
−
(
e3 +

he1e2
2

)
·h e1

]
= f−1

h

[
e1 ·h

he1e2
2

+
he1e2

2
·h e1

]
= 0

Similarly, the following relations hold

e1 ·′h e5 = e5 ·′h e1, e2 ·′h e3 = e3 ·′h e2, e2 ·′h e5 = e5 ·′h e2, e3 ·′h e4 = e4 ·′h e3,
Let us now compute e3 ·′h e5 − e5 ·′h e3. Easy computations lead to the following

equalities : one has
e1e2 ·h e5 − e5 ·h e1e2 = e31
e3 ·h e1e4 − e1e4 ·h e3 = −e31
e1e2 ·h e1e4 − e1e4 ·h e1e2 = 2e31

One deduces easily from this that

e3 ·
′

h e5 − e5 ·
′

h e3 =
1
6
h2e31.

Similarly, one has

e4 ·′h e5 − e5 ·′h e4 =
−h2

6
e31.

The topological algebras [U(a)[[h]], ·h] and [U(a)[[h]], ·′h] are isomorphic, hence their
centers are isomorphic. Let us compute the center of [U(a)[[h]], ·′h]. Let z be an ele-
ment of the center Z [U(a)[[h]], ·′h]. One writes z under the form

∑
n≥0

Pr(e1, e2, e3, e4, e5)hr

(where the multiplications in Pr(e1, e2, e3, e4, e5) are ·′h). One has

e2 ·′h z − z ·′h e2 =
∑
r∈IN

2hr
∂Pr
∂X4

(e1, e2, e3, e4, e5).
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Hence the polynomials Pr don’t depend onX4 and z can be written z =
∑
n≥0

Pr(e1, e2, e3, e5)hr.

e3 ·′h z − z ·′h e3 =
∑
r∈IN

1
6
hr+2

(
X3

1

∂Pr
∂X5

)
(e1, e2, e3, e5).

Hence the polynomials Pr don’t depend onX5 and z can be written z =
∑
n≥0

Pr(e1, e2, e3)hr.

e4 ·′h z − z ·′h e4 =
∑
r∈IN

− 2hr
∂Pr
∂X2

(e1, e2, e3).

Hence the polynomials Pr don’t depend onX2 and z can be written z =
∑
n≥0

Pr(e1, e3)hr.

e5 ·′h z − z ·′h e5 =
∑
r∈IN

−1
6
hr+2

(
X3

1

∂Pr
∂X3

)
(e1, e3).

Hence the polynomials Pr don’t depend onX3 and z can be written z =
∑
n≥0

Pr(e1)hr.

Hence

Z [U(a)[[h]], ·′h] = {
∑
n≥0

Pr(e1)hr | Pr ∈ k[X1]}.

But, the center of the trivial deformation of U(a) is

Z [U(a)[[h]], µ0] = {
∑
n≥0

Pr(e1, e3, e5)hr | Pr ∈ k[X1, X3, X5]}.

The algebras [U(a)[[h]], ·′h] and [U(a)[[h]], µ0] are not isomorphic as their center are
not isomorphic. 2

Proposition 7.0.3. We consider the quantized enveloping algebra of the proposi-
tion 7.0.2 We write the relations defining the ideal I as follows

ei ⊗ ej − ej ⊗ ei −
∑
a

Cai,jea − Pi,j .

As all the Pi,j’s are monomials in e1’s, the notation
Pi,j
e1

makes sense. The complex

0→ Uh(a)⊗ ∧5a
∂h
5→ Uh(a)⊗ ∧4a

∂h
4→ · · · ∂

h
2→ Uh(a)⊗ a

∂h
1→ Uh(a)

∂h
0→ k[[h]]→ 0

where the morphisms of Uh(a), ∂ih, are described below is a resolution of the trivial
Uh(a)-module k[[h]].We set

∂n(1⊗ ep1 ∧ · · · ∧ epn) =
n∑
i=1

(−1)i−1epi ⊗ ep1 ∧ · · · ∧ êpi ∧ · · · ∧ epn

+
∑
k<l

(−1)k+l
∑
a

Capk,pl
1⊗ ea ∧ ep1 ∧ · · · ∧ êpk

∧ · · · ∧ êpl
∧ · · · ∧ epn

.
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Then
∂h0 = εh
∂h1 (1⊗ ei) = ei

∂h2 (1⊗ ei ∧ ej) = ∂2(1⊗ ei ∧ ej)−
Pi,j
e1
⊗ ei

∂h3 (1⊗ ei ∧ ej ∧ ek) = ∂3(1⊗ ei ∧ ej ∧ ek)− Pi,j
e1
⊗ e1 ∧ ek +

Pi,k
e1
⊗ e1 ∧ ej −

Pj,k
e1
⊗ e1 ∧ ei

∂h4 (1⊗ e1 ∧ ei ∧ ej ∧ ek) = ∂4(1⊗ e1 ∧ ei ∧ ej ∧ ek)

∂h4 (1⊗ e2 ∧ e3 ∧ e4 ∧ e5) = ∂4(1⊗ e2 ∧ e3 ∧ e4 ∧ e5) +
P3,5

e1
⊗ e1 ∧ e2 ∧ e4

−P3,4

e1
⊗ e1 ∧ e2 ∧ e5 −

P4,5

e1
⊗ e1 ∧ e2 ∧ e3 −

P2,5

e1
⊗ e1 ∧ e3 ∧ e4

∂h5 (1⊗ e1 ∧ e2 ∧ e3 ∧ e4 ∧ e5) = ∂5(1⊗ e1 ∧ e2 ∧ e3 ∧ e4 ∧ e5).

The character defined by the right multiplication of Uh(a) on Ext5Uh(a) (k[[h]], Uh(a))
is zero.

Proof of the proposition : The resolution of k[[h]] constructed in the proposition
is obtained by applying the proof of theorem 6.2.1. Moreover, one has

t∂5(1⊗ e∗1 ∧ e∗2 ∧ e∗3 ∧ e∗4) = e5 ⊗ e∗1 ∧ e∗2 ∧ e∗3 ∧ e∗4 ∧ e∗5
t∂5(1⊗ e∗1 ∧ e∗3 ∧ e∗4 ∧ e∗5) = −e2 ⊗ e∗1 ∧ e∗2 ∧ e∗3 ∧ e∗4 ∧ e∗5
t∂5(1⊗ e∗1 ∧ e∗2 ∧ e∗4 ∧ e∗5) = e3 ⊗ e∗1 ∧ e∗2 ∧ e∗3 ∧ e∗4 ∧ e∗5
t∂5(1⊗ e∗1 ∧ e∗2 ∧ e∗3 ∧ e∗5) = −e4 ⊗ e∗2 ∧ e∗3 ∧ e∗3 ∧ e∗4 ∧ e∗5
t∂5(1⊗ e∗2 ∧ e∗3 ∧ e∗4 ∧ e∗5) = e1 ⊗ e∗1 ∧ e∗2 ∧ e∗3 ∧ e∗4 ∧ e∗5.

These equalities show that the character defined by the right multiplication of Uh(a)
on Ext5Uh(a) (k[[h]], Uh(a)) is zero.

8. Applications

8.1. Poincaré duality. Let M be an Aoph -module and N an Ah-module. The
right exact functor M ⊗

Ah

− has a left derived functor. We set ToriAh
(M,N) =

Li
(
M ⊗

Ah

−
)

(N).

Theorem 8.1.1. Let Ah be a deformation algebra of A0 satisfying the hypothesis
of theorem 5.0.7. Assume moreover that the Ah-module K is of finite projective
dimension. Let M be an Ah-module. One has an isomorphism of K-modules

ExtiAh
(K,M) ' TorAh

dAh
−i (ΩAh

,M) .

Remark : Theorem 8.1.1 generalizes classical Poincaré duality ([Kn]).

Proof of the theorem
As the Ah-module K admits a finite length resolution by finitely generated pro-

jective Ah-modules, P • → K, the canonical arrow

RHomAh
(K,Ah)

L
⊗
Ah

M → RHomAh
(K,M)

is an isomorphism in D(ModAh). Indeed the canonical arrow

HomAh
(P •, Ah) ⊗

Ah

M → HomAh
(P •,M)
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is an isomorphism.

8.2. Duality property for induced representations of quantum groups.

From now on, we assume that Ah is a topological Hopf algebra.

In this section, we keep the notation of theorem 5.0.8. Let V be a left Ah-
module, then, by transposition, V ∗ = HomK(V,K) is naturally endowed with a
right Ah-module structure. Using the antipode, we can also see V ∗ as a left module
structure. Thus, one has :

∀u ∈ Ah ∀f ∈ V ∗, u · f = f · S(u).

We endow ΩAh
⊗ V ∗ with the following right Ah-module structure :

∀u ∈ Ah ∀f ∈ V ∗, ∀ω ∈ ΩAh
,

(ω ⊗ f) · u = lim
n→+∞

∑
j

θAh
(u′j,n)ω ⊗ f · S2

h(u′′j,n)

where ∆(u) = lim
n→+∞

∑
j

u′j,n ⊗ u′′j,n.

Let Ah be a topological Hopf deformation of A0 and Bh be a topological Hopf
deformation of B0. We assume moreover that there exists a morphism of Hopf
algebras from Bh to Ah and that Ah is a flat Boph -module (by proposition 4.1.6 this
is verified if the induced B0-module structure on A0 is flat). If V is an Ah-module,
we can define the induced representation from V as follows :

IndAh

Bh
(V ) = Ah⊗

Bh

V

on which Ah acts by left multiplication.

Proposition 8.2.1. Let Ah be a topological Hopf deformation of A0 and Bh
be a topological deformation of B0. We assume that there exists a morphism of
Hopf algebras from Bh to Ah such that Ah is a flat Boph -module. We also assume
that Bh satisfies the hypothesis of theorem 5.0.7. Let V be an Bh-module which
is a free finite dimensional K-module. Then DBh

(
IndBh

Ah
(V )
)

is isomorphic to

(ΩBh
⊗ V ∗)⊗

Bh

Ah[−dBh
] in D (ModBoph ).

Corollary 8.2.2. Let Ah be a topological Hopf deformation of A0 and Bh be a
topological deformation of B0. We assume that there exists a morphism of Hopf
algebras from Bh to Ah such that Ah is a flat Boph -module. We also assume that
Bh satisfies the condition of the theorem 5.0.7. Let V be a Bh-module which is a
free finite dimensional K-module. Then

a) ExtiAh

(
Ah⊗

Bh

V,Ah

)
is reduced to 0 if i is different from dBh

.

b) The right Ah-module Ext
dBh

Ah

(
Ah⊗

Bh

V,Ah

)
is isomorphic to (ΩBh

⊗ V ∗) ⊗
Bh

Ah.

Remarks :
Proposition 8.2.1 is already known in the case where g is a Lie algebra, h is a

Lie subalgebras of g, A and B are the corresponding enveloping algebras.
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In this case one has dBh
= dimh and dCh

= dimk. More precisely : It was
proved by Brown and Levasseur ([B-L] p. 410) and [Ke] in the case where g is
a finite dimensional semi-simple Lie algebra and Ind

U(g)
U(h)(V ) is a Verma-module.

Proposition 8.2.3 is proved in full generality for Lie superalgebras in [C1].

Here are some examples of situations where we can apply the proposition 8.2.1:

Example 1 :
Let k be a field of characteristic 0. We set K = k[[h]]. Etingof and Kazhdan have

constructed a functor Q from the category LB(k) of Lie bialgebras over k to the
category HA(K) of topological Hopf algebras over K. If (g, δ) is a Lie bialgebra,
its image by Q will be denoted Uh(g).

Let g be a Lie bialgebra Let h be a Lie sub-bialgebra of g. The functoriality
of the quantization implies the existence of an embedding of Hopf algebras from
Uh(h) to Uh(g) which satisfies all our hypothesis.

Example 2 : If g is a Lie bialgebra, we will denote by F(g) the formal group
attached to it and Fh(g) its Etingof Kazhdan quantization. Let g and h be two
Lie algebras and assume that there exists a surjective morphism of Lie bialgebras
from g to h. Then Fh(g) is a flat Fh(h)-module and Ah = Fh(g) and Bh = Fh(h)
satisfies the hypothesis of the theorem.

Example 3 :
If G is an affine algebraic Poisson group, we will denote by F(G) the algebra

of regular functions on G and Fh(G) its Etingof Kazhdan quantization. Let G
and H be affine algebraic Poisson groups. Assume that there is a Poisson group
map G→ H such that F(G) is a flat F(H)op-module. By functoriality of Etingof
Kazhdan quantization, Ah = Fh(G) and Bh = Fh(H) satisfies the hypothesis of
the theorem.

Proof of the proposition 8.2.1 :
We proceed as in [C1]. Let L• → V be a resolution of V by finite free Bh-

modules. As Ah is a flat Boph -module, Ah⊗
Bh

L• → Ah⊗
Bh

V is a resolution of the

Ah-module Ah⊗
Bh

V by finite free Ah-modules.

We have the following sequence of isomorphisms in D (ModAh)

RHomAh

(
Ah⊗

Bh

V,Ah

)
' HomAh

(
Ah⊗

Bh

L•, Ah

)
' HomBh

(L•, Bh)⊗
Bh

Ah

' (ΩBh
⊗ V ∗) ⊗

Bh

Ah[−dBh
].2

We now extend to Hopf algebras another duality property for induced represen-
tations of Lie algebras ([C1]).

Proposition 8.2.3. Let Ah be a Hopf deformation of A0, Bh be a Hopf defor-
mation of B0 and Ch be a Hopf deformation of C0. We assume that there exists a
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morphism of Hopf algebras from Bh to Ah and a morphism of Hopf algebras from
Ch to Ah such that Ah is a flat Boph -module and a flat Coph -module. We also as-
sume that Bh and Ch satisfies the hypothesis of theorem 5.0.7. Let V (respectively
W ) be an Bh-module (respectively Ch-module) which is a free finite dimensional
K-module. Then, for all integer n, one has an isomorphism

Ext
n+dBh

Ah

(
Ah⊗

Bh

V,Ah⊗
Ch

W

)
' Extn+dCh

Aop
h

(
(ΩCh

⊗W ∗) ⊗
Ch

Ah, (ΩBh
⊗ V ∗) ⊗

Ch

Ah

)
Remarks :
Proposition 8.2.3 is already known in the case where g is a Lie algebra, h and

k are Lie subalgebras of g, A, B and C are the corresponding enveloping algebras.
In this case one has dBh

= dimh and dCh
= dimk. More precisely :

Generalizing a result of G. Zuckerman ([B-C]), A. Gyoja ([G]) proved a part
of this theorem (namely the case where h = g and n = dimh = dimk) under the
assumptions that g is split semi-simple and h is a parabolic subalgebra of g. D.H
Collingwood and B. Shelton ([C-S]) also proved a duality of this type (still under
the semi-simple hypothesis) but in a slighly different context.

M. Duflo [Du2] proved proposition 8.2.3 for a g general Lie algebra, h = k,
V = W ∗ being one dimensional representations.

Proposition 8.2.3 is proved in full generality in the context of Lie superalgebras
in [C1].

Proof of the proposition 8.2.3:

We will proceed as in [C2]. As DAop
h
◦ DAh

(
Ah⊗

Bh

V

)
= Ah⊗

Bh

V , we have the

following isomorphism

HomD(Ah)

(
Ah⊗

Bh

V,Ah⊗
Bh

W

)
' HomD(Aop

h )

[
DAh

(
Ah⊗

Ch

W

)
, DAh

(
Ah⊗

Bh

V

)]
the corollary follows now from proposition 8.2.1.

8.3. Hochschild cohomology. In this subsection, Ah is a topological Hopf alge-
bra. We set Aeh = Ah ⊗

k[[h]]
Aoph and Âeh = Ah ⊗̂

k[[h]]
Aoph . If M is an Âeh-module, we

set
HHi

Ah
(M) = ExticAe

h

(Ah,M)

HHAh
i (M) = Tor

cAe
h

i (Ah,M)

Proposition 8.3.1. Assume that Ah satisfies the condition of the theorem 5.0.7.
Assume moreover that A0 ⊗ Aop0 is noetherian. Consider Ah ⊗̂

k[[h]]
Ah with the fol-

lowing Âeh-module structure :

∀(α, β, x, y) ∈ Ah, α · (x⊗ y) · β = αx⊗ yβ.

a) HHi
Ah

(Ah ⊗̂
k[[h]]

Ah) is zero if i 6= dAh
.
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b) The Âeh-module HH
dAh

Ah
(Ah ⊗̂

k[[h]]
Ah) is isomorphic to ΩAh

⊗ Ah with the fol-

lowing Âeh-module structure :

∀(α, β, x) ∈ Ah, α · (ω ⊗ x) · β = ωθAh
(β′i)⊗ S(β′′i )xS−1(α)

where α =
∑
i

α′i ⊗ α′′i (to be taken in the topological sense)

This result was obtained in [D-E] for a deformation of the algebra of regular
functions on a smooth algebraic affine variey.

Proof of the theorem :
The proof is analogous to that of [C2] (theorem 3.3.2).
Using the antipode Sh of Ah, we have the following isomorphism in D

(
ModÂeh

)
,

RHomcAe
h

(
Ah, Ah⊗̂Ah

)
' RHom

Ah
b⊗Ah

(
(Ah)#, (Ah⊗̂Ah)#

)
.

where the structures on (Ah)# and (Ah⊗̂Ah)# are given by :

∀(α, β, u, v) ∈ Ah
(α⊗ β) · u = αuSh(β)
(α⊗ β) · (u⊗ v) = αu⊗ vSh(β)
(u⊗ v) · α⊗ β = uα⊗ Sh(β)v.

Using the version of lemma 5.0.9 for right modules (see [C2] lemma 1;1), one sees
that (Ah)# is isomophic to (Ah⊗̂Ah)⊗

Ah

K as an Ah⊗̂Ah-module. we get

RHomcAe
h

(
Ah, Ah⊗̂Ah

)
' RHom

Ah
b⊗Ah

(
Ah⊗̂Ah⊗

Ah

K, (Ah⊗̂Ah)#
)

' RHomAh

(
K, (Ah⊗̂Ah)#

)
' RHomAh

(K,Ah)⊗Ah
(Ah⊗̂Ah)#

' Ωh⊗Ah
(Ah⊗̂Ah)#

The isomorphism id ⊗ S−1
h transforms (Ah⊗̂Ah)# into the natural (Ah⊗̂Ah) ⊗

(Ah⊗̂Ah)op-module (Ah⊗̂Ah)-module (Ah⊗̂Ah)nat:

∀(α, β, u, v) ∈ Ah
(α⊗ β) · (u⊗ v) = αu⊗ βv
(u⊗ v) · α⊗ β = uα⊗ vβ.

Then, using the lemma 5.0.9, one sees that Ωh⊗Ah
(Ah⊗̂Ah)nat is isomorphic to

Ωh ⊗Ah endowed with the following (Ah⊗̂Ah)op-module structure :

∀(α, β) ∈ Ah, (u⊗ v) · α⊗ β =
∑
i

uθAh
(α′i)⊗ S(α′′i )vβ.

This finishes the proof of the proposition. 2

We are in the case where ExtidAop
h

(Ah, Âeh) is 0 unless when i = dAh
, so we have

a duality between Hochschild homology and Hochschild cohomology ([VdB]).
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Corollary 8.3.2. Let Ah be a k-algebra satisfying the hypothesis of theorem 5.0.7.
Assume moreover that Ae0 = A0 ⊗Aop0 is noetherian and that the Âeh-module Ah is
finite projective dimension. Let M be an Âeh-module. One has

HHi(M) ' HHdAh
−i(U ⊗

Ah

M).

Proof of the corollary : The proof of the corollary is similar to that of [vdB].
First case : M is a finite type Âeh-module. Let P • → Ah → 0 be a finite length

finite type projective resolution of the Âeh-module Ah and let Q• → M → 0 be
a finite type projective resolution of the Âeh-module M . As Qi and U ⊗

Ah

Qi are

complete, one has the following sequence of isomorphisms :

HHicAe
h

(M) ' Hi
(
HomcAe

h
(P •,M)

)
' Hi

(
HomcAe

h
(P •, Âeh)⊗cAe

h

M

)

' Hi

(
U [−d]

L
⊗cAe

h

M

)
' Hi−dAh

(
U ⊗cAe

h

Q•

)
' Hi−dAh

(
(Ah⊗

Ah

U)⊗cAe
h

Q•)

)

' Hi−dAh

(
Ah⊗cAe

h

(U ⊗
Ah

Q•)

)
' HHdAh

−i(U ⊗
Ah

M).

General case : We no longer assume that M is a finite type Âeh-module. We
have M = lim

→
M ′ where M ′ runs over all finitely generated submodules of M .

ExticAe
h
(Ah,M) = ExticAe

h
(Ah, lim→ M′) ' lim

→
ExticAe

h
(Ah,M′) ' lim

→
Tor

cAe
h

dAh−i(Ah,U⊗cAh

M′)

' Tor
cAe

h

dAh
−i(Ah, lim→ U ⊗cAh

M ′) ' Tor
cAe

h

dAh
−i(Ah, U ⊗cAh

M)

where we used the fact that the functor lim
→

is exact because the set of finitely

generated submodules of M is a directed set ([Ro] proposition 5.33)
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