# Diophantine Approximation on Linear Algebraic Groups 

Transcendence Properties of the Exponential
Function in Several Variables

Springer-Verlag<br>Berlin Heidelberg New York<br>London Paris Tokyo<br>Hong Kong Barcelona<br>Budapest

## Preface

A transcendental number is a complex number which is not a root of a polynomial $f \in \mathbb{Z}[X] \backslash\{0\}$. Liouville constructed the first examples of transcendental numbers in 1844, Hermite proved the transcendence of $e$ in 1873, Lindemann that of $\pi$ in 1882. Siegel, and then Schneider, worked with elliptic curves and abelian varieties. After a suggestion of Cartier, Lang worked with commutative algebraic groups; this led to a strong development of the subject in connection with diophantine geometry, including Wüstholz's Analytic Subgroup Theorem and the proof by Masser and Wüstholz of Faltings' Isogeny Theorem.

In the meantime, Gel'fond developed his method: after his solution of Hilbert's seventh problem on the transcendence of $\alpha^{\beta}$, he established a number of estimates from below for $\left|\alpha_{1}^{\beta}-\alpha_{2}\right|$ and $\left|\beta_{1} \log \alpha_{1}-\log \alpha_{2}\right|$, where $\alpha_{1}, \alpha_{2}$ and $\beta$ are algebraic numbers. He deduced many consequences of such estimates for diophantine equations. This was the starting point of Baker's work on measures of linear independence of logarithms of algebraic numbers. One of the most important features of transcendental methods is that they yield quantitative estimates related to algebraic numbers. This is one of the main reasons for which "there are more mathematicians who deal with the transcendency of the special values of analytic functions than those who prove the algebraicity" ${ }^{1}$. A first example is Baker's method which provides lower bounds for nonvanishing numbers of the form

$$
\left|\alpha_{1}^{b_{1}} \cdots \alpha_{m}^{b_{m}}-1\right|,
$$

when $\alpha_{1}, \ldots, \alpha_{m}$ are algebraic numbers and $b_{1}, \ldots, b_{m}$ rational integers. Such estimates, which are of central interest, have a wide range of applications. A second important example is Schmidt's Subspace Theorem, which extends the Thue-SiegelRoth Theorem to simultaneous diophantine approximation; its range of application is wider than Baker's Theorem, but, in contrast with Baker, Schmidt's result is so far not effective.

This subject is growing so fast that it is hard to give a report on the state of the art which covers all aspects. Our concern here is with commutative linear algebraic groups. A connected and commutative algebraic subgroup of $\mathrm{GL}_{n}$ splits over a finite extension; over an algebraically closed field it is a product of additive and multiplicative groups. Hence the algebraic groups we consider are $\mathbb{G}_{\mathrm{a}}^{d_{0}} \times \mathbb{G}_{\mathrm{m}}^{d_{1}}$, with

[^0]$d_{0} \geq 0$ and $d_{1} \geq 0$. In terms of analytic functions, our main object of study is the usual exponential function. We discuss the qualitative as well as the quantitative aspects of the subject. The latter is not restricted to measures of linear independence of logarithms of algebraic numbers, but includes also simultaneous diophantine approximation results leading to statements of algebraic independence for values of the exponential function, in either one or several variables.

We do not consider elliptic curves, abelian varieties, and more generally nonlinear algebraic groups; we do not consider either elliptic functions, Weierstraß zeta functions, theta functions nor abelian functions. A lot of results in this book have already been extended to the more general set-up of commutative algebraic groups, but a few items are specific to the linear ones. An example of a feature particular to linear algebraic groups is the Fourier-Borel duality, which relates Gel'fond's method to Schneider's. Moreover, restricting ourselves to the linear case enables us to compute more easily all constants.

Among the recent developments of the subject is the introduction, by M. Laurent, of interpolation determinants. They replace the constructions of auxiliary functions. Instead of solving some system of equations, we only consider the determinant of a matrix corresponding to this linear system. There is no need any more to appeal to Dirichlet's box principle (or pigeonhole principle, alias Thue-Siegel's Lemma). Here, we use this approach in most proofs.

The above-mentioned matrix is associated to the linear system with respect to given bases. A further step has been performed by J-B. Bost, using Arakelov theory, where he considers directly the related linear map without selecting bases. This approach will certainly be more efficient for nonlinear algebraic groups, and we mention it in passing, but we do not follow it here.

A central result in this book is the Linear Subgroup Theorem, which occurs in two forms. The qualitative one (Chapter 11) is a lower bound for the dimension $n$ of the $\mathbb{C}$-vector subspace of $\mathbb{C}^{d}$ spanned by points $\eta$ whose coordinates are either algebraic numbers, or else logarithms of algebraic numbers. The images of such points $\eta$ under the exponential map of some commutative linear algebraic group are algebraic over the field of algebraic numbers. Hence the Linear Subgroup Theorem deals with $n$-parameter subgroups of linear algebraic groups, and involves functions of $n$ complex variables.

The quantitative version of the Linear Subgroup Theorem concerns the simultaneous approximation of such points $\eta$. Linear combinations of logarithms of algebraic numbers arise in several ways as special cases of this general setup.

The main conjecture is that linearly independent logarithms of algebraic numbers should be algebraically independent. As a matter of fact, so far all known partial results on this topic are consequences of the Linear Subgroup Theorem.

There is a strong contrast between the simplicity of the conjectures, both for qualitative and quantitative statements, and currently known results. A comparison between the conjecture on algebraic independence of logarithms (Conjecture 1.15)
on one hand, the Linear Subgroup Theorem of Chapter 11 (Theorem 11.5) on the other, illustrates this point for the qualitative aspect. For the quantitative one, an example of this contrast is illustrated by comparing the known measures of linear independence of logarithms (Theorem 9.1) with the conjectural ones (Conjectures 1.11 and 14.25).

We very much expect that, once the theory is more highly developed, the results will be simpler to state, but we have far from reached this stage at present and the statements of the results of the last chapters are not as simple as we would wish. The quantitative version of the Linear Subgroup Theorem in Chap. 13 (Theorem 13.1) is by no means a simple statement; on the other hand it includes a lot of diophantine estimates, as shown in Chap. 14. The large amount of corollaries it contains may be an excuse for its lack of simplicity, but it remains a challenge to get simpler statements which are as powerful.

The first chapters may serve as an introduction to the subject of transcendental numbers. For instance the first three chapters do not require much preliminary knowledge and include already complete proofs of a number of classical transcendence results.

Three proofs of Baker's transcendence theorem on linear independence of logarithms of algebraic numbers are given: in Chap. 4 we follow an argument of Bertrand and Masser who derived Baker's Theorem from the Schneider-Lang criterion concerning algebraic values of meromorphic functions on Cartesian products. In Chap. 6 (and Chap. 9 for the nonhomogeneous case) we extend Schneider's method, and in Chap. 10 we explain Baker's argument which extends Gel'fond's solution of Hilbert's seventh problem. We give also several measures of linear independence of logarithms of algebraic numbers: a comparatively simple proof is given in Chap. 7, and refined estimates are proved in Chap. 9 and 10.

We do not consider applications of such estimates to diophantine equations, but we give further examples of diophantine approximation results (in Chap. 14) together with consequences (in Chap. 15). This last chapter deals with algebraic independence; it does not cover the subject in an exhaustive way; a more complete introduction to this topic is [NeP 2000], which includes transcendence criteria with proofs.

Several results presented here are new, and the full details have not appeared in print before.

Our emphasis is not only on the results, but also on the methods; this is why we give several proofs of the same results. In the same spirit, sometimes we also propose several choices of the parameters which occur in the transcendence arguments. It turns out that the freedom in this choice is closely related to the quality of the quantitative refinements: if the proof of the qualitative transcendence result can be achieved with a broad range of choice for the auxiliary parameters, then one should expect a sharp diophantine estimate.

Another goal is to describe some of the main tools which are available. We make no attempt to be complete. In [FNe 1998] the reader will find some items which are
not discussed here. An important example of a missing item is Nesterenko's proof [Ne 1996] of the algebraic independence of $\pi$ and $e^{\pi}$.

Writing this book took more than 10 years. The first written parts were notes of lectures given at the Institut Henri Poincaré in the 80's for several courses of the DEA (Diplôme d'Études Approfondies) of Mathématiques at the Université P. et M. Curie (Paris VI). In 1992, I was invited by R. Balasubramanian to give a series of lectures at the MathScience Institute of Madras, and I took this opportunity to write down a preliminary version of some of the chapters below (more or less the seven first chapters). These notes were published in [W 1992]. A chapter on zero estimates by D. Roy was included, as well as an appendix by M. Laurent [Lau 1994]. The present book grew out of these Lecture Notes; the material of the last eight chapters includes a multiplicity estimate (again written by D. Roy), the Linear Subgroup Theorem (both in qualitative and quantitative form), as well as results of simultaneous approximation and algebraic independence. Some of these results are due to D. Roy (like the Strong Six Exponentials Theorem of § 11.6), others (mainly in the last two chapters) have been obtained in joint papers with D. Roy.

The influence of Damien Roy on this book is important; not only did he write two chapters, but he also contributed to the proof of many results quoted in this book, and furthermore his many comments have been very influential.

Many other colleagues and friends also sent me comments, remarks and suggestions along the many years which have been needed to complete this book. Even though I do not mention them all, I am deeply thankful to them.

Special thanks are due to Guy Diaz who sent me a long list of comments on a preliminary version of this book. I wish also to express my gratitude to Francesco Amoroso, Yann Bugeaud, François Gramain, and Paul Voutier.

The help of Sinnou David during the last stage of the TEXnical preparation of this volume is also gratefully acknowledged.

We consider mainly the Archimedean situation; the same topic has been investigated in the ultrametric domain also, and this would have deserved consideration also. In fact my main motivation to study this subject arose from Leopoldt's Conjecture on the $p$-adic rank of the units of algebraic number fields (solved by Ax-Baker-Brumer for abelian extension). I wish to take this opportunity to thank Jean Fresnel, who suggested this topic to me thirty years ago, and helped me take my first steps in mathematical research.

Paris, January 2000
Michel Waldschmidt.
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## Prerequisites

In this book, an algebraic number is a complex number which is algebraic over the field of rational numbers. Given a (commutative) ring $A$ and a subring $k$ which is a field, an element $\theta$ in $A$ is algebraic over $k$ if there exists a nonzero polynomial $P \in k[X]$ such that $P(\theta)=0$. An element of $A$ is transcendental over $k$ if it is not algebraic over $k$. Hence a transcendental number is a complex number which is not algebraic.

We denote by $\mathbb{N}=\{0,1,2, \ldots\}$ the set of nonnegative integers, by $\mathbb{Z}$ the ring of rational integers and by $\mathbb{Q}, \mathbb{R}, \mathbb{C}$ the fields of rational numbers, real numbers and complex numbers respectively.

The set of algebraic numbers is a subfield of $\mathbb{C}$ : it is the algebraic closure of $\mathbb{Q}$ into $\mathbb{C}$ (see [L 1993], Chap. V § 2). This field will be denoted by $\overline{\mathbb{Q}}$. We shall need a few properties of algebraic numbers and number fields which will be recalled in Chap. 3.

Given elements $\theta_{1}, \ldots, \theta_{n}$ in our ring $A$, we say that they are algebraically dependent over $k$ if there exists a nonzero polynomial $P \in k\left[X_{1}, \ldots, X_{n}\right]$ such that $P\left(\theta_{1}, \ldots, \theta_{n}\right)=0$. Otherwise they are algebraically independent over $k$. The transcendence degree of $A$ over $k$ is the maximal integer $n$ such that there exist $n$ elements in $A$ which are algebraically independent over $k$. We denote it by $\operatorname{trdeg}_{k}(A)$. For $k_{1} \subset k_{2} \subset k_{3}$, we have (see for instance [L 1993], Chap. VIII)

$$
\operatorname{trdeg}_{k_{1}}\left(k_{3}\right)=\operatorname{trdeg}_{k_{1}}\left(k_{2}\right)+\operatorname{trdeg}_{k_{2}}\left(k_{3}\right) .
$$

Any element of $k_{2}$ is algebraic over $k_{1}$ if and only if

$$
\operatorname{trdeg}_{k_{1}}\left(k_{2}\right)=0
$$

in this case we say that $k_{2}$ is an algebraic extension of $k_{1}$. As a consequence, for complex numbers, the concept of algebraic independence over $\mathbb{Q}$ or over $\overline{\mathbb{Q}}$ is the same: we shall just speak of algebraically dependent or independent numbers.

We shall use the basic notions of linear algebra. The dimension of a $k$-vector space $V$ will be denoted by $\operatorname{dim}_{k}(V)$, the rank of a $\mathbb{Z}$-module $M$ by $\operatorname{rank}_{\mathbb{Z}}(M)$ or simply $\operatorname{rank}(M)$. An abelian group is nothing else than a $\mathbb{Z}$-module; when it is written multiplicatively, one speaks of multiplicatively dependent or independent elements (which means $\mathbb{Z}$-linearly dependent or independent elements in the abelian group). For instance if $k$ is a field and $\gamma_{1}, \ldots, \gamma_{m}$ elements in $k^{\times}=k \backslash\{0\}$, then $\gamma_{1}, \ldots, \gamma_{m}$
are multiplicatively dependent if and only if there exists $\underline{b}=\left(b_{1}, \ldots, b_{m}\right) \in \mathbb{Z}^{m} \backslash\{0\}$ such that the number

$$
\underline{\gamma^{\underline{b}}}=\gamma_{1}^{b_{1}} \cdots \gamma_{m}^{b_{m}}
$$

is 1 .
The rank of a matrix M will be denoted $\operatorname{rank}(\mathrm{M})$ : this is the largest integer $r$ for which there exists a regular $r \times r$ submatrix of M .

For a ring $B$, a subring $A$ and a subset $E$ of $B$, we denote by $A[E]$ the subring of $B$ generated by $A \cup E$, namely the intersection of all subrings of $B$ containing $A$ and $E$. For a field $K$, a subfield $k$ and a subset $E$ of $K$, we denote by $k(E)$ the subfield of $K$ generated by $k$ and $E$. When $E=\left\{\gamma_{1}, \ldots, \gamma_{m}\right\}$ is finite, we write simply $A\left[\gamma_{1}, \ldots, \gamma_{m}\right]$ and $k\left(\gamma_{1}, \ldots, \gamma_{m}\right)$. In particular $\mathbb{Q}(\gamma)$ (resp. $\left.\mathbb{Q}(\gamma)\right)$ denotes the field generated by an element $\gamma \in \mathbb{C}$ (resp. by a tuple $\left.\gamma=\left(\gamma_{1}, \ldots, \overline{\gamma_{m}}\right) \in \mathbb{C}^{m}\right)$.

For $U$ and $V$ vector spaces over a field $k, \operatorname{Hom}_{k}(U, V \overline{)}$ will denote the space of $k$-linear mappings $U \rightarrow V$.

The basic facts from algebraic geometry and commutative algebra which are needed are recalled in $\S \S 5.2$ and 8.2 respectively.

A useful tool is Dirichlet's box principle, also called Dirichlet's pigeonhole principle (Schubfachprinzip). One of the many equivalent statements is:

- A mapping $E \rightarrow F$ between two finite sets $E$ and $F$ with

$$
\operatorname{Card}(E)>\operatorname{Card}(F)
$$

is not injective.
An important application of it is Thue-Siegel's Lemma (see § 4.5). We shall not need the more sophisticated version of Thue-Siegel's Lemma in [BoVa 1983], based on an idea of Mahler using geometry of numbers, but Minkowski's Theorem (see for instance [Sc 1991], Chap. I) will be used in § 7.8 for the proof of Lemma 7.19.

The notion of algebraic independence will be needed not only for numbers, but also for functions. In a single variable we take for $k$ the field $\mathbb{C}(z)$ of rational functions and for $A$ either the ring of analytic (i.e. holomorphic) functions over a domain (= connected open subset) $D$ of $\mathbb{C}$, or the field of meromorphic functions over $D$. A function $f \in A$ is called transcendental if it is transcendental over $\mathbb{C}(z)$, algebraic otherwise. An entire function is a function which is analytic in the whole of $\mathbb{C}$. It is easy to check that an entire function is algebraic if and only if it is a polynomial, and that a meromorphic function in $\mathbb{C}$ is algebraic if and only if it is a rational function, i.e. an element of $\mathbb{C}(z)$.

According to the general definition, analytic functions $f_{1}, \ldots, f_{d}$ of $n$ variables are algebraically independent over $\mathbb{C}$ if and only if, for any nonzero polynomial $P \in \mathbb{C}\left[X_{1}, \ldots, X_{d}\right]$, the function $P\left(f_{1}, \ldots, f_{d}\right)$ is not the zero function. Also $f_{1}, \ldots, f_{d}$ are algebraically independent over $\mathbb{C}\left(z_{1}, \ldots, z_{n}\right)$ if and only if, for any nonzero polynomial $P$ in the ring of polynomials $\mathbb{C}\left[X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{d}\right]$ in $n+d$ variables, the function

$$
P\left(z_{1}, \ldots, z_{n}, f_{1}(\underline{z}), \ldots, f_{d}(\underline{z})\right)
$$

is not the zero function.
A function $f$ is called transcendental if the $n+1$ functions $z_{1}, \ldots, z_{n}, f(\underline{z})$ are algebraically independent: this means that $f$ is transcendental over the field $\mathbb{C}\left(z_{1}, \ldots, z_{n}\right)$.

The exponential function

$$
1+z+\frac{z^{2}}{2}+\frac{z^{3}}{6}+\cdots=\sum_{n=0}^{\infty} \frac{z^{n}}{n!}
$$

is denoted either by $e^{z}$ or by $\exp (z)$, and

$$
e=\exp (1)=2.71828182 \ldots
$$

is the natural basis of Napierian logarithms. For $\alpha \in \mathbb{C}^{\times}$, a determination of the logarithm of $\alpha$ is any complex number $\lambda$ such that $\exp (\lambda)=\alpha$. For a given $\alpha \in \overline{\mathbb{Q}}^{\times}$, the set of $\lambda$ in $\mathbb{C}$ with $\alpha=e^{\lambda}$ is a whole class of the additive group $\mathbb{C}$ modulo $2 i \pi \mathbb{Z}$. In order to avoid confusion, we shall not use too often the notation $\log \alpha$ which depends on the choice of the branch of the logarithmic function. Nevertheless we remark that the $\mathbb{Q}$-vector space of logarithms of nonzero complex algebraic numbers

$$
\mathscr{L}=\exp ^{-1}\left(\overline{\mathbb{Q}}^{\times}\right)=\left\{\lambda \in \mathbb{C} ; e^{\lambda} \in \overline{\mathbb{Q}}^{\times}\right\}
$$

is the set of all numbers of the form $\log \alpha$ where $\alpha$ runs over the set of nonzero complex algebraic numbers and where we take all possible values for log:

$$
\mathcal{L}=\left\{\log \alpha ; \alpha \in \overline{\mathbb{Q}}^{\times}\right\} .
$$

When a determination $\lambda$ of the logarithm of $\alpha$ is chosen, for $\beta \in \mathbb{C}$ we write $\alpha^{\beta}$ in place of $\exp (\beta \lambda)$.

We shall say that a complex function $f$ of one variable is analytic in a closed disc $\{z \in \mathbb{C} ;|z| \leq R\}$ of $\mathbb{C}$ if $f$ is continuous on this disc and analytic in the open disc $|z|<R$. In this case we denote by $|f|_{R}$ the number $\sup \{|f(z)| ;|z| \leq R\}$. By maximum modulus principle we also have

$$
|f|_{R}=\sup \{|f(z)| ;|z|=R\} .
$$

We shall also work with functions of several variables. For $\underline{z}=\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{C}^{n}$ (and therefore also for $\underline{z}$ in $\mathbb{N}^{n}$ or in $\mathbb{Z}^{n}$ ), we set

$$
|\underline{z}|=\max _{1 \leq i \leq n}\left|z_{i}\right| \quad \text { and } \quad\|\underline{z}\|=\left|z_{1}\right|+\cdots+\left|z_{n}\right| .
$$

If, further, $\underline{\sigma}=\left(\sigma_{1}, \ldots, \sigma_{n}\right) \in \mathbb{N}^{n}$, then we define

$$
\underline{z}^{\underline{\sigma}}=z_{1}^{\sigma_{1}} \cdots z_{n}^{\sigma_{n}}, \quad \underline{\sigma}!=\sigma_{1}!\cdots \sigma_{n}!
$$

(with $0!=1$ ) and

$$
\mathscr{D}^{\underline{\sigma}}=\left(\frac{\partial}{\partial z_{1}}\right)^{\sigma_{1}} \cdots\left(\frac{\partial}{\partial z_{n}}\right)^{\sigma_{n}} .
$$

For $\underline{z}$ and $\underline{z}^{\prime}$ in $\mathbb{C}^{n}$, let

$$
\underline{z z^{\prime}}=z_{1} z_{1}^{\prime}+\cdots+z_{n} z_{n}^{\prime}
$$

denote the standard scalar product.
To each $\underline{w}=\left(w_{1}, \ldots, w_{n}\right) \in \mathbb{C}^{n}$ we attach a derivative operator of order 1 :

$$
\mathcal{D}_{\underline{w}}=w_{1} \frac{\partial}{\partial z_{1}}+\cdots+w_{n} \frac{\partial}{\partial z_{n}}
$$

on the ring of entire functions in $\mathbb{C}^{n}$. More generally, for $S$ a positive integer, a derivative operator $D$ of order $S$ is a linear combination, with complex coefficients, of

$$
\left(\frac{\partial}{\partial z_{1}}\right)^{\sigma_{1}} \cdots\left(\frac{\partial}{\partial z_{n}}\right)^{\sigma_{n}}
$$

where $\underline{\sigma}$ runs over the set of elements in $\mathbb{N}^{n}$ satisfying $\|\underline{\sigma}\|=S$. This amounts to say that $D$ is a linear combination, with complex coefficients, of products $\mathscr{D}_{\underline{w}_{1}} \cdots \mathscr{D}_{\underline{w}_{S}}$, where $\left(\underline{w}_{1}, \ldots, \underline{w}_{S}\right)$ ranges over a finite subset of $\left(\mathbb{C}^{n}\right)^{S}$.

Most often, tuples of numbers are underlined, like $\underline{w}=\left(w_{1}, \ldots, w_{d}\right) \in \mathbb{C}^{d}$; for $\underline{w}_{1}, \ldots, \underline{w}_{\ell_{0}}$ in $\mathbb{C}^{d}$ we write $\boldsymbol{w}=\left(\underline{w}_{1}, \ldots, \underline{w}_{\ell_{0}}\right) \in\left(\mathbb{C}^{\bar{d}}\right)^{\ell_{0}}$. For $\underline{\sigma} \in \mathbb{N}^{\ell_{0}}, \underline{\tau} \in \mathbb{N}^{d_{0}}$, $\underline{t} \in \mathbb{Z}^{d_{1}}$ and $\underline{z} \in \mathbb{C}^{d}$ with $d=d_{0}+d_{1}$, the function

$$
\mathscr{D}_{\underline{w}}^{\frac{\sigma}{w}}\left(\underline{z}^{\underline{\tau}} e^{t \underline{z}}\right)=\mathscr{D}_{\underline{w}_{1}}^{\sigma_{1}} \cdots \mathscr{D}_{\underline{w}_{\ell_{0}}}^{\sigma_{\ell_{0}}}\left(z_{1}^{\tau_{1}} \cdots z_{d_{0}}^{\tau_{d_{0}}} e^{t_{1} z_{d_{0}+1}+\cdots+t_{d_{1}} z_{d}}\right)
$$

is an exponential polynomial for which explicit expressions will be given (see Lemmas 4.9 and 13.6).

For a complex function $f$ which is continuous in a polydisc

$$
\left\{\underline{z} \in \mathbb{C}^{n} ;|\underline{z}| \leq R\right\}
$$

and analytic inside, we have again

$$
\sup \{|f(\underline{z})| ;|\underline{z}| \leq R\}=\sup \{|f(\underline{z})| ;|\underline{z}|=R\} ;
$$

this number will be denoted $|f|_{R}$.
Our main tool will be Schwarz' Lemma, which is a sharp upper bound for the modulus of a complex function, taking into account its zeroes. See $\S$ 2.2.3 for one variable, § 6.2 .1 for one point and several variables, $\S 4.3$ for Cartesian products.

We shall use only very simple properties of analytic functions in $\mathbb{C}^{n}$ (see for instance [LelGru 1986], Chap. I, § 1). Cauchy's inequalities will occur in §§ 4.6 and 4.7: an entire function $f$ in $\mathbb{C}^{n}$, whose Taylor expansion at the origin is

$$
\sum_{\underline{\sigma} \in \mathbb{N}^{n}} a_{\underline{\sigma}} \underline{z}^{\underline{\sigma}} \quad \text { with } \quad a_{\underline{\sigma}}=\frac{1}{\underline{\sigma}!} \mathscr{D}^{\underline{\sigma}} f(0)
$$

satisfies, for all $r>0$ :

$$
\left|D^{\underline{\sigma}} f(0)\right| \leq \frac{\underline{\sigma}!}{r^{\| \underline{\sigma}} \|}|f|_{r}
$$

One deduces, for $\underline{\zeta} \in \mathbb{C}^{n}$ and $r \geq 1+|\underline{\zeta}|$,

$$
\left|\mathscr{D}^{\underline{\sigma}} f(\underline{\zeta})\right| \leq \frac{\underline{\sigma}!}{(r-|\underline{\zeta}|)^{\| \sigma} \underline{\sigma}}|f|_{r} \leq \underline{\sigma}!|f|_{r} .
$$

In § 4.3 we shall also use the fact that a continuous mapping $f: \mathbb{C}^{n} \rightarrow \mathbb{C}$ is analytic if and only if it is analytic in each $z_{j}$ when the other variables are fixed. This is a consequence of Cauchy's integral formula for polydiscs; see for instance [Hö 1973], Th. 2.2.1.

XVIII Prerequisites

## Notation

Some notation has already been fixed in the prerequisites section. We complete it with the following ones which will be used throughout the book.

We shall use Kronecker's diagonal symbol:

$$
\delta_{i j}= \begin{cases}1 & \text { if } i=j, \\ 0 & \text { if } i \neq j .\end{cases}
$$

For $x \in \mathbb{R}$, we set

$$
\log _{+} x=\log \max \{e, x\}
$$

and we denote by $[x] \in \mathbb{N}$ the integral part of $x$, with $0 \leq x-[x]<1$.
The binomial coefficient

$$
\binom{n}{k}=\frac{n!}{k!(n-k)!}
$$

is 0 unless $0 \leq k \leq n$. More generally, an empty sum is equal to 0 , while the value of an empty product is 1 .

The number of elements in a finite set $E$ will be denoted either by $\operatorname{Card}(E)$ or else by $|E|$.
$\diamond \mathrm{Mat}_{d \times \ell}$ denotes the space of $d \times \ell$ matrices
$\diamond{ }^{\mathrm{t}} \mathrm{M}$ is the transposed of a matrix M .
$\diamond \mathrm{I}_{d}=\left(\begin{array}{cccc}1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1\end{array}\right)$ is the identity $d \times d$ matrix.
$\diamond$ For a positive integer $d$ and a real number $S \geq 0$, the set of $d$-tuples

$$
\mathbb{Z}^{d}[S]=\left\{\underline{s} \in \mathbb{Z}^{d} ;|\underline{\mid s}| \leq S\right\}
$$

has $(2[S]+1)^{d}$ elements.
$\diamond$ For $\underline{S}=\left(S_{1}, \ldots, S_{d}\right) \in \mathbb{R}_{>0}^{d}$, the set of $d$-tuples

$$
\mathbb{Z}^{d}[\underline{S}]=\left\{\underline{s} \in \mathbb{Z}^{d} ;\left|s_{i}\right| \leq S_{i} \text { for } 1 \leq i \leq d\right\}
$$

has $\left(2\left[S_{1}\right]+1\right) \cdots\left(2\left[S_{d}\right]+1\right)$ elements.
$\diamond$ When $\mathcal{V}$ is a vector subspace of $\mathbb{C}^{d}$, we set

$$
\mathcal{V}[S]=\mathcal{V} \cap \mathbb{Z}^{d}[S] \quad \text { and } \quad \mathcal{V}[\underline{S}]=\mathcal{V} \cap \mathbb{Z}^{d}[\underline{S}]
$$

for $S \in \mathbb{R}_{>0}$ and $\underline{S}=\left(S_{1}, \ldots, S_{d}\right) \in \mathbb{R}_{>0}^{d}$.
$\diamond$ For a finite subset $E$ of an additive group $G$, and for $m$ a positive integer,

$$
E[m]=\left\{x_{1}+\cdots+x_{m} ; x_{i} \in E\right\} \subset G .
$$

In the successive chapters we introduce further notation as follows.

## In Chapter 1

The distance between two matrices of the same size $M$ and $M^{\prime}$ is the maximum absolute value of the difference between the entries: for

$$
\mathrm{M}=\left(x_{i j}\right)_{\substack{1 \leq i \leq d \\ 1 \leq j \leq \ell}} \quad \text { and } \quad \mathrm{M}^{\prime}=\left(x_{i j}^{\prime}\right)_{\substack{1 \leq i \leq d \\ 1 \leq i \leq \ell}}
$$

in $\operatorname{Mat}_{d \times \ell}(\mathbb{C})$,

$$
\operatorname{dist}\left(\mathrm{M}, \mathrm{M}^{\prime}\right)=\max _{\substack{1 \leq i \leq d \\ 1 \leq i \leq \ell}}\left|x_{i j}-x_{i j}^{\prime}\right| .
$$

## In Chapter 2

$\diamond$ The degree of a polynomial $f$ in one variable $X$ is denoted by $\operatorname{deg} f$ or $\operatorname{deg}_{X} f$. For a polynomial $f$ in several variables we denote by $\operatorname{deg}_{X} f$ and $\operatorname{deg}_{\underline{X}} f$ the partial degree with respect to one variable $X$ and the total degree with respect to a set of variables $\underline{X}=\left(X_{1}, \ldots, X_{m}\right)$.
$\diamond$ For $f \in \mathbb{C}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{m}\right]$, let $\mathrm{H}(f)$ be the maximum absolute value of the coefficients of $f$.
$\diamond K\left[X_{1}^{ \pm 1}, \ldots, X_{n}^{ \pm 1}\right]$ denotes the subring of $K\left(X_{1}, \ldots, X_{n}\right)$ generated by $K$ and

$$
\left\{X_{1}, X_{1}^{-1}, \ldots, X_{n}^{-1}, X_{n}\right\}
$$

(see § 2.2.1).

## In Chapter 3

$\diamond v_{p}(\alpha)$ is the $p$-adic absolute value.
$\diamond M_{k}, M_{k}^{\infty}$ are the sets of normalized absolute values and of Archimedean normalized absolute values of a number field $k$.
$\diamond d_{v}(k)$ is the local degree of $k$ at $v$.
$\diamond[k: \mathbb{Q}]$ is the degree of $k$ over $\mathbb{Q}$.
$\diamond \mathbb{Q}_{p}$ is the field of $p$-adic numbers.
$\diamond \mathbb{P}_{m}$ denotes the projective space of dimension $m$.
$\diamond \mathrm{H}(\alpha)$ is the usual height of an algebraic number.
$\diamond \mathrm{L}(f), \mathrm{L}(\alpha)$ are the length of a polynomial or of an algebraic number.
$\diamond \mathrm{M}(f), \mathrm{M}(\alpha)$ denote Mahler's measure of a polynomial or of an algebraic number.
$\diamond \operatorname{den}(\gamma),|\gamma|, s(\alpha)$ denote the denominator, the house and the size of an algebraic number.
$\diamond \mathrm{h}(\alpha), \mathrm{h}\left(\gamma_{0}: \cdots: \gamma_{N}\right)$ are the absolute logarithmic height of an algebraic number or of a projective point.
$\diamond N_{K / k}, \operatorname{Tr}_{K / k}$ denote the norm and the trace attached to an extension $K / k$ (see also § 4.2.3).
$\diamond \mathrm{L}_{2}(f)$ is the Euclidean norm of $f \in \mathbb{C}[X]$.

## In Chapter 4

$\diamond \mathcal{A}_{n}$ is the space of entire functions in $\mathbb{C}^{n}$.

## In Chapter 5

$\diamond \mathbb{G}_{\mathrm{a}}$ and $\mathbb{G}_{\mathrm{m}}$ are the additive and multiplicative groups.
$\diamond$ res is the restriction map (§ 5.2.2).
$\diamond \boldsymbol{T}_{\Phi}$ is the algebraic subgroup of a torus $\mathbb{G}_{\mathrm{m}}^{m}$ associated with a subgroup $\Phi$ of $\mathbb{Z}^{m}$.
$\diamond H(V ; \underline{D})$ and $\mathscr{H}(V ; \underline{D})$ are respectively an Hilbert function and the normalized homogeneous part of highest degree of an Hilbert-Samuel polynomial of an algebraic set $V$.
$\diamond \tau_{g}$ is the translation by $g$ in an abelian group.

## In Chapter 6

$\diamond \Theta_{n}(L)$ is defined in § 6.2.2.
$\diamond\|\cdot\|_{2}$ is the Euclidean norm in Exercise 6.4.

## In Chapter 7

$\diamond \Theta\left(n ; T_{0}, L\right)$ is defined in $\S 7.2$.
$\diamond \Delta(z ; \tau)$ denote Fel'dman's polynomials introduced in § 7.7.
$\diamond$ Let $K$ be a field, $n$ a positive integer and $\mathcal{V}$ a vector subspace of $K^{n}$. We denote by $\pi_{\mathcal{V}}$ the canonical surjective linear map $K^{n} \longrightarrow K^{n} / \mathcal{V}$ with kernel $\mathcal{V}$.

## In Chapter 8

$\diamond G^{+}$and $G^{-}$are algebraic subgroups of $G$.
$\diamond \operatorname{rank}(I)$ is the rank of an ideal $I$ (§ 8.2.1).
$\diamond H(I ; \underline{D})$ and $\mathscr{H}(I ; \underline{D})$ are respectively an Hilbert function and the normalized homogeneous part of highest degree of an Hilbert-Samuel polynomial of $I$.
$\diamond T_{e}(G)$ is the tangent space at the origin of an algebraic group $G$.
$\diamond \operatorname{In} \S$ 8.3.1, $\mathcal{V}^{\perp}$ is the subspace of $K[\underline{X}]=K\left[X_{1}, \ldots, X_{d_{0}}\right]$ consisting of the linear forms $a_{1} X_{1}+\cdots+a_{d_{0}} X_{d_{0}}$ which vanish identically on $\mathcal{V}$.

## In Chapters 9 and 10

$\diamond$ General case: for a measure of linear independence of logarithms of algebraic numbers:

$$
\Lambda=\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m}
$$

$\diamond$ Homogeneous case: $\beta_{0}=0$ :

$$
\Lambda=\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m}
$$

$\diamond$ Homogeneous rational case: $\beta_{0}=0$ and $\beta_{i}=b_{i} \in \mathbb{Z}$ :

$$
\Lambda=b_{1} \lambda_{1}+\cdots+b_{m} \lambda_{m} .
$$

$\diamond \delta_{T}(z ; \tau), \tau \in \mathbb{N}$ denote the polynomials of Fel'dman-Matveev (§ 9.2.1).
$\diamond$ In § 9.2.1 also we define

$$
\delta(z ; \sigma, \kappa)=\left(\frac{d}{d z}\right)^{\kappa} \delta(z ; \sigma) .
$$

$\diamond \mathcal{W}^{\perp}$ is the orthogonal of $\mathcal{W}$ in an Euclidean vector space (§ 10.2.4).

## In Chapter 11

$\diamond \exp _{G}: \mathbb{C}^{d} \rightarrow G(\mathbb{C})$ denotes the exponential map of an algebraic group $G$ and $\Omega_{G}$ its kernel.
$\diamond$ For $d_{0} \geq 0$ and $d_{1} \geq 0$,

$$
\mathscr{L}_{G}=\overline{\mathbb{Q}}^{d_{0}} \times \mathcal{L}^{d_{1}}=\exp ^{-1}(G(\overline{\mathbb{Q}}))
$$

(see § 11.1.2).
$\diamond V_{\max }, V_{\min }, d_{\max }, d_{\min }$ are defined in § 11.1.2.
$\diamond$ In $\S$ 11.1.3 we introduce the $\overline{\mathbb{Q}}$-vector space $\widetilde{\mathscr{L}}$ spanned by 1 and $\mathcal{L}$; this is the set of linear combinations, with algebraic coefficients, of 1 and logarithms of algebraic numbers:

$$
\begin{aligned}
\widetilde{\mathscr{L}}=\left\{\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\right. & \beta_{n} \lambda_{n} \\
& n \\
n & \left.\geq 0,\left(\beta_{0}, \beta_{1}, \ldots, \beta_{n}\right) \in \overline{\mathbb{Q}}^{n+1},\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathscr{L}^{n}\right\} .
\end{aligned}
$$

$\diamond$ In $\S$ 11.6.2 we denote by $\widetilde{\mathscr{L}}_{k}$ the $k$-vector subspace of $\mathbb{C}$ spanned by 1 and $\mathcal{L}$.

## In Chapter 12

$\diamond$ Property $\binom{A B}{C}$ is defined in $\S$ 12.1.3.
$\diamond r_{\text {str }}(\mathrm{M})$ is the structural rank of a matrix M (§ 12.1.4).

## In Chapter 13

$\diamond \mathscr{H}(G ; \mathcal{T})$ is defined in § 13.1.

## In Chapter 14

$\diamond \varphi(D, h)$ : simultaneous approximation measure
$\diamond \mathrm{L}_{m n}=\left(\lambda_{i j}\right)_{\substack{1 \leq i \leq m \\ 1 \leq j \leq n}}$ denotes a $m \times n$ matrix with entries in $\mathcal{L}$.

## In Chapter 15

$\diamond \operatorname{In} \S 15.1 .1, \| \cdot| |$ denotes the distance to the nearest integer:

$$
\|x\|=\min _{p \in \mathbb{Z}}|x-p| .
$$

$\diamond \Phi(D, H)$ : transcendence measure for a complex number (§ 15.1.3) and measure of algebraic independence for a tuple (§ 15.1.5).
$\diamond \psi(D, \mu)$ : measure of algebraic approximation of a complex number (§ 15.1.3) and measure of simultaneous approximation of a tuple (§ 15.1.5).
$\diamond$ In § 15.3.3, for $K \subset \mathbb{C}$,

$$
\mathscr{L}_{K}=\exp ^{-1}\left(K^{\times}\right)=\left\{z \in \mathbb{C} ; e^{z} \in K^{\times}\right\} .
$$

## 1. Introduction and Historical Survey

In this first chapter we give some historical background on Baker's Theorem, both in the qualitative and in the quantitative form, in the homogeneous as well as in the nonhomogeneous version. We also describe the six exponentials Theorem, we present the state of the art on the problem of algebraic independence of logarithms of algebraic numbers. We conclude with a few comments on the Linear Subgroup Theorem.

### 1.1 Liouville, Hermite, Lindemann, Gel'fond, Baker

We start by quoting some of the oldest results of the theory.
The first example of a transcendental number was provided by J. Liouville in May 1844, in two notes in the Comptes Rendus de l'Académie des Sciences de Paris [Lio 1844a], [Lio 1844b]. He developed this subject seven years later in a well known paper [Lio 1851] in J. Math. Pures et Appl. (the so-called Liouville's Journal).

Theorem 1.1 (Liouville). Let $\alpha$ be a complex number which is root of a nonzero polynomial in $\mathbb{Z}[\mathrm{X}]$ of degree $d$. There exists a constant $c(\alpha)>0$, which can be easily computed, such that, for any rational number $p / q$ with $p / q \neq \alpha$ and $q>0$,

$$
\left|\alpha-\frac{p}{q}\right|>\frac{c(\alpha)}{q^{d}} .
$$

Liouville's Theorem is a result of diophantine approximation. It enabled J. Liouville to give the first example of transcendental numbers. It's a different matter to prove the transcendence of given numbers.

In 1873, Ch. Hermite published his four Notes in the Comptes Rendus de l'Académie des Sciences de Paris [He 1873] where he obtained the transcendence of $e$. One year later, G. Cantor [C 1874] gave a new proof that transcendental numbers are dense in the real line (using the result, due to R. Dedekind, that algebraic numbers are a countable set). In 1882, F. Lindemann [Li 1882a], [Li 1882b], [Li 1882c] proved the transcendence of $\pi$, thereby solving the famous greek problem of squaring the circle. Lindemann stated further results. One of them is now called the HermiteLindemann Theorem:

Theorem 1.2 (Hermite-Lindemann). Let $\beta$ be a nonzero complex number. Then one at least of the two numbers $\beta$ and $e^{\beta}$ is transcendental.

Hence, if $\beta$ is algebraic, then $\exp (\beta)$ is transcendental (for instance the number $e$ itself is transcendental, as well as $e^{\sqrt{2}}$ ). If $\alpha$ is a nonzero algebraic number, and if $\lambda$ is any nonzero determination of its logarithm, then $\lambda$ is a transcendental number. For instance, $\log 2$ is a transcendental number. Taking $\alpha=1$ and $\log 1=2 i \pi$, one also deduces the transcendence of the number $\pi$.

The set $\mathcal{L}$ of logarithms of nonzero algebraic numbers, that is the inverse image of the multiplicative group $\overline{\mathbb{Q}}^{\times}$by the exponential map:

$$
\mathcal{L}=\exp ^{-1}\left(\overline{\mathbb{Q}}^{\times}\right)=\left\{\lambda \in \mathbb{C} ; e^{\lambda} \in \overline{\mathbb{Q}}^{\times}\right\}
$$

will play an important role in these lectures. It is a $\mathbb{Q}$-vector subspace of $\mathbb{C}$, which contains $i \pi$ as well as all the usual logarithms of positive algebraic numbers.

The Theorem of Hermite-Lindemann can be written: $\overline{\mathbb{Q}} \cap \mathcal{L}=\{0\}$, which means:

## Any nonzero element of $\mathscr{L}$ is transcendental.

Another important result, stated by F. Lindemann and proved by K. Weierstraß [We 1885], reads as follows:

Let $\beta_{1}, \ldots, \beta_{n}$ be pairwise distinct algebraic numbers. Then the numbers $e^{\beta_{1}}, \ldots, e^{\beta_{n}}$ are linearly independent over $\mathbb{Q}$.

This result is equivalent to the following algebraic independence statement.
Theorem 1.3* ${ }^{*}$ Lindemann-Weierstraß ${ }^{2}$ ). If $\beta_{1}, \ldots, \beta_{n}$ are algebraic numbers which are linearly independent over $\mathbb{Q}$, then the $n$ numbers $e^{\beta_{1}}, \ldots, e^{\beta_{n}}$ are algebraically independent.

This is one of the very few results on algebraic independence of numbers connected with the exponential function (see $\S 1.4$ below).

After the contributions of J. Liouville, Ch. Hermite, F. Lindemann and K. Weierstraß, the next important step was provided by the work of C. L. Siegel [Si 1929], A. O. Gel'fond [G 1934] and Th. Schneider [Sch 1934], which led to the solution of Hilbert's seventh problem [Hi 1900]. The story of this problem is as follows. In his "Introductio in analysin infinitorum", L. Euler [Eu 1748] (Book I, Ch. VI, On Exponentials and Logarithms, $\mathrm{N}^{\circ} 105, \mathrm{p} .80$ ) defined the exponential and logarithm functions, and said:

From what we have seen, it follows that the logarithm of a number will not be a rational number unless the given number is a power of the base $a$. That is, unless the number $b$ is a power of the base $a$, the logarithm of $b$ cannot be expressed as a rational number. In case $b$ is a power of the base $a$, then the logarithm of $b$ cannot be an irrational number. If, indeed, $\log b=\sqrt{n}$, then $a^{\sqrt{n}}=b$, but this is impossible if both $a$ and $b$ are rational. It is especially

[^1]desirable to know the logarithms of rational numbers, since from these it is possible to find the logarithms of fractions and also surds. Since the logarithms of numbers which are not the powers of the base are neither rational nor irrational, it is with justice that they are called transcendental quantities. For this reason, logarithms are said to be transcendental.
D. Hilbert [Hi 1900] proposed this question as the seventh of his problems:

The expression $\alpha^{\beta}$ for an algebraic base $\alpha$ and an irrational algebraic exponent $\beta$, e.g. the number $2^{\sqrt{2}}$ or $e^{\pi}=i^{-2 i}$, always represents a transcendental or at least an irrational number.
(See the biography [Re 1970] of Hilbert by C. Reid, Chap. XIX p. 164).
This problem was solved in 1934 by A. O. Gel'fond [G 1934] and Th. Schneider [Sch 1934], independently and simultaneously:

Theorem 1.4 (Gel'fond-Schneider). If $\lambda_{1}, \lambda_{2}$ are $\mathbb{Q}$-linearly independent elements of $\mathcal{L}$, then they are $\overline{\mathbb{Q}}$-linearly independent.

This shows that $\mathcal{L}$, which is a $\mathbb{Q}$-vector space, is not a $\overline{\mathbb{Q}}$-vector space. More precisely, the quotient $\lambda_{1} / \lambda_{2}$ of two nonzero elements of $\mathscr{L}$ is either a rational or a transcendental number. For instance $\log 2 / \log 3$ is a transcendental number. Such a quotient cannot be an algebraic irrational number, like $i=\sqrt{-1}$ or like $\sqrt{2}$. The connection with Hilbert's problem is most easily seen by stating the Theorem of Gel'fond-Schneider as follows:

If $\lambda$ and $\beta$ are two complex numbers with $\lambda \neq 0$ and $\beta \notin \mathbb{Q}$, then one at least of the three numbers $e^{\lambda}, \beta$ and $e^{\beta \lambda}$ is transcendental.
Hence, if $\alpha$ is a nonzero algebraic number, $\lambda$ any nonzero logarithm of $\alpha$, and $\beta$ an irrational algebraic number, then $\alpha^{\beta}=\exp (\beta \lambda)$ is a transcendental number. As an example, $2^{\sqrt{2}}$ is a transcendental number. The transcendence of $e^{\pi}$ is obtained for instance by the choice $\alpha=1, \lambda=2 i \pi$ and $\beta=-i / 2$.

In his book [G 1952], A. O. Gel'fond emphasized the importance of getting a generalization of this statement to more than two logarithms (see § 1.2 below). Let $\lambda_{1}, \ldots, \lambda_{n}$ be $n$ logarithms of algebraic numbers which are linearly independent over $\mathbb{Q}$. The question is to prove that they are also linearly independent over the field $\overline{\mathbb{Q}}$ of algebraic numbers. For $n=2$, this is Theorem 1.4 of Gel'fond-Schneider. This problem was solved in 1966 by A. Baker [B 1966]:

Theorem 1.5 (Baker - Homogeneous Case). If $\lambda_{1}, \ldots, \lambda_{n}$ are $\mathbb{Q}$-linearly independent elements of $\mathcal{L}$, then they are linearly independent over $\overline{\mathbb{Q}}$.

Shortly later, A. Baker extended his result to a nonhomogeneous situation as follows:

Theorem 1.6 (Baker - General Case). If $\lambda_{1}, \ldots, \lambda_{n}$ are $\mathbb{Q}$-linearly independent elements of $\mathcal{L}$, then the $n+1$ numbers $1, \lambda_{1}, \ldots, \lambda_{n}$ are linearly independent over $\overline{\mathbb{Q}}$.

From Baker's Theorem 1.6, one easily deduces that if a number of the form

$$
e^{\beta_{0}} \alpha_{1}^{\beta_{1}} \cdots \alpha_{n}^{\beta_{n}}=\exp \left\{\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{n} \lambda_{n}\right\}
$$

(with $\beta_{i} \in \overline{\mathbb{Q}}, \lambda_{i} \in \mathcal{L}$ and $\alpha_{i}=e^{\lambda_{i}} \in \overline{\mathbb{Q}}^{\times}$) is algebraic, then $\beta_{0}=0$, and moreover, either $\lambda_{1}, \ldots, \lambda_{n}$ are all zero, or else the numbers $1, \beta_{1}, \ldots, \beta_{n}$ are linearly dependent over $\mathbb{Q}$.

Also Theorem 1.6 shows that any nonzero element in the $\overline{\mathbb{Q}}$-vector space

$$
\left\{\beta_{1} \lambda_{1}+\cdots+\beta_{n} \lambda_{n} ; n \geq 0, \beta_{i} \in \overline{\mathbb{Q}}, \lambda_{i} \in \mathcal{L}\right\}
$$

spanned by $\mathcal{L}$ is transcendental.
Theorem 1.6 includes not only the Theorem of Gel'fond-Schneider, but also the Theorem of Hermite-Lindemann (take $n=1$ ). However it does not include all that is known on the transcendence of values of the exponential function, even if one does not mention results of algebraic independence (like Theorem 1.3 of Lindemann-Weierstraß). One such result, which is not included in Baker's Theorem, is the so-called six exponentials Theorem (see § 1.3, Th. 1.12 below).

It will be convenient to show that several statements are equivalent to Baker's homogeneous Theorem 1.5. As pointed out by J-P. Serre in his Bourbaki lecture on Baker's work [Ser 1970], it means that the natural map from the tensor product $\overline{\mathbb{Q}} \otimes_{\mathbb{Q}} \mathcal{L}$ in $\mathbb{C}$, which extends the injection from $\mathcal{L}$ to $\mathbb{C}$, is still injective (see Exercise 1.3. For a definition of the tensor product, see for instance [L 1993], Chap. XVI).

The only linear dependence relations, with algebraic coefficients, between logarithms of algebraic numbers, are the trivial ones, like

$$
\log 24=\sqrt{3} \log 9+(1-2 \sqrt{3}) \log 3+\sqrt{2} \log 4+(3-2 \sqrt{2}) \log 2 .
$$

Roughly speaking, if Theorem 1.5 is not true, then any vanishing nontrivial linear combination of elements of $\mathcal{L}$ with algebraic coefficients and minimal length would have the property that the coefficients are linearly independent over $\mathbb{Q}$, and at the same time the elements of $\mathscr{L}$ also are linearly independent over $\mathbb{Q}$.

Lemma 1.7. Let $k \subset K$ be two fields, $\mathcal{E}$ be a $K$-vector space, and $\mathcal{M}$ be a $k$-vector subspace in $\mathcal{E}$. The three following statements are equivalent.
(i) Let $m$ be a positive integer and let $\lambda_{1}, \ldots, \lambda_{m}$ be elements of $\mathcal{M}$ which are linearly independent over $k$. Then these elements are also linearly independent over $K$ in $\mathcal{E}$.
(ii) Let $m$ be a positive integer. Let $\lambda_{1}, \ldots, \lambda_{m}$ be elements of $\mathcal{M}$, not all vanishing, and let $\beta_{1}, \ldots, \beta_{m}$ be $k$-linearly independent elements of $K$. Then

$$
\beta_{1} \lambda_{1}+\ldots+\beta_{m} \lambda_{m} \neq 0 .
$$

(iii) Let $m$ be a positive integer. Let $\lambda_{1}, \ldots, \lambda_{m}$ be $k$-linearly independent elements of $\mathcal{M}$ and $\beta_{1}, \ldots, \beta_{m}$ be $k$-linearly independent elements of $K$. Then

$$
\beta_{1} \lambda_{1}+\ldots+\beta_{m} \lambda_{m} \neq 0 .
$$

Proof. We first remark that the implication $(i) \Rightarrow$ (iii) is trivial.
a) Proof of (ii) $\Rightarrow$ (i). Assume that for some $m \geq 1$ we have a relation $\beta_{1} \lambda_{1}+\ldots+$ $\beta_{m} \lambda_{m}=0$ with $\beta_{1}, \ldots, \beta_{m}$ not all zero in $K$. Let $\beta_{1}^{\prime}, \ldots, \beta_{s}^{\prime}$ (with $0<s \leq m$ ) be a basis of the $k$-vector space they span. We can write

$$
\beta_{i}=\sum_{j=1}^{s} c_{i j} \beta_{j}^{\prime} \quad(1 \leq i \leq m)
$$

with $c_{i j} \in k$, which are not all zero. Then

$$
\sum_{j=1}^{s} \beta_{j}^{\prime}\left(\sum_{i=1}^{m} c_{i j} \lambda_{i}\right)=0
$$

Since $\beta_{1}^{\prime}, \ldots, \beta_{s}^{\prime}$ are $k$-linearly independent, we deduce from (ii)

$$
\sum_{i=1}^{m} c_{i j} \lambda_{i}=0 \quad \text { for } 1 \leq j \leq s
$$

Therefore $\lambda_{1}, \ldots, \lambda_{m}$ are $K$-linearly dependent.
b) Proof of (iii) $\Rightarrow$ (ii). Assume $\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m}=0$ with $\beta_{1}, \ldots, \beta_{m}$ linearly independent over $k$ in $K$ and $\lambda_{1}, \ldots, \lambda_{m}$ in $\mathcal{M}$. We shall conclude $\lambda_{1}=\cdots=\lambda_{m}=0$. Renumbering $\lambda_{1}, \ldots, \lambda_{m}$ if necessary, we may assume that $\lambda_{1}, \ldots, \lambda_{r}$ (for some $r$ with $0 \leq r \leq m)$ is a basis of the $k$-vector space spanned by $\lambda_{1}, \ldots, \lambda_{m}$ :

$$
\lambda_{i}=\sum_{j=1}^{r} c_{i j} \lambda_{j}, \quad(r+1 \leq i \leq m)
$$

where $c_{i j}$ are in $k$. We deduce

$$
\sum_{j=1}^{r} \gamma_{j} \lambda_{j}=0 \quad \text { with } \quad \gamma_{j}=\beta_{j}+\sum_{i=r+1}^{m} c_{i j} \beta_{i}, \quad(1 \leq j \leq r) .
$$

Using (iii) (with $m$ replaced by $r$ ), we deduce from the linear independence of $\lambda_{1}, \ldots, \lambda_{r}$ over $k$ that the $r$ elements $\gamma_{1}, \ldots, \gamma_{r}$ are $k$-linearly dependent in $K$. However, since $\beta_{1}, \ldots, \beta_{m}$ are linearly independent over $k$, the only possibility is $r=0$, which means $\lambda_{1}=\cdots=\lambda_{m}=0$.

When $k=\mathbb{Q}, K=\overline{\mathbb{Q}}, \mathcal{M}=\mathcal{L}$ and $\mathcal{E}=\mathbb{C}$, assertion $(i)$ is nothing but Theorem 1.5 (see § 9.1.1 for an application of this Lemma 1.7 to the nonhomogeneous case). Other statements which are equivalent to Theorem 1.5 are given in Exercise 1.5.

### 1.2 Lower Bounds for $\left|a_{1}^{b_{1}} \cdots a_{m}^{b_{m}}-1\right|$

Baker's Theorem 1.5 shows that expressions of the form

$$
\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m}
$$

(where, for $1 \leq i \leq m, \beta_{i}$ is an algebraic numbers and $\lambda_{i}$ is a logarithm of an algebraic number) can vanish only in trivial cases. In fact, the proof yields a stronger result, giving an explicit lower bound for such nonzero numbers. We consider here these results in the easiest case to explain, namely $\beta_{i} \in \mathbb{Z}, \lambda_{i}=\log \alpha_{i}$ where $\alpha_{i} \in \mathbb{Z}$, $\alpha_{i} \geq 2$.

Let $a_{1}, \ldots, a_{m}, b_{1}, \ldots, b_{m}$ be rational integers with the $a_{i}$ 's all greater than one. We assume

$$
a_{1}^{b_{1}} \cdots a_{m}^{b_{m}} \neq 1,
$$

and we ask for a lower bound for the distance between these two numbers.
There is a trivial estimate: a nonzero rational number is at least as large as the inverse of a denominator:

$$
\begin{aligned}
\left|a_{1}^{b_{1}} \cdots a_{m}^{b_{m}}-1\right| & \geq \prod_{b_{i}<0} a_{i}^{b_{i}} \\
& \geq \exp \left\{-\sum_{i=1}^{m}\left|b_{i}\right| \log a_{i}\right\} \\
& \geq \exp \{-m B \log A\},
\end{aligned}
$$

where $B=\max \left\{\left|b_{1}\right|, \ldots,\left|b_{m}\right|\right\}$ and $A=\max \left\{a_{1}, \ldots, a_{m}\right\}$. This kind of estimate extends to algebraic $\alpha$ 's. We shall call it Liouville's inequality (compare with Theorem 1.1; see also Chap. 2, Lemma 2.1, and Chap. 3, § 5).

The dependence in $m$ and $A$ in Liouville's inequality is sharp, but the main interest for applications is with the dependence in $B$. In order to see what can be expected, it is convenient to give a connection with measures of linear independence of logarithms of algebraic numbers. If

$$
0<\left|a_{1}^{b_{1}} \cdots a_{m}^{b_{m}}-1\right| \leq \frac{1}{2}
$$

then
$\frac{1}{2}\left|b_{1} \log a_{1}+\cdots+b_{m} \log a_{m}\right| \leq\left|a_{1}^{b_{1}} \cdots a_{m}^{b_{m}}-1\right| \leq 2\left|b_{1} \log a_{1}+\cdots+b_{m} \log a_{m}\right|$
(see Exercise 1.1). Therefore the problem of obtaining a lower bound for the distance between 1 and the product $a_{1}^{b_{1}} \cdots a_{m}^{b_{m}}$ is equivalent to obtaining a lower bound for the nonzero number $b_{1} \log a_{1}+\cdots+b_{m} \log a_{m}$.

An easy application of Dirichlet's box principle (see Exercise 1.2) now yields:

Lemma 1.8. Let $m, a_{1}, \ldots, a_{m}$ be rational integers, all of which are at least 2 . Define $A=\max \left\{a_{1}, \ldots, a_{m}\right\}$. Then for every integer $B \geq 4 \log A$, there exist rational integers $b_{1}, \ldots, b_{m}$ with

$$
0<\max _{1 \leq i \leq m}\left|b_{i}\right|<B
$$

such that

$$
\left|a_{1}^{b_{1}} \cdots a_{m}^{b_{m}}-1\right| \leq \frac{2 m \log A}{B^{m-1}}
$$

If $a_{1}, \ldots, a_{m}$ are multiplicatively independent, then the left hand side is not zero. The upper bound is polynomial in $1 / B$, while Liouville's inequality is exponential in $-B$. We shall see that, as far as the dependence in $B$ is concerned, Lemma 1.8 is closer to the truth than Liouville's lower bound.

In 1935, one year after he had solved the seventh problem of D. Hilbert, A. O. Gel'fond used his transcendence method in order to derive a lower bound for a linear combination of two logarithms of algebraic numbers with algebraic coefficients (for references, see [G 1952], [FSh 1967], [B 1977] and [Sp 1982]). Let us give a simple example of such an estimate: for $a_{1}, a_{2}$ multiplicatively independent positive rational integers, and for $\epsilon>0$, there exists a constant $C_{1}=C_{1}\left(a_{1}, a_{2}, \epsilon\right)$, which can be explicitly computed, such that, for all $\left(b_{1}, b_{2}\right) \in \mathbb{Z}^{2}$ with $\left(b_{1}, b_{2}\right) \neq(0,0)$, if we set $B=\max \left\{\left|b_{1}\right|,\left|b_{2}\right|, 2\right\}$, then

$$
\left|a_{1}^{b_{1}} a_{2}^{b_{2}}-1\right| \geq C_{1} \exp \left\{-(\log B)^{5+\epsilon}\right\} .
$$

In 1939, A. O. Gel'fond refined the estimate and replaced the exponent $5+\epsilon$ by $3+\epsilon$, and in 1949 he $^{3}$ reached $2+\epsilon$. At the same time he gave an estimate which is valid for any $m \geq 2$ (see [G 1952], Th. III of Chap. 1, p.28):

Theorem 1.9. (Gel'fond's Ineffective Estimate). Let $\left(a_{1}, \ldots, a_{m}\right)$ be a m-tuple of positive multiplicatively independent rational integers. For every $\delta>0$, there exists a positive constant $C_{2}=C_{2}\left(a_{1}, \ldots, a_{m}, \delta\right)$ such that, if $b_{1}, \ldots, b_{m}$ are rational integers, not all of which are zero, and if we set $B=\max \left\{\left|b_{1}\right|, \ldots,\left|b_{m}\right|, 2\right\}$, then

$$
\left|a_{1}^{b_{1}} \cdots a_{m}^{b_{m}}-1\right| \geq C_{2} e^{-\delta B}
$$

For the proof of Theorem 1.9, the main tool is a result of diophantine approximation, which we shall take for granted. A. O. Gel'fond used a result of his own, which was a refinement of earlier results due to A. Thue, C. L. Siegel and F. Dyson. Here, for simplicity, we shall use the stronger result due to K. F. Roth, which we do not prove in these notes (see for instance [Ro 1955], [Sch 1957], [B 1975], [L 1983] or [Sc 1991]):

[^2]Theorem 1.10* (Thue-Siegel-Roth). Let $\alpha$ be an algebraic number and let $\epsilon$ be a positive real number. There exists a number $C_{0}=C_{0}(\alpha, \epsilon)>0$ such that for any rational number $p / q$ with $q>0$ and $p / q \neq \alpha$,

$$
\left|\alpha-\frac{p}{q}\right|>\frac{C_{0}}{q^{2+\epsilon}}
$$

Proof of Theorem 1.9. We shall use Theorem 1.10 with $\epsilon=1$ :

$$
\left|\alpha-\frac{p}{q}\right|>\frac{C_{0}(\alpha, 1)}{q^{3}} .
$$

Let $\delta>0$. Assume $C_{2}$ does not exist: for each real number $C>0$ there exists $\underline{b}=\left(b_{1}, \ldots, b_{m}\right) \in \mathbb{Z}^{m}$ with

$$
0<\left|a_{1}^{b_{1}} \cdots a_{m}^{b_{m}}-1\right| \leq C \exp \{-\delta B\}
$$

where $B=\max \left\{2,\left|b_{1}\right|, \ldots,\left|b_{m}\right|\right\}$. Hence the set $E_{1}$ of $\underline{b} \in \mathbb{Z}^{m}$ for which

$$
0<\left|a_{1}^{b_{1}} \cdots a_{m}^{b_{m}}-1\right| \leq \exp \{-\delta B\}
$$

is infinite. Let $N$ be a positive integer satisfying $N>(6 m / \delta) \log A$, with $A=$ $\max \left\{a_{i}\right\}$. Since the set $(\mathbb{Z} / N \mathbb{Z})^{m}$ is finite, there is an infinite subset $E_{2}$ of $E_{1}$ having all elements in the same class modulo $N$. This means that there exists $\underline{r} \in \mathbb{N}^{m}$ with $0 \leq r_{i}<N(1 \leq i \leq m)$ such that, for all $\underline{b} \in E_{2}$,

$$
b_{i} \equiv r_{i} \quad \bmod N \quad(1 \leq i \leq m) .
$$

Let $E_{3}$ be the set of $\underline{b} \in E_{2}$ with $B \geq N$. Once more this is an infinite set. For each $\underline{b} \in E_{3}$, there is a $\underline{x} \in \mathbb{Z}^{m}$ such that

$$
b_{i}=r_{i}+N x_{i} \quad(1 \leq i \leq m) .
$$

We have $\left|x_{i}\right| \leq 1+B / N \leq 2 B / N(1 \leq i \leq m)$. Let us define two rational numbers $s=a_{1}^{r_{1}} \cdots a_{m}^{r_{m}}$ and $t=a_{1}^{x_{1}} \cdots a_{m}^{x_{m}}$. Notice that $s$ does not depend on $\underline{b} \in E_{3}$, while $t$ depends on $\underline{b}$. From the construction of $E_{3}$ we deduce

$$
0<\left|s t^{N}-1\right| \leq e^{-\delta B} .
$$

We now use the estimate $|x-1| \leq\left|x^{N}-1\right|$ which is valid for all $x>0$ (the number $1+x+\cdots+x^{N-1}$ is at least 1 ):

$$
0<\left|s^{1 / N} t-1\right| \leq e^{-\delta B}
$$

This shows that the rational number $t$ is close to the algebraic number $\alpha=s^{-1 / N}$ which is the real $N$-th root of $1 / s$ :

$$
0<|t-\alpha| \leq \alpha e^{-\delta B}
$$

Since the denominator of $t$ is at most $A^{2 m B / N}$, Theorem 1.10 yields:

$$
|t-\alpha| \geq C_{0}(\alpha, 1) A^{-6 m B / N}
$$

Combining the upper and lower bounds, we deduce the estimate

$$
B\left(\delta-\frac{6 m \log A}{N}\right) \leq-\log C_{0}(\alpha, 1)-\frac{1}{N} \log s
$$

which shows that the number $B$ is bounded (the numbers $\delta, A, N, C_{0}(\alpha, 1)$ and $s$ do not depend on $\underline{b} \in E_{3}$ ), which is in contradiction with the fact that $E_{3}$ is an infinite set.

This proof produces a lower bound for $\left|a_{1}^{b_{1}} \cdots a_{m}^{b_{m}}-1\right|$ using a lower bound for $|\alpha-(p / q)|$. By means of similar arguments, one can go backwards and deduce nontrivial measures of rational approximation for algebraic numbers using measures of linear independence for logarithms of algebraic numbers (see § 10.4.1).

The proof of Theorem 1.9 does not enable one to compute the constant $C_{2}$, because one uses the Thue-Siegel-Roth Theorem which is not effective: the number $C_{0}$ in Theorem 1.10 depends on $\alpha$ and $\epsilon$, but given $\alpha$ and $\epsilon$ we do not know how to compute it. The proof of Theorem 1.10 is by contradiction: if the result does not hold, there is a whole sequence of good rational approximations $p_{n} / q_{n}$ to $\alpha$, and this is the main point which makes the result ineffective.
A. O. Gel'fond applied his estimate to several number theoretic questions, in particular (with Y. V. Linnik) for Gauss' problem of determining all imaginary quadratic number fields with class number one. He also applied his lower bound to the study of several types of diophantine equations.

The question of effectivity here is a crucial one. To solve a diophantine equation is to give the complete list of solutions; for simplicity suppose we are looking for solutions in rational integers. A first question is to decide whether there are infinitely or only finitely many such solutions. Let us assume we are in the latter case. Sometimes it is possible to produce an upper bound for the number of solutions. Unless this upper bound is optimal, it will not be sufficient to derive an algorithm for completely solving the equation. On the other hand, if we know an upper bound for the maximum absolute value of the solutions themselves, then one deduces trivially such an algorithm (there are only finitely many integers below the bound). The last step is to produce an efficient algorithm which will complete the list of solutions, but we shall not address this issue here; our concern is to describe one basic tool which is efficient to produce an effective upper bound for the solutions.

We quote from Gel'fond's book [G 1952] (p. 126 of the English edition):
... one can assume the fundamental problem in the analytic theory of transcendental numbers to be that of strengthening the analytic methods in the theory of transcendental numbers, so that it will be possible to apply them to the investigation of the behavior of linear forms in $n$ logarithms of algebraic numbers.

Also, from p.177:

Nontrivial lower bounds for linear forms, with integral coefficients, of an arbitrary number of logarithms of algebraic numbers, obtained effectively by methods of the theory of transcendental numbers, will be of extraordinarily great significance in the solution of very difficult problems of modern number theory. Therefore, one may assume, as was already mentioned above, that the most pressing problem in the theory of transcendental numbers is the investigation of the measures of transcendence of finite sets of logarithms of algebraic numbers.

As we already know from § 1.1, this problem was solved in 1966 by A. Baker [B 1975]. The next refinement is due to N. I. Fel'dman [F 1968] two years later.

Let $a_{1}, \ldots, a_{m}$ be positive multiplicatively independent rational integers and $b_{1}, \ldots, b_{m}$ rational integers, not all of which are zero; then

$$
\left|a_{1}^{b_{1}} \cdots a_{m}^{b_{m}}-1\right| \geq \exp \left\{-C_{3} \log B\right\}=B^{-C_{3}}
$$

where $C_{3}=C_{3}\left(a_{1}, \ldots, a_{m}\right)$ is a positive effectively computable number.
Fel'dman's result is valid more generally when the integers $a_{1}, \ldots, a_{m}$ are replaced by algebraic numbers $\alpha_{1}, \ldots, \alpha_{n}$, (and also when $b_{1}, \ldots, b_{m}$ are replaced by algebraic numbers - in this case it is more convenient to state the result as a measure of linear independence for logarithms of algebraic numbers, that is a lower bound for a linear combination, with algebraic coefficients, of logarithms of algebraic numbers). Such estimates have many applications to various diophantine problems, including an effective improvement on Liouville's Theorem 1.1 due to Fel'dman (improving an earlier result of Baker - see § 10.4.1):

- For each algebraic number $\alpha$ of degree $d \geq 3$, there exists two positive constants $c(\alpha)$ and $\eta(\alpha)$ such that, for $p / q \in \mathbb{Q}$,

$$
\left|\alpha-\frac{p}{q}\right|>\frac{c(\alpha)}{q^{d-\eta(\alpha)}}
$$

In 1993 E. Bombieri [Bo 1993] introduced a new method for obtaining effective irrationality measures for roots of high order of algebraic numbers and examined the applications to effective diophantine approximation in a number field by a finitely generated subgroup. A new effective solution of Thue's equation in number fields and the Baker-Feldman effective improvement to Liouville's Theorem resulted. The main tools were the Thue-Siegel Principle, Viola's version of Dyson's Lemma, and the geometry of numbers, there being no appeal to measure of linear independence of logarithms of algebraic numbers. E. Bombieri and P. B. Cohen [BoCoh 1997] extended this work to the nonarchimedean case and introduced, along the lines of ideas by P. Corvaja [Co 1997], the use of Laurent's determinantal method to replace Siegel's Lemma in this context.

It is stated in [BoCoh 1997] that Theorem 1 of that paper can be obtained directly from Baker's method, rather than from the Thue-Siegel method. The authors point out that this would lead to a sharper version of their Theorem 1 and that their Theorem 2 , whose proof uses the geometry of numbers, could then be applied directly to this
sharper result. This program has been carried out by Y. Bugeaud [ Bu 1998b], both in the archimedean and nonarchimedean cases.

A detailed account of the history of measures of linear independence for logarithms of algebraic numbers until 1976 is given by A. Baker in [B 1977], and a more recent survey can be found in Chap. $4 \S 1$ of [FNe 1998] (see also [Mat 1998] and § 10.4). In this book we devote a lot of attention to this problem of giving explicit measures of linear independence for logarithms of algebraic numbers. Since the methods are usually not considered to be very simple, we try to make them easier to understand by introducing progressively some of the different tools which have been used so far for establishing the best known estimates. In Chap. 7 we prove a first explicit lower bound, which is not the best known one, but requires a minimum of technique. In particular the proof does not involve any derivation. One of the main tools is a zero estimate, which is proved in Chap. 5 by D. Roy, following P. Philippon [P 1986a]. A refinement of this zero estimate, involving derivations, is also due to P. Philippon [P 1986a], and is explained by D. Roy in Chap. 8.

Apart from the numerical value of the constant, the best known measures of linear independence for logarithms of algebraic numbers are proved twice, in Chapters 9 and 10 , by means of dual methods.

A special case of the general measure of linear independence provided by Theorem 9.1 is the following:

- Let $a_{1}, \ldots, a_{m}, b_{1}, \ldots, b_{m}$ be rational integers. Assume $a_{i} \geq 2$ for $1 \leq i \leq m$ and $a_{1}^{b_{1}} \cdots a_{m}^{b_{m}} \neq 1$. Define $B=\max \left\{2,\left|b_{1}\right|, \ldots,\left|b_{m}\right|\right\}$. Then

$$
\left|a_{1}^{b_{1}} \cdots a_{m}^{b_{m}}-1\right| \geq \exp \left\{-C(m)(\log B)\left(\log a_{1}\right) \cdots\left(\log a_{m}\right)\right\},
$$

where $C(m)$ is a positive effectively computable number which depends only on $m$.

We describe the state of the art on this topic in § 10.4 for the results, in § 14.4 for the methods.

The second part of Lang's book [L 1978] deals with measures of linear independence for logarithms of algebraic numbers (not only for the usual exponential function, but also for elliptic functions). The introduction to Chap. X and XI of [L 1978] (pp.212-217) proposes far reaching conjectures. For instance:

Conjecture 1.11. For any $\epsilon>0$, there exists a constant $C_{7}(\epsilon)>0$ such that, for any nonzero rational integers $a_{1}, \ldots, a_{m}, b_{1}, \ldots, b_{m}$ with $a_{1}^{b_{1}} \cdots a_{m}^{b_{m}} \neq 1$

$$
\left|a_{1}^{b_{1}} \cdots a_{m}^{b_{m}}-1\right| \geq \frac{C_{7}(\epsilon)^{m}}{B^{m-1+\epsilon} A^{m+\epsilon}}
$$

where $A=\max _{1 \leq i \leq m}\left|a_{i}\right|$ and $B=\max _{1 \leq i \leq m}\left|b_{i}\right|$.
A related open problem (see especially [B 1998], [P 1999b] and Exercise 1.11) is the $a b c$ Conjecture of D. W. Masser and J. Esterlé:
(?) abc-Conjecture. For each $\epsilon>0$ there exists a positive number $\kappa(\epsilon)$ which has the following property: if $a, b$ and $c$ are three positive rational integers which are relatively prime, with $a+b=c$, and if

$$
N=\prod_{p \mid a b c} p
$$

denotes the radical (or squarefree part) of the product abc, then

$$
c<\kappa(\epsilon) N^{1+\epsilon} .
$$

The example $a=1, c=3^{2^{n}}, b=c-a$ (where $2^{n}$ divides $b$ ) shows that the exponent $1+\epsilon$ cannot be replaced by 1 . This conjecture is closely related to a conjecture of L. Szpiro on the conductor of elliptic curves. An analog of the $a b c$ Conjecture for function fields is a theorem of W. W. Stothers (1981) and R. Mason (1984 - see [L 1993]). Using (ordinary as well as p-adic) measures of linear independence for logarithms of algebraic numbers, R. Tijdeman, C. L. Stewart and Yu Kunrui (see [StY 1991] and [Sc 1991] Epilogue) made a small step in the direction of the $a b c$ Conjecture:

$$
\log c \leq \kappa(\epsilon) N^{(1 / 3)+\epsilon}
$$

Applications of measures of linear independence of logarithms of algebraic numbers arise in many subjects: class number problems (A. Baker and H. Stark), padic $L$-functions (J. Ax and A. Brumer), knot theory (R. Riley), modular forms (R. W. K. Odoni), Ramanujan $\tau$ function (K. and M. Murty, T. N. Shorey), recurrent sequences (A. Schinzel, C. L. Stewart, J. H. Loxton, A. J. van der Poorten, M. Mignotte, R. Tijdeman, T. N. Shorey,. . . ), diophantine equations (A. O. Gel'fond and many others, including A. Baker).

Improvement on measures of linear independence of logarithms of algebraic numbers are relevant for solving diophantine equations. There is a big industry on this topic with many achievements. When only two logarithms are involved, the numerical constants are so small that they enable one to solve completely whole families of diophantine equations.

Further applications (together with proofs and references) can be found in the following references: [G 1952], [Ser 1970], [Sho 1974], [B 1975], [B 1977], [V 1977], [L 1978], [Sp 1982], [Lox 1986], [ShoT 1986], [Ser 1989], [Ri 1994], [FNe 1998], Chap. 4 § 1.

Most applications involve only homogeneous linear combinations of logarithms with rational coefficients. However, an application to computer science of the lower bound in [NeW 1996] for $|\beta-\lambda|$ (see § 14.2.3) is given in [MuTi 1996].

Conjecture 14.25 in Chap. 14 proposes a sharp lower bound for

$$
\left|\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m}\right|
$$

(for $\beta_{i} \in \overline{\mathbb{Q}}$ and $\lambda_{j} \in \mathcal{L}$ ) when this number is nonzero.

In a few particular special cases, very sharp numerical constants are known: for instance, using completely different techniques, related with Padé approximation and Siegel's $G$-functions, E. Dubois, G. Rhin and Ph. Toffin [Rh 1987] proved: for rational integers $b_{0}, b_{1}$ and $b_{2}$ with $B=\max \left\{\left|b_{1}\right|,\left|b_{2}\right|\right\} \geq 2$,

$$
\left|b_{0}+b_{1} \log 2+b_{2} \log 3\right| \geq B^{-13.3} .
$$

Such an estimate has recently been extended to

$$
\left|b_{0}+b_{1} \log 2+b_{2} \log 3+b_{3} \log 5+b_{4} \log 7\right|
$$

It should be pointed out that a similar method yields the irrationality of

$$
\left(\log \left(1+\frac{1}{q}\right)\right)\left(\log \left(1-\frac{1}{q}\right)\right)
$$

(work of A. I. Galochkin and M. Hata).
We just mention that there is also a rich related theory for elliptic logarithms [PW 1988c], [Hir 1991], with explicit estimates by S. David (for $n$ complex logarithms) [D 1995] and G. Rémond and F. Urfels [RemU 1996] (for two elliptic $p$-adic logarithms). See also [FNe 1998], Chap. 4 § 3.

An important open question, related with the so-called $S$-units equations, is to give an effective lower bound for non-vanishing expressions of the form

$$
\left|\sum_{i=1}^{n} \alpha_{1}^{b_{i 1}} \cdots \alpha_{m}^{b_{i m}}\right|
$$

where $\alpha_{1}, \ldots, \alpha_{m}$ are nonzero algebraic numbers and $b_{i j}(1 \leq i \leq n, 1 \leq j \leq m)$ are rational integers. Nontrivial (but also noneffective) lower bounds are known from Schmidt's subspace theorem (a far reaching generalization of the Thue-SiegelRoth theorem; see for instance [Sc 1980] and [Sc 1991]). Only the case $n=2$ has been made effective so far, thanks to effective measures of linear independence of logarithms of algebraic numbers.

### 1.3 The Six Exponentials Theorem and the Four Exponentials Conjecture

Let us start with an easy question: which are the real numbers $t$ for which $2^{t}$ is a rational integer? Of course all $t \in \mathbb{N}$ satisfy this requirement; but there are others: for $a \in \mathbb{N}, a \neq 0$, if we set $t=\log a / \log 2$, then $2^{t}=\exp (t \log 2)=a \in \mathbb{N}$. Hence

$$
\left\{t \in \mathbb{R} ; 2^{t} \in \mathbb{N}\right\}=\left\{\frac{\log a}{\log 2} ; a \in \mathbb{N}, a>0\right\}
$$

If we denote this set by $E_{1}$, then $E_{1} \cap \mathbb{Q}=\mathbb{N}$.

We consider now the set

$$
E_{2}=\left\{t \in \mathbb{R} ; 2^{t} \in \mathbb{N} \text { and } 3^{t} \in \mathbb{N}\right\} .
$$

This set contains $\mathbb{N}$ and is contained in $E_{1}$. In particular $E_{2} \cap \mathbb{Q}=\mathbb{N}$. The following problem is still open: is it true that $E_{2}=\mathbb{N}$ ? This means:

Problem. Does there exist an irrational number which belongs to $E_{2}$ ?

This question amounts to ask whether there exist two positive integers $a$ and $b$ such that

$$
\frac{\log a}{\log 2}=\frac{\log b}{\log 3}
$$

and at the same time this quotient is irrational. Another equivalent formulation is to ask whether a $2 \times 2$ matrix

$$
\left(\begin{array}{ll}
\log a & \log b \\
\log 2 & \log 3
\end{array}\right)
$$

(with positive integers $a$ and $b$ ) can be singular without $a$ being a power of 2 . We shall consider this question in a more general setting (the four exponentials Conjecture).

Finally we introduce a third set

$$
E_{3}=\left\{t \in \mathbb{R} ; 2^{t} \in \mathbb{N}, 3^{t} \in \mathbb{N} \text { and } 5^{t} \in \mathbb{N}\right\}
$$

Of course we have $\mathbb{N} \subset E_{3} \subset E_{2} \subset E_{1}$. The six exponentials Theorem below implies $E_{3}=\mathbb{N}$.

We may replace $\{2,3,5\}$ by any set of three distinct primes. More generally, if we consider three multiplicatively independent (complex) algebraic numbers, then there is no need to restrict the discussion to real values of $t$.

Theorem 1.12 (Six Exponentials). Let $x_{1}, \ldots, x_{d}$ be complex numbers which are linearly independent over $\mathbb{Q}$ and let $y_{1}, \ldots, y_{\ell}$ also be complex numbers which are linearly independent over $\mathbb{Q}$. Assume $d \ell>d+\ell$. Then one at least of the $d \ell$ numbers

$$
\exp \left(x_{i} y_{j}\right), \quad(1 \leq i \leq d, 1 \leq j \leq \ell)
$$

is transcendental.

It is clear that the interesting case is $d=3, \ell=2$ (or $d=2, \ell=3$, which gives the same result because of the symmetry), and this explains the name of the result.

One conjectures that the conclusion is still valid under the weaker hypothesis $d \ell \geq d+\ell$ :

Conjecture 1.13 (Four Exponentials Conjecture). Let $x_{1}, x_{2}$ be two $\mathbb{Q}$-linearly independent complex numbers and $y_{1}, y_{2}$ also two $\mathbb{Q}$-linearly independent complex numbers. Then one at least of the 4 numbers

$$
\exp \left(x_{i} y_{j}\right), \quad(i=1,2, j=1,2)
$$

is transcendental.

The six exponentials Theorem 1.12 occurs for the first time in a paper by L. Alaoglu and P. Erdős [AEr 1944], when these authors try to prove Ramanujan's assertion that the quotient of two consecutive superior highly composite numbers ${ }^{4}$ is a prime, they need to know that if $x$ is a real number such that $p_{1}^{x}$ and $p_{2}^{x}$ are both rational numbers, with $p_{1}$ and $p_{2}$ distinct prime numbers, then $x$ is an integer. However this statement (special case of the Conjecture 1.13) is yet unproven. They quote C. L. Siegel and claim that $x$ indeed is an integer if one assumes $p_{i}^{x}$ to be rational for three distinct primes $p_{i}$. This is just a special case of Theorem 1.12. They deduce that the quotient of two consecutive superior highly composite numbers is either a prime, or else a product of two primes.

Theorem 1.12 can be deduced from a very general result of Th. Schneider [Sch 1949]. Conjecture 1.13 is equivalent to the first of the eight problems at the end of Schneider's book [Sch 1957]. An explicit statement of the six exponentials Theorem, together with a proof, has been published independently and at about the same time by S. Lang [L 1965a], [L 1965b], [L 1966], Chap. 2 and K. Ramachandra [R 1968], [R 1969a], Chap. 2. They both formulated the four exponentials Conjecture 1.13 explicitly.

Remark. Taking $x_{1}=1, x_{2}=|\lambda| / \lambda, y_{1}=\lambda$ and $y_{2}=|\lambda|$, one deduces from Conjecture 1.13:

## (?) For $\lambda \in \mathcal{L}$ with $\lambda \notin \mathbb{R}$, the number $e^{|\lambda|}$ is transcendental.

Further similar open problems are proposed in § 11.6.1.
Baker's Theorem and the six exponentials Theorem do not cover all known transcendence results on the exponential function (without mentioning algebraic independence results). We give below (Theorems 1.16 and 1.17) stronger versions of the six exponentials Theorem.

### 1.4 Algebraic Independence of Logarithms

There are a few results of algebraic independence concerning the values of the exponential function which are not included in Theorem 1.3 of Lindemann-Weierstraß. For instance A. O. Gel'fond proved in 1949 that for a cubic number $\beta$ and for $\lambda \in \mathscr{L} \backslash\{0\}$, if we set

$$
\alpha=e^{\lambda}, \quad \alpha^{\beta}=e^{\beta \lambda} \quad \text { and } \quad \alpha^{\beta^{2}}=e^{\beta^{2} \lambda},
$$

then the two numbers $\alpha^{\beta}$ and $\alpha^{\beta^{2}}$ are algebraically independent (see [G 1952]). This result has been extended, especially by G. V. Chudnovsky and P. Philippon. The best

[^3]result known in this direction is due to G. Diaz: if $\beta$ is algebraic of degree $d \geq 3$, then for any $\lambda \in \mathcal{L} \backslash\{0\}$, at least $[(d+1) / 2]$ of the $d-1$ numbers $\alpha^{\beta}, \alpha^{\beta^{2}}, \ldots, \alpha^{\beta^{d-1}}$ are algebraically independent [Di 1989] (see § 15.4).

The most far reaching conjecture on the subject is due to S. Schanuel [L 1966]:
Conjecture 1.14 (Schanuel's Conjecture). If $x_{1}, \ldots, x_{n}$ are $\mathbb{Q}$-linearly independent complex numbers, then, among the $2 n$ numbers

$$
x_{1}, \ldots, x_{n}, e^{x_{1}}, \ldots, e^{x_{n}}
$$

at least $n$ are algebraically independent.
The conclusion may also be phrased: the transcendence degree over $\mathbb{Q}$ of the field

$$
\mathbb{Q}\left(x_{1}, \ldots, x_{n}, e^{x_{1}}, \ldots, e^{x_{n}}\right)
$$

is at least $n$.
This conjecture is believed to include all known transcendence results as well as all reasonable transcendence conjectures on the values of the exponential function. The special case where $x_{1}, \ldots, x_{n}$ are all algebraic is just Theorem 1.3 of LindemannWeierstraß. The other special case where $e^{x_{1}}, \ldots, e^{x_{n}}$ are algebraic would already have tremendous consequences:

Conjecture 1.15 (Algebraic Independence of Logarithms). Let $\lambda_{1}, \ldots, \lambda_{n}$ be elements of $\mathscr{L}$ which are linearly independent over $\mathbb{Q}$. Then these numbers are algebraically independent.

We are very far from this conjecture. Indeed, it is not yet even known that there exist at least two algebraically independent logarithms of algebraic numbers! In spite of this bad situation, interesting partial results are known, as we shall see. Instead of looking, for a fixed tuple $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathscr{L}^{n}$, to the condition $P\left(\lambda_{1}, \ldots, \lambda_{n}\right)=0$ for some $P \in \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$, we fix $P \in \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$ and we consider the set of zeros of $P$ in $\mathcal{L}^{n}$.

Some such results are known in connection with lower bounds for the ranks of matrices whose entries are logarithms of algebraic numbers. We shall now look at this problem.

Conjecture 1.13 can be stated as follows. Consider a $2 \times 2$ matrix whose entries are logarithms of algebraic numbers:

$$
M=\left(\begin{array}{ll}
\lambda_{11} & \lambda_{12} \\
\lambda_{21} & \lambda_{22}
\end{array}\right) \text {. }
$$

Assume that the two rows of M are linearly independent over $\mathbb{Q}\left(\right.$ in $\left.\mathbb{C}^{2}\right)$, and also that the two columns are linearly independent over $\mathbb{Q}$. Then the rank of M is 2 .

It is not difficult (Exercise 1.8) to deduce the four exponentials Conjecture 1.13 from Conjecture 1.15 on algebraic independence of logarithms.

Theorem 1.12 is equivalent to the following assertion:
Consider a $d \times \ell$ matrix whose entries are logarithms of algebraic numbers:

$$
\mathrm{M}=\left(\begin{array}{ccc}
\lambda_{11} & \cdots & \lambda_{1 \ell} \\
\vdots & \ddots & \vdots \\
\lambda_{d 1} & \cdots & \lambda_{d \ell}
\end{array}\right)
$$

Assume that the $d$ rows of M are $\mathbb{Q}$-linearly independent (in $\mathbb{C}^{\ell}$ ), and also that the $\ell$ columns are $\mathbb{Q}$-linearly independent (in $\mathbb{C}^{d}$ ). If $d \ell>d+\ell$, then the rank of M is at least 2 .
We obtain the equivalence with Theorem 1.12 by noticing that a $d \times \ell$ matrix has rank at most 1 if and only if it can be written $\left(x_{i} y_{j}\right)_{1 \leq i \leq d, 1 \leq j \leq \ell}$, for some complex numbers $x_{1}, \ldots, x_{d}, y_{1}, \ldots, y_{\ell}$ (see Exercise 1.9).

Assume now that $d \ell /(d+\ell)$ is large. Is it possible to get a better lower bound for the rank of M ? We notice first that conditions on linear independence of rows and columns are no longer sufficient, as shown by matrices like the following one, which has rank 2:

$$
\left(\begin{array}{cccc}
\log 2 & \log 3 & \cdots & \log p_{m} \\
\log 3 & & & \\
\vdots & & 0 & \\
\log p_{m} & & &
\end{array}\right)
$$

where $d=\ell=m$, and $p_{m}$ is the $m$-th prime number. Here is a simple statement which extends Theorem 1.12 and will be proved in $\S$ 12.2.1.

Theorem 1.16. Let $\mathrm{M}=\left(\lambda_{i j}\right)_{\substack{1 \leq i \leq d \\ 1 \leq i \leq \ell}}$ be a $d \times \ell$ matrix with entries in $\mathcal{L}$. Assume that for any $\underline{t}=\left(t_{1}, \ldots, t_{d}\right) \in \mathbb{Z}^{d} \backslash\{0\}$ and any $\underline{s}=\left(s_{1}, \ldots, s_{\ell}\right) \in \mathbb{Z}^{\ell} \backslash\{0\}$, we have

$$
\sum_{i=1}^{d} \sum_{j=1}^{\ell} t_{i} s_{j} \lambda_{i j} \neq 0
$$

Then the rank of M is at least $d \ell /(d+\ell)$.
Let us assume that Conjecture 1.14 is true.

- How can one describe the rank of a matrix

$$
\mathrm{M}=\left(\lambda_{i j}\right)_{\substack{1 \leq i \leq d \\ 1 \leq j \leq e}}
$$

with entries in $\mathcal{L}$ ?
This problem has been solved by D. Roy [Roy 1989] as follows: let $\lambda_{1}, \ldots, \lambda_{r}$ be a basis of the $\mathbb{Q}$-vector space spanned by the $d \ell$ entries of M : there exist rational integers $a_{i j k}$ such that

$$
\lambda_{i j}=\sum_{k=1}^{r} a_{i j k} \lambda_{k}, \quad(1 \leq i \leq d, 1 \leq j \leq \ell) .
$$

Consider the matrix

$$
\tilde{\mathrm{M}}=\left(\sum_{k=1}^{r} a_{i j k} X_{k}\right)_{\substack{1 \leq i \leq d \\ 1 \leq j \leq e}}=\sum_{k=1}^{r} X_{k}\left(a_{i j k}\right)_{\substack{1 \leq i \leq d \\ 1 \leq j \leq \ell}},
$$

with coefficients which are linear forms in unknowns $X_{1}, \ldots, X_{r}$ and define the structural rank of M as the rank of the matrix $\tilde{\mathrm{M}}$ whose entries are in the field $\mathbb{Q}\left(X_{1}, \ldots, X_{r}\right)$ of rational functions in $r$ variables:

$$
r_{\mathrm{str}}(\mathrm{M})=\operatorname{rank}(\tilde{\mathrm{M}}) .
$$

This number does not depend on the choice of $\lambda_{1}, \ldots, \lambda_{r}$, and Conjecture 1.15 plainly implies that the equality $\operatorname{rank}(\mathrm{M})=r_{\text {str }}(\mathrm{M})$ holds. One does not need the full force of Conjecture 1.15: one needs only the homogeneous special case of it: if $\lambda_{1}, \ldots, \lambda_{n}$ are elements of $\mathcal{L}$ which are linearly independent over $\mathbb{Q}$, and if $P \in \mathbb{Q}\left[X_{1}, \ldots, X_{n}\right]$ is a nonzero homogeneous polynomial, then $P\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ is not zero.

A quite remarkable fact, proved by D. Roy [Roy 1989], is that the converse holds, namely: if $\operatorname{rank}(\mathrm{M})=r_{\text {str }}(\mathrm{M})$ holds for all matrices M with entries in $\mathcal{L}$, then the conjecture on homogeneous algebraic independence of logarithms is true.

If one wishes to consider nonhomogeneous polynomials in logarithms of algebraic numbers, then it is sufficient to deal with matrices whose entries lie in the $\mathbb{Q}$-vector subspace of $\mathbb{C}$ spanned by 1 and $\mathcal{L}$.

More generally, denote by $\widetilde{\mathcal{L}}$ the $\overline{\mathbb{Q}}$-vector space spanned in $\mathbb{C}$ by 1 and $\mathcal{L}$ :

$$
\widetilde{\mathcal{L}}=\left\{\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{n} \lambda_{n} ; n \geq 0, \beta_{i} \in \overline{\mathbb{Q}}, \lambda_{i} \in \mathscr{L}\right\}
$$

The structural rank of a matrix with entries in $\widetilde{\mathcal{L}}$ is defined as before, taking a basis of the $\overline{\mathbb{Q}}$-vector space spanned by the coefficients and considering matrices whose entries are linear forms. Again, it follows from [Roy 1989] that Conjecture 1.15 is equivalent to the fact that the rank equals the structural rank for matrices with coefficients in $\widetilde{\mathscr{L}}$. Moreover, the following partial result in the direction of Conjecture 1.15 is known [Roy 1992a] - see Chap. 12:

Theorem 1.17 (D. Roy). Let $M$ be a matrix whose entries are in $\widetilde{\mathscr{L}}$. Then

$$
\operatorname{rank}(\mathrm{M}) \geq \frac{1}{2} r_{\mathrm{str}}(\mathrm{M})
$$

Therefore, from this point of view, half of Conjecture 1.15 on algebraic independence of logarithms is now proved!

The proof of this result rests on the so-called Linear Subgroup Theorem (see § 1.5 below and Chap. 11). Further related results are given in Roy's papers, especially [Roy 1992c] where he answers a question of J-J. Sansuc on the density of finitely generated subgroups in the multiplicative group $k^{\times}$of a number field $k$ for the canonical embedding into $\left(k \otimes_{\mathbb{Q}} \mathbb{R}\right)^{\times}$.

### 1.5 Diophantine Approximation on Linear Algebraic Groups

The Linear Subgroup Theorem 11.5 is a statement which provides a lower bound for the rank of matrices whose coefficients are either algebraic numbers or logarithms of algebraic numbers. We do not state the precise result here (all necessary information is provided in Chap. 11), but we only give some examples.

Let $d_{0}, d_{1}, \ell_{0}$ and $\ell_{1}$ be nonnegative integers. Define $d=d_{0}+d_{1}, \ell=\ell_{0}+\ell_{1}$, and assume $d>0$ and $\ell>0$. Consider the $d \times \ell$ matrix

$$
\mathrm{M}=\left(\begin{array}{cc}
\mathrm{B}_{0} & \mathrm{~B}_{1} \\
& \\
\mathrm{~B}_{2} & \mathrm{~L}
\end{array}\right)=\left(\begin{array}{cccccc}
\beta_{11} & \cdots & \beta_{1 \ell_{0}} & \beta_{1, \ell_{0}+1} & \cdots & \beta_{1 \ell} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\beta_{d_{0} 1} & \cdots & \beta_{d_{0} \ell_{0}} & \beta_{d_{0}, \ell_{0}+1} & \cdots & \beta_{d_{0} \ell} \\
\beta_{d_{0}+1,1} & \cdots & \beta_{d_{0}+1, \ell_{0}} & \lambda_{11} & \cdots & \lambda_{1 \ell_{1}} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\beta_{d 1} & \cdots & \beta_{d \ell_{0}} & \lambda_{d_{1} 1} & \cdots & \lambda_{d_{1} \ell_{1}}
\end{array}\right)
$$

where each of the three matrices $B_{0}, B_{1}$ and $B_{2}$ has algebraic entries, while the matrix $L$ has entries in $\mathcal{L}$.

Under suitable assumptions, the following lower bound holds:

$$
\operatorname{rank}(\mathrm{M}) \geq \frac{d_{1} \ell_{1}+d_{1} \ell_{0}+d_{0} \ell_{1}}{d_{1}+\ell_{1}}
$$

This estimate is especially interesting when the right hand side is $>d-1$, since in this case the conclusion can be written: $\operatorname{rank}(\mathrm{M})=d$. This happens when

$$
\ell_{1} \geq d_{1}\left(d-\ell_{0}-1\right)+1
$$

Two important examples, as we shall see shortly, are given by:
a) $\ell_{0}=d-1$ and $\ell_{1}=1$
and
b) $d_{0}=d-1, d_{1}=1$ and $\ell_{0}+\ell_{1} \geq d$.

A connection with Baker's Theorem 1.6 on non-vanishing of linear combinations of logarithms of algebraic numbers

$$
\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{n-1} \lambda_{n-1}-\lambda_{n}
$$

arises from the following observation:

$$
\operatorname{det}\left(\begin{array}{cccc} 
& & & X_{1} \\
& \mathrm{I}_{n} & & \vdots \\
& & & X_{n} \\
Y_{1} & \cdots & Y_{n} & T
\end{array}\right)=T-X_{1} Y_{1}-\cdots-X_{n} Y_{n} .
$$

Hence, in case a), one can choose

$$
\left(\begin{array}{ccccc} 
& & & & 1 \\
& & & & \lambda_{1} \\
& & & & \vdots \\
& & & & \lambda_{n-1} \\
\beta_{0} & \beta_{1} & \cdots & \beta_{n-1} & \lambda_{n}
\end{array}\right)
$$

(with $d=n+1, d_{0}=1, d_{1}=d-1, \ell_{0}=d-1, \ell_{1}=1$ ), while the following matrix belongs to case b ):

$$
\left(\begin{array}{ccccc} 
& & & & \beta_{0} \\
& & & & \beta_{1} \\
& & \mathrm{I}_{n} & & \vdots \\
& & & & \beta_{n-1} \\
1 & \lambda_{1} & \cdots & \lambda_{n-1} & \lambda_{n}
\end{array}\right),
$$

(with $d=n+1, d_{0}=d-1, d_{1}=1, \ell_{0}=1, \ell_{1}=d-1$ ).
For a homogeneous linear combination of only two logarithms $\beta \lambda_{1}-\lambda_{2}$, example a) with $\ell_{1}=1$ corresponds to Gel'fond's solution of Hilbert's seventh problem, while example b) with $d_{1}=1$ corresponds to Schneider's proof of Theorem 1.4. The relation between these two solutions is merely a transposition of the matrices; this duality will be introduced and studied in $\S 13.7$, in connection with the Fourier-Borel transform.

This shows that transcendence results, like the theorems of Hermite-Lindemann, Gel'fond-Schneider, Baker, or the six exponentials Theorem, can be formulated as lower bounds for the rank of a matrix like M . A quantitative estimate of diophantine approximation is obtained from an effective version of the Linear Subgroup Theorem as follows. We start from a matrix as above

$$
\mathrm{M}=\left(\begin{array}{ll}
\mathrm{B}_{0} & \mathrm{~B}_{1} \\
\mathrm{~B}_{2} & \underbrace{\mathrm{~L}}_{\ell_{1}}
\end{array}\right) \begin{aligned}
& \} d_{0} \\
& \} d_{1}
\end{aligned}
$$

where $B_{0}, B_{1}, B_{2}$ are matrices with algebraic entries, while the entries of $L$ are in $\mathcal{L}$. A result of diophantine approximation (see Chap. 13) will be a lower bound for the distance between such a matrix M and a matrix with complex entries of low rank.

Therefore we consider another matrix, with complex entries, of the same size:

$$
M^{\prime}=\left(\begin{array}{cc}
\mathrm{B}_{0}^{\prime} & \mathrm{B}_{1}^{\prime} \\
\mathrm{B}_{2}^{\prime} & \mathrm{L}^{\prime}
\end{array}\right)
$$

If the transcendence proof yields $\operatorname{rank}(\mathrm{M})>r$, and if the matrix $\mathrm{M}^{\prime}$ has rank at most $r$, then one can produce an explicit lower bound for the distance between the two matrices. Such a lower bound will depend on the parameters $d_{0}, d_{1}, \ell_{0}, \ell_{1}$, as well as on the rank of $\mathrm{M}^{\prime}$. The explicit estimate (Theorem 13.1) depends also on the heights of the algebraic numbers $\beta_{i j}$ and $\alpha_{i j}=e^{\lambda_{i j}}$, on the degree of the number field generated by these $d \ell$ algebraic numbers, and on the absolute values of the $\lambda_{i j}$.

In the simplest case of square $d \times d$ matrices where $\mathrm{M}^{\prime}$ is only supposed to be of rank at most $d-1$, a lower bound for the distance between M and $\mathrm{M}^{\prime}$ is equivalent to
an estimate from below for the determinant of M . One obtains in this way effective versions of Baker's Theorem 1.6 (see § 14.4).

Finally, we point out that this type of result can be used to produce results of algebraic independence (see Chap. 15).

## Exercises

## Exercise 1.1.

a) Let $z_{1}$ and $z_{2}$ be two complex numbers. Denote by $x_{i}=\operatorname{Re}\left(z_{i}\right)$ the real part of $z_{i}(i=1,2)$. Check

$$
\left|e^{z_{1}}-e^{z_{2}}\right| \leq\left|z_{1}-z_{2}\right| e^{\max \left\{x_{1}, x_{2}\right\}} .
$$

Hint. One solution is to check, for $x=\operatorname{Re}(z)$,

$$
\left|\int_{0}^{1} e^{t z} d t\right| \leq \int_{0}^{1} e^{t x} d t
$$

Another solution starts from

$$
\left|e^{z}-1\right| \leq e^{|z|}-1
$$

Moreover, for $r>0$ and $\left|z_{1}-z_{2}\right| \leq r$, check

$$
\left|e^{z_{1}}-e^{z_{2}}\right| \leq\left|z_{1}-z_{2}\right| \frac{e^{r}-1}{r} e^{\min \left\{x_{1}, x_{2}\right\}}
$$

b) For any $0 \leq \theta<1$, the condition $|z-1| \leq \theta$ implies, for the principal value of the complex logarithm,

$$
|\log z| \leq \frac{1}{1-\theta}|z-1|
$$

Hint. Check that, for any $t$ and $\vartheta$ in $\mathbb{R}$ satisfying $t \leq \vartheta<1$, the following upper bound holds:

$$
|\log (1-t)| \leq \frac{|t|}{1-\vartheta}
$$

c) Let $\vartheta \in \mathbb{R}$ and $v, w \in \mathbb{C}$ satisfy

$$
\left|w e^{-v}-1\right| \leq \vartheta \quad \text { and } \quad 0 \leq \vartheta<1 .
$$

Show that there exists $\lambda \in \mathbb{C}$ with $e^{\lambda}=w$ and

$$
|\lambda-v| \leq \frac{1}{1-\vartheta}\left|w e^{-v}-1\right| .
$$

Hint. Define $\lambda=v+\log \left(w e^{-v}\right)$ where $\log$ is the principal value of the logarithm.
d) For any $0 \leq \theta \leq \pi$, and $z \in \mathbb{C}$ satisfying $|z| \leq \theta$, check

$$
|z| \leq \frac{\theta}{\sqrt{2-2 \cos \theta}}\left|e^{z}-1\right| .
$$

Hint. Check, for $|z|=\theta \leq \pi$,

$$
\left|e^{z}-1\right| \geq\left|e^{i \theta}-1\right|
$$

Exercise 1.2. Complete the proof of Lemma 1.8 by applying Dirichlet's pigeonhole principle to the points

$$
b_{1} \log a_{1}+\cdots+b_{m} \log a_{m}, \quad\left(0 \leq b_{i}<B, 1 \leq i \leq m\right)
$$

which all lie in the interval $[0, m B \log A]$.
Hint. Check $B^{m-1} \log 2 \geq m \log A$ and use Exercise 1.1.a. See also Lemma 4.11.

Exercise 1.3. Show that the statements (i), (ii) and (iii) in Lemma 1.7 are also equivalent to:
(iv) Let $n$ be a nonnegative integer, $\lambda_{1}, \ldots, \lambda_{n+1}$ be elements of $\mathcal{M}$, and $\beta_{1}, \ldots, \beta_{n}$ elements of $K$. Assume $\lambda_{1}, \ldots, \lambda_{n}$ are $K$-linearly independent and

$$
\beta_{1} \lambda_{1}+\cdots+\beta_{n} \lambda_{n}=\lambda_{n+1} .
$$

Then $\beta_{1}, \ldots, \beta_{n}$ are all in $k$.
(v) The natural map $\mathcal{M} \otimes_{k} K \rightarrow \mathcal{E}$, which extends the injection from $\mathcal{M}$ to $\mathcal{E}$, is still injective.

Hint. Let $\left(\mu_{i}\right)_{i \in I}$ be a basis of the $k$-vector space $\mathcal{M}$, and let $\left(\gamma_{j}\right)_{j \in J}$ be a basis of the $k$-vector space $K$. Then $\mu_{i} \otimes \gamma_{j}(i \in I, j \in J)$ is a basis of $\mathcal{M} \otimes_{k} K$ over $k$ :

$$
\begin{aligned}
\mathcal{M} \otimes_{k} K & =\left\{\sum_{i \in I} \mu_{i} \otimes \beta_{i} ; \quad \beta_{i} \in K \quad \text { with } \quad \operatorname{supp}\left(\beta_{i}\right)_{i \in I} \quad \text { finite }\right\} \\
& =\left\{\sum_{j \in J} \lambda_{j} \otimes \gamma_{j} ; \quad \lambda_{j} \in \mathcal{M} \quad \text { with } \quad \operatorname{supp}\left(\lambda_{j}\right)_{j \in J} \quad \text { finite }\right\} \\
& =\left\{\sum_{i \in I} \sum_{j \in J} c_{i j} \mu_{i} \otimes \gamma_{j} ; c_{i j} \in k \text { with } \operatorname{supp}\left(c_{i j}\right)_{i \in I, j \in J} \text { finite }\right\},
\end{aligned}
$$

where finite support means that all but finitely many elements vanish.
The map $\mathcal{M} \otimes_{k} K \rightarrow \mathcal{E}$ is nothing but

$$
\sum_{i \in I} \mu_{i} \otimes \beta_{i} \longmapsto \sum_{i \in I} \mu_{i} \beta_{i}, \quad \sum_{j \in J} \lambda_{j} \otimes \gamma_{j} \longmapsto \sum_{j \in J} \lambda_{j} \gamma_{j}
$$

as well as

$$
\sum_{i \in I} \sum_{j \in J} c_{i j} \mu_{i} \otimes \gamma_{j} \longmapsto \sum_{i \in I} \sum_{j \in J} c_{i j} \mu_{i} \gamma_{j}
$$

Exercise 1.4. Let $k \subset K$ be two fields.
a) Let $\mathcal{V}$ be a $K$-vector subspace of $K^{d}$. Show that the following conditions are equivalent:
(i) $\mathcal{V}$ is intersection of hyperplanes which are defined by linear forms with coefficients in $k$.
(ii) $\mathcal{V}$ has a basis whose elements belong to $k^{d}$.
(iii) There exists a surjective linear map $K^{d} \longrightarrow K^{r}$ with kernel $\mathcal{V}$ whose matrix (in the canonical bases) has coefficients in $k$.

Such a subspace $\mathcal{V}$ is called rational over $k$.
b) Again let $\mathcal{V}$ be a vector subspace of $K^{d}$. Denote by $\pi_{\mathcal{V}}$ the canonical map $K^{d} \rightarrow K^{d} / \mathcal{V}$. Check $\operatorname{dim}_{k}\left(\pi_{\mathcal{V}}\left(k^{d}\right)\right) \geq \operatorname{dim}_{K}\left(K^{d} / \mathcal{V}\right)$. Show that equality holds if and only if $\mathcal{V}$ is rational over $k$.
c) Let $\mathcal{V}$ be a $K$-vector space. A $k$-structure on $\mathcal{V}$ is a $k$-vector subspace $\mathcal{V}^{\prime}$ of $\mathcal{V}$ such that any basis of $\mathcal{V}^{\prime}$ over $k$ is a basis of $\mathcal{V}$ over $K$ (see for instance [Roy 1995], § 1). In the case where $\mathcal{V}$ is a vector subspace of $K^{d}$, show that $\mathcal{V} \cap k^{d}$ is a $k$-structure on $\mathcal{V}$ if and only if $\mathcal{V}$ is rational over $k$.

Exercise 1.5. Show that Baker's homogeneous Theorem 1.5 is also equivalent to each of the following assertions:
(i) Let $d$ be a positive integer. Let $\mathcal{W}$ be a subspace of $\mathbb{C}^{d}$ which is rational over $\overline{\mathbb{Q}}$ (see Exercise 1.4) such that $\mathcal{W} \cap \mathbb{Q}^{d}=0$. Then $\mathcal{W} \cap \mathscr{L}^{d}=0$.
(ii) Let $n$ be a positive integer and $E$ a subset of $\mathcal{L}^{n}$. The smallest (= intersection of all) subspace of $\mathbb{C}^{n}$ rational over $\overline{\mathbb{Q}}$ which contains $E$ is rational over $\mathbb{Q}$.
(iii) Let $\ell, d$ be positive integers and $\underline{\lambda}_{1}, \ldots, \underline{\lambda}_{\ell}$ be $\mathbb{Q}$-linearly independent elements in $\mathcal{L}^{d}$. Then $\underline{\lambda}_{1}, \ldots, \underline{\lambda}_{\ell}$ are $\overline{\mathbb{Q}}$-linearly independent.
(iv) Let $d$ be a positive integer and $\mathcal{W}$ a subspace of $\mathbb{C}^{d}$ which is rational over $\overline{\mathbb{Q}}$. Then

$$
\mathcal{W} \cap \mathcal{L}^{d}=\bigcup_{V} V \cap \mathcal{L}^{d},
$$

where $V$ ranges over the vector subspaces of $\mathbb{C}^{d}$ which are rational over $\mathbb{Q}$ and contained in $\mathcal{W}$.

Hint. The implication (iii) $\Rightarrow$ Theorem 1.5 is clear (take $d=1$ ), and (iv) $\Rightarrow$ (i) is easy (if $\mathcal{W} \cap \mathbb{Q}^{d}=0$ then the only vector subspace of $\mathbb{C}^{d}$ which is rational over $\mathbb{Q}$ and contained in $\mathcal{W}$ is $\{0\}$ ).

For the proof of Theorem $1.5 \Rightarrow(i)$, write $\mathcal{W}$ as intersection of $\overline{\mathbb{Q}}$-rational hyperplanes. For $\left(\lambda_{1}, \ldots, \lambda_{d}\right) \in \mathcal{W} \cap \mathcal{L}^{d}$, choose a basis of the $\mathbb{Q}$-vector subspace of $\mathbb{C}$ spanned by $\lambda_{1}, \ldots, \lambda_{d}$.

For the proof of $(i) \Rightarrow($ ii $)$, consider a hyperplane $Z$ in $\mathbb{C}^{n}$ which is rational over $\overline{\mathbb{Q}}$ and contains $E$. Let $\beta_{1} z_{1}+\cdots+\beta_{n} z_{n}=0$ be an equation of $Z$. Select a basis of the $\mathbb{Q}$-vector subspace of $\mathbb{C}$ spanned by $\beta_{1}, \ldots, \beta_{n}$. Deduce from (i) that there exists a subspace $W$ of $\mathbb{C}^{n}$, rational over $\mathbb{Q}$, with $E \subset W \subset Z$.

For $($ ii $) \Rightarrow$ (iii), transpose the matrix in $\operatorname{Mat}_{d \times \ell}(\mathcal{L})$ whose columns vectors are $\underline{\lambda}_{1}, \ldots, \underline{\lambda}_{\ell}$ and apply (ii) with $n$ replaced by $\ell$.

Finally, assuming (ii), we deduce that for any $\mathcal{W} \subset \mathbb{C}^{d}$ rational over $\overline{\mathbb{Q}}$, there exists $V \subset \mathbb{C}^{d}$ rational over $\mathbb{Q}$ and contained in $\mathcal{W}$ such that

$$
\mathcal{W} \cap \mathcal{L}^{d}=V \cap \mathcal{L}^{d},
$$

which is more precise than (iv).

Exercise 1.6. A consequence of Baker's Theorem 1.6 is the transcendence of numbers like

$$
\int_{0}^{1} \frac{d t}{1+t^{3}}=\frac{1}{3}\left(\log 2+\frac{\pi}{\sqrt{3}}\right)
$$

Let $P$ and $Q$ be two nonzero polynomials with algebraic coefficients and $\operatorname{deg} P<\operatorname{deg} Q$. Assume $Q$ has no multiple zero. Let $\gamma$ be a contour in the complex plane, which is either closed, or has endpoints which are algebraic or infinite, and such that the definite integral

$$
\int_{\gamma} \frac{P(z)}{Q(z)} d z
$$

exists and is not zero. Then this integral is a transcendental number.

Hint. See [V 1971].

Exercise 1.7. Assume that the four exponentials Conjecture 1.13 is true. Deduce that if $z \in \mathbb{C}$ satisfies $|z| \in \mathbb{Q}$ and $e^{2 i \pi z} \in \overline{\mathbb{Q}}$, then $z \in \mathbb{Q}$.

See fig. 1.18: Diaz' curve $e^{2 i \pi z},|z|=1$. By the four exponentials Conjecture, apart from $z= \pm 1$, no point on this curve is algebraic; see [Di 1997a] for further comments on this topic.

## Exercise 1.8.

a) Let $\lambda_{1}, \ldots, \lambda_{n}$ be elements of $\mathcal{L}$ and let $P \in \overline{\mathbb{Q}}\left[X_{1}, \ldots, X_{n}\right]$ be a nonzero polynomial with algebraic coefficients such that $P\left(\lambda_{1}, \ldots, \lambda_{n}\right)=0$. Assume that the Conjecture 1.15 on the algebraic independence of logarithms of algebraic numbers holds. Deduce that there is a vector subspace $\mathcal{V}$ of $\mathbb{C}^{n}$, rational over $\mathbb{Q}$, which is contained in the set of zeroes of $P$, and contains the point $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$.
b) Let $C$ be a field with infinitely many elements, $K$ a subfield of $C$ and $\mathcal{V}$ a vector subspace of $C^{4}$, which is rational over $K$ and contained in the hypersurface $z_{1} z_{4}=z_{2} z_{3}$. Show that there exists $(a: b) \in \mathbb{P}_{1}(K)$ such that $\mathcal{V}$ is included either in the plane

$$
\left\{\left(z_{1}, z_{2}, z_{3}, z_{4}\right) \in C^{4} ; a z_{1}=b z_{2}, a z_{3}=b z_{4}\right\}
$$

or in the plane

$$
\left\{\left(z_{1}, z_{2}, z_{3}, z_{4}\right) \in C^{4} ; a z_{1}=b z_{3}, a z_{2}=b z_{4}\right\} .
$$

c) Deduce the four exponentials Conjecture 1.13 from the Conjecture 1.15 on algebraic independence of logarithms of algebraic numbers.

Exercise 1.9. Let $K$ be a field, $\mathrm{M} \in \operatorname{Mat}_{d \times \ell}(K)$ a $d \times \ell$ matrix with entries in $K$ and $r$ a positive integer. Check that the two following properties are equivalent.
(i) $\operatorname{rank}(\mathrm{M}) \leq r$.
(ii) There exist a $d \times r$ matrix $\mathrm{X} \in \operatorname{Mat}_{d \times r}(K)$ and a $r \times \ell$ matrix $\mathrm{Y} \in \operatorname{Mat}_{r \times \ell}(K)$ such that $M=X Y$.

Hint. Consider the linear map $K^{\ell} \rightarrow K^{d}$ associated to M in the canonical bases of $K^{\ell}$ and $K^{d}$ respectively.

Exercise 1.10. The following result, due to N. I. Feldman who improved a previous estimate of A. Baker, has been quoted in § 1.2.

Given positive integers $a_{1}, \ldots, a_{m}$, there exists a positive constant $C$ such that, for any tuple $\left(b_{1}, \ldots, b_{m}\right)$ in $\mathbb{Z}^{m}$ for which

$$
a_{1}^{b_{1}} \cdots a_{m}^{b_{m}} \neq 1
$$

we have

$$
\left|a_{1}^{b_{1}} \cdots a_{m}^{b_{m}}-1\right| \geq B^{-C}
$$

with $B=\max \left\{2,\left|b_{1}\right|, \ldots,\left|b_{m}\right|\right\}$.
Deduce from this estimate the following statement:
Given a finite set $S$ of prime numbers, there exists a constant $c>0$ such that, for any pair $(x, y)$ of integers composed only of prime in $S$ and satisfying $x>y \geq 2$, we have

$$
x-y \geq x(\log x)^{-c}
$$

Exercise 1.11. (This is a refinement, due to P. Philippon, of [P 1999b], § 3). For relatively prime nonzero integers $u, v$ with $v>0$, define $\mathrm{h}(u / v)=\log \max \{|u|, v\}$ (see $\S 3.2$ ). For a positive integer $n$, denote by $R(n)$ the radical of $n$ :

$$
R(n)=\prod_{p \mid n} p
$$

a) Let $\eta$ be a real number in the range $0<\eta<1 / 2$ and let $B$ be a positive integer. Assume the following property is true:

- For any positive rational numbers $a_{1}$ and $a_{2}$, the inequality

$$
\prod_{p \in S}\left|a_{1} a_{2}^{B}+1\right|_{p} \geq \exp \left\{-\eta B\left(\mathrm{~h}\left(a_{1}\right)+\mathrm{h}\left(a_{2}\right)+\sum_{p \in S} \log p\right)\right\}
$$

holds with $S=\left\{p ;\left|a_{1} a_{2}^{B}+1\right|_{p}<1\right\}$.
Deduce:

- For any triple $(a, b, c)$ of relatively prime positive integers with $a+b=c$, we have

$$
c \leq(R(a b c))^{K} \quad \text { with } \quad K=\frac{\eta}{1-2 \eta} B^{2}
$$

b) Let $K>1$ be a real number. Assume:

- For any triple $(a, b, c)$ of relatively prime positive integers satisfying $a+b=c$, the inequality

$$
c \leq(R(a b c))^{K}
$$

holds.
Deduce the following statement:

- For any positive rational numbers $a_{1}$ and $a_{2}$, we have

$$
\prod_{p \in S}\left|a_{1} a_{2}^{B}+1\right|_{p} \geq \exp \left\{-K\left(\mathrm{~h}\left(a_{1}\right)+\mathrm{h}\left(a_{2}\right)+\sum_{p \in S} \log p\right)\right\}
$$

with $S=\left\{p ;\left|a_{1} a_{2}^{B}+1\right|_{p}<1\right\}$.
Hint.
a) Write the decomposition of $a / b$ into product of prime factors:

$$
\frac{a}{b}=\prod_{p \mid a b} p^{e_{p}}
$$

with $e_{p}=v_{p}(a / b)$ and define

$$
\beta_{p}=\left\{\begin{array}{ll}
{\left[e_{p} / B\right]} & \text { if } e_{p} \geq 0, \\
-\left[-e_{p} / B\right] & \text { if } e_{p} \leq 0,
\end{array} \quad a_{1}=\prod_{p \mid a b} p^{e_{p}-B \beta_{p}} \quad \text { and } \quad a_{2}=\prod_{p \mid a b} p^{\beta_{p}}\right.
$$

where [ • ] denotes the integral part. Use the relation

$$
c=\prod_{p \mid c}|c|_{p}^{-1}=\prod_{p} \min \left\{1,\left|a_{1} a_{2}^{B}+1\right|_{p}\right\}^{-1}
$$

and check

$$
\mathrm{h}\left(a_{1}\right) \leq B \log R(a b), \quad \mathrm{h}\left(a_{2}\right) \leq \frac{1}{B} \log (a b) \leq \frac{2}{B} \log c
$$

and

$$
\sum_{p \mid c} \log p \leq \log R(c) \leq B \log R(c) .
$$

b) Define $a$ as the numerator of $a_{1} a_{2}^{B}, b$ as the denominator of $a_{1} a_{2}^{B}, c$ as the numerator of $a_{1} a_{2}^{B}+1$ and check

$$
\log R(a b) \leq \mathrm{h}\left(a_{1}\right)+\mathrm{h}\left(a_{2}\right)
$$

Table 1.18. Diaz' curve $e^{2 i \pi z},|z|=1$ (see Exercise 1.7).




## 2. Transcendence Proofs in One Variable

The present chapter is an introduction to the method which will be developed in this book. However, we consider here only functions of a single variable. Our aim is to prove the theorems of Hermite-Lindemann and Gel'fond-Schneider by means of the alternants or interpolation determinants of M. Laurent [Lau 1989]. The real case of these two theorems (§§ 2.3 and 2.4) is easier, thanks to an estimate, due to G. Pólya (Lemma 2.2), for the number of real zeroes of real exponential polynomials. For the complex (i.e. general) case ( $\S 2.5$ and 2.6), another type of zero estimate, due to Y. V. Nesterenko, will be used. In the first section we explain the method, and in the second one we introduce a few auxiliary lemmas. It should be pointed out that the proof of our transcendence criterion (Lemma 2.1, which rests on Liouville's inequality) will be given only in the next chapter.

### 2.1 Introduction to Transcendence Proofs

A general transcendence problem is the following: consider two sequences, the first one is a sequence of entire functions of a single variable, say $\varphi_{1}, \varphi_{2}, \ldots$, while the second one is a sequence of complex numbers $\zeta_{1}, \zeta_{2}, \ldots$. We want to prove (under additional suitable assumptions!) that one at least of the numbers $\varphi_{\lambda}\left(\zeta_{\mu}\right) \quad(\lambda \geq 1$, $\mu \geq 1)$ is transcendental.

One can ask a related problem, which is also very important in transcendence theory, if the numbers $\zeta_{\mu}$ are not all distinct. In this case, we introduce derivatives and replace $\varphi_{\lambda}\left(\zeta_{\mu}\right)$ by $(d / d z)^{\sigma_{\mu}} \varphi_{\lambda}\left(\zeta_{\mu}\right)$, where $\sigma_{\mu}$ is the number of $n$ with $1 \leq n<\mu$ and $\zeta_{n}=\zeta_{\mu}$.

One main tool (Lemma 2.1) is a transcendence criterion which follows from Liouville's inequality. Roughly speaking, it says : given complex numbers $\theta_{1}, \ldots, \theta_{m}$, if there exists a sequence of polynomials $f_{N} \in \mathbb{Z}\left[\mathbf{X}_{1}, \ldots, \mathrm{X}_{m}\right]$ such that $f_{N}\left(\theta_{1}, \ldots, \theta_{m}\right)$ is very small but not zero, then one at least of the numbers $\theta_{1}, \ldots, \theta_{m}$ is transcendental.

Therefore our main goal will be to produce polynomials taking small nonzero values at a given point $\left(\theta_{1}, \ldots, \theta_{m}\right)$.

Let us give a few examples.
Example 1 (Theorem 1.2 of Hermite-Lindemann). Let $\beta$ be a nonzero complex number. Put $\alpha=e^{\beta}$. We want to prove that one at least of the two numbers $\alpha, \beta$ is
transcendental. We shall construct sequences of polynomials in $\mathbb{Z}\left[\mathrm{X}, \mathrm{X}^{\prime}, \mathrm{Y}\right]$ having a small nonzero value at the point $\left(\alpha, \alpha^{-1}, \beta\right)$.

We start from the observation that the values of both functions $z$ and $e^{z}$ at the point $\beta$ are polynomials in $\alpha$ and $\beta$. From the multiplication theorem which is satisfied by the exponential function, namely $e^{s z}=\left(e^{z}\right)^{s}$ for $s \in \mathbb{Z}$, we deduce that the values of these functions at the points $s \beta, s \in \mathbb{Z}$ are polynomials in $\alpha, \alpha^{-1}$ and $\beta$. Further, the derivatives of any monomial in $z$ and $e^{z}$ have the same property, as shown by the differential equations they satisfy. For each set $\{\tau, t, \sigma, s\}$ of rational integers with $\tau \geq 0$ and $\sigma \geq 0$, we define a polynomial $f_{\tau t}^{(\sigma s)}\left(\mathrm{X}, \mathrm{X}^{\prime}, \mathrm{Y}\right) \in \mathbb{Z}\left[\mathrm{X}, \mathrm{X}^{\prime}, \mathrm{Y}\right]$ by

$$
f_{\tau t}^{(\sigma s)}\left(\mathrm{X}, \mathrm{X}^{\prime}, \mathrm{Y}\right)=\sum_{\kappa=0}^{\min \{\tau, \sigma\}} \frac{\sigma!\tau!}{\kappa!(\sigma-\kappa)!(\tau-\kappa)!} t^{\sigma-\kappa} s^{\tau-\kappa} \mathrm{Y}^{\tau-\kappa} \mathrm{X}^{\max \{t s, 0\}} \mathrm{X}^{\prime \max \{-t s, 0\}}
$$

so that

$$
\left(\frac{d}{d z}\right)^{\sigma}\left(z^{\tau} e^{t z}\right)(s \beta)=f_{\tau t}^{(\sigma s)}\left(\alpha, \alpha^{-1}, \beta\right)
$$

We wish to produce a sequence of functions, and a sequence of values. For this purpose we choose an ordering $\left(\tau_{\lambda}, t_{\lambda}\right), \lambda \geq 1$, of $\mathbb{N}^{2}$, and we define

$$
\varphi_{\lambda}(z)=z^{\tau_{\lambda}} e^{t_{\lambda} z} .
$$

Also we consider the points $s \beta, s \in \mathbb{Z}$, but we repeat each of them infinitely often as follows: we choose an ordering $\left(\sigma_{\mu}, s_{\mu}\right)(\mu \geq 1)$ of $\mathbb{N} \times \mathbb{Z}$ and we define $\zeta_{\mu}=s_{\mu} \beta$. Hence

$$
\left(\frac{d}{d z}\right)^{\sigma_{\mu}} \varphi_{\lambda}\left(\zeta_{\mu}\right)=\left(\frac{d}{d z}\right)^{\sigma_{\mu}}\left(z^{\tau_{\lambda}} e^{t_{\lambda} z}\right)\left(s_{\mu} \beta\right) \in \mathbb{Z}\left[\alpha, \alpha^{-1}, \beta\right] .
$$

We shall put these numbers into a square matrix and we shall prove that its determinant has a small nonzero absolute value. This will enable us to produce the required polynomial $f$ as a determinant of a matrix whose entries are $f_{\tau t}^{(\sigma s)}$.

Example 2 (Theorem 1.4 of Gel'fond-Schneider with Gel'fond's method). For $\ell \in \mathbb{C}^{\times}$and $\beta \in \mathbb{C} \backslash \mathbb{Q}$, define $\alpha_{1}=e^{\ell}, \alpha_{2}=e^{\ell \beta}$. The goal is to prove that one at least of the three numbers $\alpha_{1}, \alpha_{2}, \beta$ is transcendental. Hence we want to produce polynomials with small nonzero absolute value at the point $\left(\alpha_{1}, \alpha_{1}^{-1}, \alpha_{2}, \alpha_{2}^{-1}, \beta\right)$. We denote by $\mathbb{Z}\left[\alpha_{1}^{ \pm 1}, \alpha_{2}^{ \pm 1}, \beta\right]$ the ring generated by these five numbers.

We consider the functions $e^{z}$ and $e^{\beta z}$, as well as monomials in these functions and their inverse, say $e^{t_{1} z+t_{2} \beta z}$, with $\left(t_{1}, t_{2}\right) \in \mathbb{Z}^{2}$. We take the derivatives of these functions at the points $s \ell$, with $s \in \mathbb{Z}$. All the values we get lie in $\mathbb{Z}\left[\alpha_{1}^{ \pm 1}, \alpha_{2}^{ \pm 1}, \beta\right]$, namely

$$
\theta_{t_{1} t_{2}}^{(\sigma s)}=\left(\frac{d}{d z}\right)^{\sigma}\left(e^{\left(t_{1}+t_{2} \beta\right) z}\right)(s \ell)=\left(t_{1}+t_{2} \beta\right)^{\sigma} \alpha_{1}^{t_{1} s} \alpha_{2}^{t_{2} s} .
$$

Choose an ordering $\left(t_{1 \lambda}, t_{2 \lambda}\right)(\lambda \geq 1)$, of $\mathbb{Z}^{2}$, as well as an ordering $\left(\sigma_{\mu}, s_{\mu}\right)(\mu \geq 1)$, of $\mathbb{N} \times \mathbb{Z}$, where the map $\mu \mapsto \sigma_{\mu}$ is non-decreasing. Define, for $\lambda \geq 1$ and $\mu \geq 1$,

$$
\varphi_{\lambda}(z)=\exp \left(\left(t_{1 \lambda}+t_{2 \lambda} \beta\right) z\right) \quad \text { and } \quad \zeta_{\mu}=s_{\mu} \ell
$$

The numbers $(d / d z)^{\sigma_{\mu}} \varphi_{\lambda}\left(\zeta_{\mu}\right)=\theta_{t_{1 \lambda} t_{2 \lambda}}^{\left(\sigma_{\mu} s_{\mu}\right)}$ belong to $\mathbb{Z}\left[\alpha_{1}^{ \pm 1}, \alpha_{1}^{ \pm 1}, \beta\right]$. Again we shall put these numbers into a square matrix whose determinant is small and nonzero, and this will give us a polynomial $f \in \mathbb{Z}\left[\mathrm{X}_{1}, \mathrm{X}_{1}^{-1}, \mathrm{X}_{2}, \mathrm{X}_{2}^{-1}, \mathrm{Y}\right]$ such that $\left|f\left(\alpha_{1}, \alpha_{2}, \beta\right)\right|$ is small and nonzero.

Example 3 (Theorem of Gel'fond-Schneider with Schneider's method). As in Example 2 before, let $\ell$ be a nonzero complex number and $\beta$ an irrational complex number. Define $\alpha_{1}=e^{\ell}, \alpha_{2}=e^{\ell \beta}$. We consider the values of the functions $z$ and $e^{\ell z}$ (as well as monomials $z^{\tau} e^{t \ell z}$ with integers $(\tau, t) \in \mathbb{N} \times \mathbb{Z}$ ) at the points $s_{1}+s_{2} \beta$, $\left(s_{1}, s_{2}\right) \in \mathbb{Z}^{2}$. For each $(\tau, t) \in \mathbb{N} \times \mathbb{Z}$, define $\phi_{\tau t}=z^{\tau} e^{t \ell z}$. Similarly, for each $\left(s_{1}, s_{2}\right) \in \mathbb{Z}^{2}$, define $\xi_{s_{1} s_{2}}=s_{1}+s_{2} \beta$. Since $\beta$ is irrational, the points $\xi_{s_{1} s_{2}}$ are pairwise distinct. For rational integers $\tau, t, s_{1}, s_{2}$ with $\tau \geq 0$, the value of the function $\phi_{\tau t}$ at the point $\xi_{s_{1} s_{2}}$ is nothing else than the number $\theta_{s_{1} s_{2}}^{(\bar{\tau})}$ of Example 2:

$$
\phi_{\tau t}\left(\xi_{s_{1} s_{2}}\right)=\left(s_{1}+s_{2} \beta\right)^{\tau} \alpha_{1}^{s_{1} t} \alpha_{2}^{s_{2} t}=\theta_{s_{1} s_{2}}^{(\tau t)} .
$$

In order to reproduce the same notation as above, one needs to choose an ordering for the set of $(\tau, t) \in \mathbb{N} \times \mathbb{Z}$, as well as an ordering for the set of $\left(s_{1}, s_{2}\right) \in \mathbb{Z}^{2}$, and then one considers matrices $\left(\varphi_{\lambda}\left(\zeta_{\mu}\right)\right)_{1 \leq \lambda, \mu \leq L}$, where $\varphi_{\lambda}(z)=\phi_{\tau_{\lambda} t_{\lambda}}$ and $\zeta_{\mu}=s_{1 \mu}+s_{2 \mu} \beta$.

In all the examples which will be considered in this volume, the functions $\varphi_{\lambda}$ will be exponential polynomials in one or several variables, i.e. linear combinations of functions of the form

$$
z_{1}^{\tau_{1}} \cdots z_{n}^{\tau_{n}} \exp \left(x_{1} z_{1}+\cdots+x_{n} z_{n}\right)
$$

where $\tau_{1}, \ldots, \tau_{n}$ are nonnegative integers, $x_{1}, \ldots, x_{n}$ complex numbers (these $2 n$ numbers depend on $\lambda$ ). The points $\zeta_{\mu}$ which will be considered will be of the form $s_{1} \underline{y}_{1}+\cdots+s_{m} \underline{y}_{m}$, where $\underline{y}_{1}, \ldots, \underline{y}_{m}$ are fixed (i.e. independent on $\mu$ ) elements, while $s_{1}, \ldots, s_{m}$ are rational integers which depend on $\mu$.

Let us come back to the one dimensional case and consider all our numbers

$$
\gamma_{\lambda \mu}=\left(\frac{d}{d z}\right)^{\sigma_{\mu}} \varphi_{\lambda}\left(\zeta_{\mu}\right) \quad(\lambda \geq 1, \quad \mu \geq 1)
$$

We express each of them as the value of a polynomial at a point $\left(\theta_{1}, \ldots, \theta_{m}\right)$. Our goal is to prove that one at least of $\theta_{1}, \ldots, \theta_{m}$ is transcendental.

Our method of proof shall involve putting these numbers into a matrix and then examining the determinant of submatrices of these matrices. We shall call the determinant of a matrix of the form

$$
\left(\varphi_{\lambda}\left(\zeta_{\mu}\right)\right)_{1 \leq \lambda, \mu \leq L}
$$

an alternant when no derivative is involved (the points $\zeta_{\mu}$ are distinct, hence $\sigma_{\mu}=0$ for all $\mu$ ), and use the term interpolation determinant when the matrix is of the form

$$
\left(\left(\frac{d}{d z}\right)^{\sigma_{\mu}} \varphi_{\lambda}\left(\zeta_{\mu}\right)\right)_{1 \leq \lambda, \mu \leq L}
$$

We choose a large integer $L$ (large enough to perform some computations which arise during the proof). The easiest case is when one knows that the square $L \times L$ matrix

$$
\boldsymbol{M}=\left(\begin{array}{ccc}
\gamma_{11} & \cdots & \gamma_{1 L} \\
\vdots & \ddots & \vdots \\
\gamma_{L 1} & \cdots & \gamma_{L L}
\end{array}\right)
$$

is nonsingular. This will happen in each of the three above examples under the extra assumption that $\beta$ and $\ell$ are real numbers (see Lemma 2.2, as well as $\S \S 2.3$ and 2.4 below). In this situation, let $\Delta$ be the (nonzero) determinant of $\boldsymbol{M}$. As noticed by M. Laurent, a nontrivial upper bound for $|\Delta|$ (Lemmas 2.5 and 2.8) can be derived from Schwarz' Lemma which gives a sharp upper bound for the modulus on a disc of a function having a zero of high multiplicity at the origin (Lemma 2.4).

The number $\Delta$ is the value at the point $\left(\theta_{1}, \ldots, \theta_{m}\right)$ of a polynomial with integer coefficients, and Lemma 2.1 will lead to the desired transcendence result.

Unfortunately there are so far rather few results like Lemma 2.2 which enable us to show that the above square matrix is nonsingular. In the general situation, one only knows that the matrix with $L$ rows and infinitely many columns:

$$
\left(\begin{array}{ccccc}
\gamma_{11} & \gamma_{12} & \cdots & \gamma_{1 \mu} & \cdots \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\gamma_{L 1} & \gamma_{L 2} & \cdots & \gamma_{L \mu} & \cdots
\end{array}\right) .
$$

has maximal rank $L$. A zero estimate (which is sometimes called multiplicity estimate when derivatives are there) is a statement which shows that the matrix

$$
\left(\gamma_{\lambda \mu}\right)_{\substack{1 \leq \lambda \leq L \\ 1 \leq \mu \leq L^{\prime}}}
$$

is of maximal rank $L$, for some $L^{\prime}$ bounded by $c L$, where $c$ is some explicit (small) constant (this constant is of course at least one. If $c=1$, we are in the first simpler situation). The estimates for the lower bound and the upper bound for the absolute value of the determinant are then more or less the same as in the case where $L^{\prime}=L$. Zero estimates are known for exponential polynomials, and will be discussed later (especially in Chap. 5 and 8).

We conclude this section with some remarks on the set of $\zeta_{\mu}$ 's. We shall deal with sets of points (say in $\mathbb{C}^{n}$ ) of the form $s_{1} \underline{y}_{1}+\cdots+s_{m} \underline{y}_{m}$, where $\underline{y}_{1}, \ldots, \underline{y}_{m}$ are fixed, and $s_{1}, \ldots, s_{m}$ are rational integers. One needs to choose the range for each $s_{j}(1 \leq j \leq m)$. The same will apply for the rational integers $\left(t_{1}, \ldots, t_{d}\right)$ related to the functions $e^{\left(t_{1} \underline{x}_{1}+\cdots+t_{d} \underline{x}_{d}\right) \underline{z}}$. There are several ways of choosing this range. All
of them involve selecting positive numbers $S_{1}, \ldots, S_{m}$. We can then use the range $0 \leq s_{j}<S_{j}$, or $0 \leq s_{j} \leq S_{j}$, or else $\left|s_{j}\right|<S_{j}$, or finally $\left|s_{j}\right| \leq S_{j}$. Which one we choose does not really matter, and we shall select different options in different proofs. Here our favorite will be the last option.

### 2.2 Auxiliary Lemmas

In this section we state three auxiliary lemmas: the first one (a transcendence criterion which rests on Liouville's inequality) is arithmetic, the second (zero estimate for exponential polynomials) is a statement with an algebraic nature (even if Pólya's proof involves Rolle's Theorem), and the last one (Schwarz' Lemma) is analytic.

### 2.2.1 Transcendence Criterion

To begin with, we give a criterion for irrationality only. Let $\vartheta$ be a real number. The following conditions are equivalent
(i) $\vartheta$ is irrational.
(ii) For any $\epsilon>0$ there exists $p / q \in \mathbb{Q}$ such that

$$
0<\left|\vartheta-\frac{p}{q}\right|<\frac{\epsilon}{q} .
$$

(iii) For any real number $Q>1$ there exists an integer $q$ in the range $1 \leq q<Q$ and a rational integer $p$ such that

$$
0<\left|\vartheta-\frac{p}{q}\right|<\frac{1}{q Q} .
$$

(iv) There exist infinitely many $p / q \in \mathbb{Q}$ such that

$$
0<\left|\vartheta-\frac{p}{q}\right|<\frac{1}{\sqrt{5} q^{2}} .
$$

Here, we are interested only in (ii) $\Rightarrow$ (i) (see [Sc 1980] for further comments on these equivalences, and also § 15.1). Indeed if $\vartheta=a / b$ and $p / q \neq \vartheta$, then $a q-b p$ is a nonzero rational integer, hence has absolute value $\geq 1$ and consequently

$$
\left|\vartheta-\frac{p}{q}\right| \geq \frac{1}{b q} .
$$

Therefore, in order to prove that some number is irrational, it is sufficient (and in fact also necessary) to produce good rational approximations. This criterion for irrationality extends into a transcendence criterion (cf. [FNe 1998], Chap. 2, § 1.5).

Instead of considering polynomials of degree 1 like $q \mathrm{X}-p$, one needs also to allow the degree to be large.

Lemma 2.1. Let $\theta_{1}, \ldots, \theta_{m}$ be complex numbers. Assume that for any $\kappa>0$ there exists a polynomial $f \in \mathbb{Z}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{m}\right]$ and a positive integer $T$ with

$$
\operatorname{deg} f+\log \mathrm{H}(f) \leq T
$$

and

$$
0<\left|f\left(\theta_{1}, \ldots, \theta_{m}\right)\right| \leq e^{-\kappa T}
$$

Then one at least of the numbers $\theta_{1}, \ldots, \theta_{m}$ is transcendental.
As mentioned earlier, a proof of Lemma 2.1 will be given in $\S 3.5$ (another proof is proposed in Exercise 2.2; see also § 15.1). Here is a sample of other references for a proof: [G 1952], Chap. I § 2, Lemma II; [L 1966], Chap. I; [W 1974], Chap. I § 2; [L 1978], Chap. 7 § 2; [W 1979a], Lemma 1.1.3; [F 1982], Lemma 9.2. See also [FNe 1998], Chap. I, § 1.7, Th. 1.5.

Remark. Let $\theta_{1}, \ldots, \theta_{k}$ be nonzero complex numbers and $\theta_{k+1}, \ldots, \theta_{\ell}$ be complex numbers. We shall apply Lemma 2.1 with $m=2 k+(\ell-k)=k+\ell$ to the $m$-tuple

$$
\left(\theta_{1}, \ldots, \theta_{k}, \theta_{1}^{-1}, \ldots, \theta_{k}^{-1}, \theta_{k+1}, \ldots, \theta_{\ell}\right)
$$

Notation. The ring $\mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{k}^{ \pm 1}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{\ell-k}\right]$, generated by

$$
\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}, \mathrm{X}_{1}^{-1}, \ldots, \mathrm{X}_{k}^{-1}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{\ell-k}
$$

is the image, in the field of rational functions $\mathbb{Q}\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{\ell-k}\right)$, of the ring

$$
\mathbb{Z}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}, \mathrm{X}_{1}^{\prime}, \ldots, \mathrm{X}_{k}^{\prime}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{\ell-k}\right]
$$

under the obvious mapping $X_{i}^{\prime} \mapsto 1 / X_{i}$.
For $f \in \mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{k}^{ \pm 1}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{\ell-k}\right]$, we write

$$
\operatorname{deg} f \leq D \quad \text { and } \quad \mathrm{H}(f) \leq H
$$

if $f$ is the image of a polynomial

$$
F \in \mathbb{Z}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}, \mathrm{X}_{1}^{\prime}, \ldots, \mathrm{X}_{k}^{\prime}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{\ell-k}\right]
$$

for which $\operatorname{deg} F \leq D$ and $\mathrm{H}(F) \leq H$. We also denote by $f\left(\theta_{1}, \ldots, \theta_{\ell}\right)$ the number $F\left(\theta_{1}, \ldots, \theta_{k}, \theta_{1}^{-1}, \ldots, \theta_{k}^{-1}, \theta_{k+1}, \ldots, \theta_{\ell}\right)$.

### 2.2.2 Zero Estimate

The next lemma is our first and simplest example of a zero estimate ; it is due to G. Pólya. This result was already used in a similar context by A. O. Gel'fond and Yu. V. Linnik in Chap. 12 of [GLin 1962] (see also problem 75, Part V of Chap. 1 in [PoSz 1976]).

Lemma 2.2. Let $a_{1}, \ldots, a_{n}$ be nonzero polynomials in $\mathbb{R}[X]$ of degrees $d_{1}, \ldots, d_{n}$, and let $w_{1}, \ldots, w_{n}$ be pairwise distinct real numbers. Then the real function of one real variable

$$
F(x)=\sum_{i=1}^{n} a_{i}(x) e^{w_{i} x}
$$

has at most $d_{1}+\cdots+d_{n}+n-1$ real zeroes.
Remark. A set $\left\{f_{1}, \ldots, f_{m}\right\}$ of $\mathrm{C}^{\infty}$ real functions on a real interval $[a, b]$ is called $a$ Chebishev system on $[a, b]$ if each nonzero element in the span over $\mathbb{R}$ has at most $m-1$ zeroes. Therefore Lemma 2.2 states that the system

$$
\left\{x^{j} e^{w_{i} x} ; 0 \leq j \leq d_{i}, 1 \leq i \leq n\right\}
$$

is a Chebishev system on $\mathbb{R}$.
In Lemma 2.2 the zeroes are counted with multiplicities. For our application to Schneider's method in § 2.3, we need only an upper bound for the number of distinct real zeroes, but for Gel'fond's method in § 2.4, we have to take multiplicities into account. It is also interesting to remark that simple arguments from linear algebra show that the upper bound in Lemma 2.2 is best possible (see Exercise 2.3). Further related exercises are given in Chap. 6 of [W 1974] (in particular Exercise 6.1.c of [W 1974], where interpolation determinants are explicitly computed and further references are provided to N. I. Fel'dman's papers).

Proof. We first prove the following result. Let $N$ be a positive integer. If a continuously differentiable real function $F$ of one real variable has at least $N$ real zeroes (counting multiplicities), then its derivative $F^{\prime}$ has at least $N-1$ real zeroes.

Indeed, let $x_{1}, \ldots, x_{k}$ (with $k \geq 1$ ) be pairwise distinct real zeroes of $F$, in increasing order: $x_{1}<x_{2}<\cdots<x_{k}$. Let $n_{1}, \ldots, n_{k}$ be positive integers with $n_{1}+\ldots+n_{k} \geq N$ and assume that, for each $i, x_{i}$ is a zero of $F$ of multiplicity at least $n_{i}$. Then $x_{i}$ is a zero of $F^{\prime}$ with multiplicity at least $n_{i}-1(1 \leq i \leq k)$. Moreover, since $F\left(x_{i}\right)=F\left(x_{i+1}\right)$ for $1 \leq i \leq k-1$, it follows from Rolle's Theorem that $F^{\prime}$ has at least one zero in the open interval $\left(x_{i}, x_{i+1}\right)$. Therefore $F^{\prime}$ has at least

$$
\left(n_{1}-1\right)+\cdots+\left(n_{k}-1\right)+(k-1) \geq N-1
$$

real zeroes. This proves the preliminary statement.
We now prove Lemma 2.2 by induction on the integer $k:=d_{1}+\cdots+d_{n}+n-1$. In the case $k=0$, we have $n=1$ and $d_{1}=0$, so $F(x)=a_{1} e^{w_{1} x}$ and the result is
obvious. Assume $k \geq 1$. After multiplication of $F$ by $e^{-w_{n} x}$, we may assume $w_{n}=0$. Hence $w_{i} \neq 0$ for $1 \leq i<n$. Let $N$ be a positive integer such that $F$ has at least $N$ real zeros. Then, as we have seen, its derivative $F^{\prime}$ has at least $N-1$ real zeros. However, since $w_{n}=0$, we have

$$
F^{\prime}(x)=\sum_{i=1}^{n-1} \tilde{a}_{i}(x) e^{w_{i} x}+\frac{d}{d x} a_{n}(x)
$$

where

$$
\tilde{a}_{i}=w_{i} a_{i}+\frac{d}{d x} a_{i}
$$

is a polynomial of degree $d_{i}$ for $1 \leq i<n$, while $(d / d x) a_{n}$ is of degree $d_{n}-1$ (we consider here that the zero polynomial is of degree -1 ). One uses the induction hypothesis which yields $N-1 \leq d_{1}+\cdots+d_{n}+n-2$, hence $N$ is bounded as claimed.

We will deduce from Lemma 2.2 that certain determinants are not zero.
Corollary 2.3. Let $w_{1}, \ldots, w_{n}$ be pairwise distinct real numbers, $x_{1}, \ldots, x_{m}$ also pairwise distinct real numbers, and $\delta_{1}, \ldots, \delta_{n}, \kappa_{1}, \ldots, \kappa_{m}$ nonnegative integers, with $\delta_{1}+\cdots+\delta_{n}=\kappa_{1}+\cdots+\kappa_{m}$. Choose any ordering for the pairs $(j, v)$ with $0 \leq j<\delta_{v}$ and $1 \leq v \leq n$, and any ordering for the pairs $(k, \mu)$ with $0 \leq k<\kappa_{\mu}$ and $1 \leq \mu \leq m$. Then the determinant

$$
\operatorname{det}\left(\left(\frac{d}{d x}\right)^{k}\left(x^{j} e^{w_{\nu} x}\right)\left(x_{\mu}\right)\right)_{\substack{(j, v) \\(k, \mu)}}
$$

is not zero.
Proof. We have to show that if $a_{v j}$ are real numbers such that

$$
\sum_{v=1}^{n} \sum_{j=0}^{\delta_{v}-1} a_{v j}\left(\frac{d}{d x}\right)^{k}\left(x^{j} e^{w_{v} x}\right)\left(x_{\mu}\right)=0
$$

for $0 \leq k<\kappa_{\mu}$ and $1 \leq \mu \leq m$, then $a_{\nu j}=0$ for all $\nu, j$. This system of equations means that the function

$$
F(x)=\sum_{\nu=1}^{n} \sum_{j=0}^{\delta_{v}-1} a_{\nu j} x^{j} e^{w_{\nu} x}
$$

has a zero at $x_{\mu}$ of multiplicity at least $\kappa_{\mu}$, for $1 \leq \mu \leq m$, and hence the total number of zeroes of $F$ is at least $\kappa_{1}+\cdots+\kappa_{m}$. The polynomial

$$
a_{\nu}(x)=\sum_{j=0}^{\delta_{v}-1} a_{\nu j} x^{j}
$$

either is 0 or is of degree $d_{v} \leq \delta_{v}-1$, with $d_{1}+\cdots+d_{n}+n-1 \leq \delta_{1}+\cdots+\delta_{n}-1<$ $\kappa_{1}+\cdots+\kappa_{m}$. From Lemma 2.2 one concludes $a_{1}=\cdots=a_{n}=0$, hence $a_{v j}=0$ for all $\nu, j$.

Remark. For exponential polynomials in a single variable, one can use analytic arguments and also derive a zero estimate in the complex case (cf. Exercise 2.9).

### 2.2.3 Schwarz' Lemma

Our main tool from complex analysis will be Schwarz' Lemma. In this chapter we need only the easiest version of it, namely for analytic functions of a single variable with a single (multiple) zero.

Lemma 2.4. Let $T$ be a nonnegative integer, $r$ and $R$ real numbers satisfying $0<r \leq R$ and $\Psi$ a function of one complex variable which is an analytic in the disc $|z| \leq R$. Assume $\Psi$ has a zero of multiplicity at least $T$ at 0 . Then

$$
|\Psi|_{r} \leq\left(\frac{R}{r}\right)^{-T}|\Psi|_{R}
$$

Proof. The function $\Phi(z)=z^{-T} \Psi(z)$ is analytic in the disc $|z| \leq R$. Since $r \leq R$, we have $|\Phi|_{r} \leq|\Phi|_{R}$. By the maximum modulus principle we deduce

$$
|\Phi|_{r}=r^{-T}|\Psi|_{r} \quad \text { and } \quad|\Phi|_{R}=R^{-T}|\Psi|_{R}
$$

Lemma 2.4 follows.

### 2.3 Schneider's Method with Alternants - Real Case

We give here the first proof of Theorem 1.4 of Gel'fond-Schneider in the real case (this is example 3 in § 2.1).

### 2.3.1 Upper Bound for an Alternant - One Variable

From Schwarz' Lemma 2.4 we deduce the following upper bound.
Lemma 2.5. Let $r$ and $R$ be two real numbers with $0<r \leq R, \varphi_{1}, \ldots, \varphi_{L}$ be functions of one complex variable, which are analytic in the disc $|z| \leq R$ of $\mathbb{C}$, and let $\zeta_{1}, \ldots, \zeta_{L}$ belong to the disc $|z| \leq r$. Then the absolute value of the determinant

$$
\Delta=\operatorname{det}\left(\begin{array}{ccc}
\varphi_{1}\left(\zeta_{1}\right) & \ldots & \varphi_{L}\left(\zeta_{1}\right) \\
\vdots & \ddots & \vdots \\
\varphi_{1}\left(\zeta_{L}\right) & \ldots & \varphi_{L}\left(\zeta_{L}\right)
\end{array}\right)
$$

is bounded from above by

$$
\begin{equation*}
|\Delta| \leq\left(\frac{R}{r}\right)^{-L(L-1) / 2} L!\prod_{\lambda=1}^{L}\left|\varphi_{\lambda}\right|_{R} \tag{2.6}
\end{equation*}
$$

Notice also that the conclusion is trivial in the case $R=r$.

Note. This lemma will enable us to prove that certain determinants have a small absolute value. The main term on the right-hand side of (2.6) will be the first one: $L$ will be large and $R / r$ will be bounded away from 1 (say $R / r \geq e$ ), hence $(R / r)^{-L(L-1) / 2}$ will be small. On the other hand, we shall check in the applications that the quantity $L!\prod_{\lambda=1}^{L}\left|\varphi_{\lambda}\right|_{R}$ is not too big , and in fact is much smaller than $(R / r)^{L(L-1) / 2}$.

The left-hand side of (2.6) does not depend on $R$. The estimate is trivial in each of the following three cases:

1) for $R=r$,
2) if $\Delta=0$,
3) if $\varphi_{1}, \ldots, \varphi_{L}$ are all polynomials of degrees $0,1, \ldots, L-1$.

Otherwise, for $R \rightarrow \infty$ the right-hand side is unbounded. Hence there is at least one (and most often only one) optimal value for $R$ which minimizes the right-hand side of (2.6).

Proof of Lemma 2.5. The determinant $\Psi(\zeta)$ of the matrix $\left(\varphi_{\lambda}\left(\zeta_{\mu} \zeta\right)\right)_{1 \leq \lambda, \mu \leq L}$ is a function of one complex variable which is analytic in the disc $|\zeta| \leq R / r$.
a) We first prove that $\Psi$ has a zero of multiplicity at least $L(L-1) / 2$ at the origin.

Since the determinant is multi-linear and expressing each $\varphi_{\lambda}$ in terms of its Taylor series, the problem can be reduced to the case where $\varphi_{\lambda}(z)=z^{n_{\lambda}}$ for some nonnegative integer $n_{\lambda}$ and each $1 \leq \lambda \leq L$. In this case,

$$
\Psi(\zeta)=\zeta^{n_{1}+\cdots+n_{L}} \operatorname{det}\left(\zeta_{\mu}^{n_{\lambda}}\right)_{1 \leq \lambda, \mu \leq L}
$$

If $\Psi(\zeta)$ does not vanish identically, then the $n_{\lambda}$ are pairwise distinct, and the sum $n_{1}+\cdots+n_{L}$ is at least $0+1+\cdots+(L-1)=L(L-1) / 2$. Hence we get the factor $\zeta^{L(L-1) / 2}$ which we wanted.

The fact that $\Psi(\zeta)$ vanishes at 0 with multiplicity at least $L(L-1) / 2$ can also be checked by taking derivatives of $\Psi$ : applying Leibniz' rule on differentiating products yields by induction on $k$

$$
\left(\frac{d}{d \zeta}\right)^{k} \Psi(\zeta)=\sum_{\kappa_{1}+\cdots+\kappa_{L}=k} \frac{k!}{\kappa_{1}!\cdots \kappa_{L}!} \operatorname{det}\left(\left(\frac{d}{d \zeta}\right)^{\kappa_{\mu}} \varphi_{\lambda}\left(\zeta \zeta_{\mu}\right)\right)_{1 \leq \lambda, \mu \leq L}
$$

At the point $\zeta=0$, if one at least of the determinants at the right-hand side is not zero, then the numbers $\kappa_{\mu}$ are pairwise distinct, hence the integer $k=\kappa_{1}+\cdots+\kappa_{L}$ is at least $L(L-1) / 2$.
b) We now use Lemma 2.4 with $T=L(L-1) / 2$, with $r$ replaced by 1 and $R$ by $R / r$ :

$$
|\Delta|=|\Psi(1)| \leq\left(\frac{R}{r}\right)^{-L(L-1) / 2}|\Psi|_{R / r}
$$

The upper bound

$$
|\Psi|_{R / r} \leq L!\prod_{\lambda=1}^{L}\left|\varphi_{\lambda}\right|_{R}
$$

which we get by expanding the determinant and by using a trivial upper bound for each of the $L$ ! terms, yields the desired conclusion.

Remark. Using Hadamard's inequality (see the proof of Lemma 3.25) one may replace $L$ ! by $L^{L / 2}$.

### 2.3.2 First Proof of the Real Case of Theorem 1.4 (Gel'fond-Schneider)

Proposition 2.7. Let $\alpha_{1}$ be a positive real number with $\alpha_{1} \neq 1$, and $\beta$ an irrational real number. Define $\alpha_{2}=\alpha_{1}^{\beta}=\exp \left(\beta \log \alpha_{1}\right)$, where $\log \alpha_{1}$ is the real value of the logarithm of $\alpha_{1}$, and

$$
c_{1}=(2+|\beta|)\left(1+\left|\log \alpha_{1}\right|\right) .
$$

Then for any rational integers $L, T_{0}, T_{1}, S$ and any real number $E$ satisfying

$$
T_{0} \geq 2, \quad T_{1} \geq 2, \quad S \geq 3, \quad E \geq e \quad \text { and } \quad L=\left(T_{0}+1\right)\left(2 T_{1}+1\right)=(2 S+1)^{2}
$$

there exists a polynomial $f \in \mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \mathrm{X}_{2}^{ \pm 1}, \mathrm{Y}\right]$ satisfying

$$
\operatorname{deg} f \leq L\left(T_{0}+2 T_{1} S\right), \quad \mathrm{H}(f) \leq L!(2 S)^{L T_{0}}
$$

and

$$
0<\left|f\left(\alpha_{1}, \alpha_{2}, \beta\right)\right| \leq E^{-L^{2} / 2}(S E)^{c_{1} T_{0} L} e^{c_{1} T_{1} S E L}
$$

Consequence. Given $\alpha_{1}, \alpha_{2}$ and $\beta$ with $\alpha_{2}=\alpha_{1}^{\beta}$ as in Proposition 2.7, we wish to deduce that one at least of these three numbers is transcendental. By Lemma 2.1, it is sufficient to check that for any $\kappa>0$, we can choose the parameters in Proposition 2.7 so that

$$
\kappa L\left(T_{0}+2 T_{1} S+\log L+T_{0} \log (2 S)\right)+c_{1} L\left(T_{0} \log (S E)+T_{1} S E\right) \leq \frac{1}{2} L^{2} \log E
$$

There are plenty of admissible values for these parameters $L, T_{0}, T_{1}, S, E$ (and the explicit value of the constant $c_{1}$ is just irrelevant). For instance one can take a sufficiently large odd integer $N$, and choose

$$
\begin{gathered}
L=N^{8}, \quad T_{0}=N^{6}-1, \\
T_{1}=\frac{1}{2}\left(N^{2}-1\right) \quad S=\frac{1}{2}\left(N^{4}-1\right) \quad \text { and } \quad E=e .
\end{gathered}
$$

With this choice of parameters, we have, for sufficiently large $N$,

$$
\operatorname{deg} f+\log \mathrm{H}(f) \leq 5 N^{14} \log N
$$

while

$$
\log \left|f\left(\alpha_{1}, \alpha_{2}, \beta\right)\right| \leq-\frac{1}{3} N^{16} .
$$

Given $\kappa>0$, we take $N$ sufficiently large so that these estimates are valid, and also so that $N^{2}>15 \kappa \log N$. This completes the proof of Theorem 1.4 in the real case.

Another choice is the following: given $\kappa>0$, take for $T_{1}$ a fixed integer $\geq \kappa+2 c_{1}$, and choose for $L$ a much larger integer (which tends to infinity), which is an odd square divisible by $2 T_{1}+1$. Then we put

$$
T_{0}=\frac{L}{2 T_{1}+1}-1, \quad S=\frac{1}{2}(\sqrt{L}-1) \quad \text { and } \quad E=\sqrt{L} .
$$

As $L \rightarrow \infty$, we have

$$
\operatorname{deg} f+\log \mathrm{H}(f) \leq \frac{1}{2\left(2 T_{1}+1\right)} L^{2} \log L+O\left(L^{2}\right)
$$

and

$$
\log \left|f\left(\alpha_{1}, \alpha_{2}, \beta\right)\right| \leq\left(-\frac{1}{4}+\frac{c_{1}}{2 T_{1}+1}\right) L^{2} \log L+O\left(L^{2}\right) .
$$

## Proof of Proposition 2.7.

Step 1. Construction of $\Delta$
We choose any ordering $\left\{\varphi_{1}, \ldots, \varphi_{L}\right\}$ for the set of $\left(T_{0}+1\right)\left(2 T_{1}+1\right)$ functions

$$
\phi_{\tau t}(z)=z^{\tau} \alpha_{1}^{t z}, \quad\left(0 \leq \tau \leq T_{0},|t| \leq T_{1}\right),
$$

and any ordering $\left\{\zeta_{1}, \ldots, \zeta_{L}\right\}$ for the set of $(2 S+1)^{2}$ real numbers

$$
\xi_{s_{1} s_{2}}=s_{1}+s_{2} \beta, \quad\left(\left(s_{1}, s_{2}\right) \in \mathbb{Z}^{2},-S \leq s_{1}, s_{2} \leq S\right)
$$

Hence

$$
\phi_{\tau t}\left(\xi_{s_{1} s_{2}}\right)=\left(s_{1}+s_{2} \beta\right)^{\tau}\left(\alpha_{1}^{s_{1}} \alpha_{2}^{s_{2}}\right)^{t} .
$$

We put the $L^{2}$ numbers $\varphi_{\lambda}\left(\zeta_{\mu}\right)$ into a square $L \times L$ matrix, and we take the determinant $\Delta=\operatorname{det}\left(\varphi_{\lambda}\left(\zeta_{\mu}\right)\right)_{1 \leq \lambda, \mu \leq L}$. It will also be convenient to write:

$$
\Delta=\operatorname{det}\left(\left(s_{1}+s_{2} \beta\right)^{\tau}\left(\alpha_{1}^{s_{1}} \alpha_{2}^{s_{2}}\right)^{t}\right)_{\substack{(\tau, t) \\\left(s_{1}, s_{2}\right)}},
$$

with $0 \leq \tau \leq T_{0},|t| \leq T_{1}$, and $-S \leq s_{1}, s_{2} \leq S$. This means that we do not write explicitly the ordering which has been chosen for the rows and columns. A change in these orderings will introduce a factor $\pm 1$, which has no effect on the absolute value of the determinant.

We shall show that $\Delta$ is not zero by means of the zero estimate Lemma 2.2 and produce an upper bound for $|\Delta|$ using Lemma 2.5.

## Step 2. Consequence of the zero estimate

We prove that $\Delta$ does not vanish, which means that the matrix

$$
\left(\varphi_{\lambda}\left(\zeta_{\mu}\right)\right)_{1 \leq \lambda, \mu \leq L}=\left(\left(s_{1}+s_{2} \beta\right)^{\tau}\left(\alpha_{1}^{s_{1}+s_{2} \beta}\right)^{t}\right)_{\substack{(\tau, t) \\\left(s_{1}, s_{2}\right)}}
$$

with

$$
0 \leq \tau \leq T_{0}, \quad-T_{1} \leq t \leq T_{1}, \quad-S \leq s_{1}, s_{2} \leq S
$$

has rank $L$. Indeed we may apply Corollary 2.3 with $n=2 T_{1}+1, m=(2 S+1)^{2}$, $\delta_{1}=\cdots=\delta_{n}=T_{0}+1, \kappa_{1}=\cdots=\kappa_{m}=1$,

$$
\begin{gathered}
\left\{w_{1}, \ldots, w_{n}\right\}=\left\{t \log \alpha_{1} ;-T_{1} \leq t \leq T_{1}\right\} \\
\left\{x_{1}, \ldots, x_{m}\right\}=\left\{s_{1}+s_{2} \beta ;-S \leq s_{1}, s_{2} \leq S\right\}
\end{gathered}
$$

Since $\log \alpha_{1}$ is not zero, the points $w_{1}, \ldots, w_{n}$ are pairwise distinct, and since $\beta$ is irrational, the points $x_{1}, \ldots, x_{m}$ are pairwise distinct.

## Step 3. Bound for the Degree and Height

For any quadruple ( $\tau, t, s_{1}, s_{2}$ ) of rational integers with

$$
0 \leq \tau \leq T_{0}, \quad-T_{1} \leq t \leq T_{1}, \quad-S \leq s_{1}, s_{2} \leq S
$$

define

$$
f_{\tau t}^{\left(s_{1} s_{2}\right)}=\left(s_{1}+s_{2} \mathrm{Y}\right)^{\tau}\left(\mathrm{X}_{1}^{s_{1}} \mathrm{X}_{2}^{s_{2}}\right)^{t} \in \mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \mathrm{X}_{2}^{ \pm 1}, \mathrm{Y}\right]
$$

so that

$$
\phi_{\tau t}\left(\xi_{s_{1} s_{2}}\right)=f_{\tau t}^{\left(s_{1} s_{2}\right)}\left(\alpha_{1}, \alpha_{2}, \beta\right) .
$$

We have

$$
\operatorname{deg} f_{\tau t}^{\left(s_{1} s_{2}\right)} \leq T_{0}+2 T_{1} S, \quad \mathrm{H}\left(f_{\tau t}^{\left(s_{1} S_{2}\right)}\right) \leq(2 S)^{T_{0}}
$$

Denote by $f$ the determinant of the matrix

$$
\left(f_{\tau t}^{\left(s_{1} s_{2}\right)}\right)_{\substack{(\tau, t) \\\left(s_{1}, s_{2}\right)}}
$$

with $0 \leq \tau \leq T_{0},-T_{1} \leq t \leq T_{1}$, and with $-S \leq s_{1}, s_{2} \leq S$. Hence

$$
\Delta=f\left(\alpha_{1}, \alpha_{2}, \beta\right) .
$$

and $f \in \mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \mathrm{X}_{2}^{ \pm 1}, \mathrm{Y}\right]$ can be written

$$
f=\sum_{\sigma} \epsilon(\sigma) \prod_{\tau=0}^{T_{0}} \prod_{t=-T_{1}}^{T_{1}} f_{\tau t}^{(\sigma(\tau, t))},
$$

where $\sigma$ runs over the set of bijective mappings from ( $\tau, t$ ) to $\left(s_{1}, s_{2}\right)$ and $\epsilon(\sigma) \in$ $\{-1,+1\}$. The degree of $f$ is bounded by

$$
\operatorname{deg} f \leq \sum_{\tau=0}^{T_{0}} \sum_{t=-T_{1}}^{T_{1}} \max _{-S \leq s_{1}, s_{2} \leq S} \operatorname{deg} f_{\tau t}^{\left(s_{1} s_{2}\right)} \leq L\left(T_{0}+2 T_{1} S\right) .
$$

We also need an upper bound for $\mathrm{H}(f)$. In fact it is easier to work with the length $\mathrm{L}(f)$, which is defined as the sum of the absolute values of the coefficients of $f$. Indeed the relations

$$
\mathrm{L}(f+g) \leq \mathrm{L}(f)+\mathrm{L}(g) \quad \text { and } \quad \mathrm{L}(f g) \leq \mathrm{L}(f) \mathrm{L}(g)
$$

show that the length $\mathrm{L}(\Delta)$ of a $L \times L$ determinant $\operatorname{det}\left(f_{\lambda \mu}\right)$ is bounded by

$$
\mathrm{L}(\Delta) \leq L!\max _{1 \leq \lambda, \mu \leq L} \mathrm{~L}\left(f_{\lambda \mu}\right)^{L} .
$$

Here we have

$$
\mathrm{L}\left(f_{\tau t}^{\left(s_{1} s_{2}\right)}\right) \leq\left(\left|s_{1}\right|+\left|s_{2}\right|\right)^{\tau} \leq(2 S)^{T_{0}}
$$

hence

$$
\mathrm{H}(f) \leq \mathrm{L}(f) \leq L!(2 S)^{L T_{0}} .
$$

## Step 4. Upper bound for $|\Delta|$

We are going to use Lemma 2.5 with $r=S(1+|\beta|)$ and $R=E r$. The choice of $r$ is the obvious one: it is the radius of a disc containing all points $\zeta_{1}, \ldots, \zeta_{L}$ (here, in the real case, it is the length of an interval centered at the origin which contains these points). We bound $\left|\phi_{\tau t}(z)\right|$ by $|z|^{\tau} e^{\left|z \log \alpha_{1}\right|}$, hence

$$
\max _{1 \leq \lambda \leq L}\left|\varphi_{\lambda}\right|_{R} \leq R^{T_{0}} e^{T_{1} R\left|\log \alpha_{1}\right|}
$$

and from Lemma 2.5 we deduce

$$
|\Delta| \leq E^{-L(L-1) / 2} L!R^{L T_{0}} e^{L T_{1} R\left|\log \alpha_{1}\right|} .
$$

We replace $r$ and $R$ by their values. From the crude inequalities

$$
\begin{gathered}
\log L<T_{0}+T_{1}<T_{0} \log S+T_{1} S E \\
\frac{1}{2} \log E<T_{0} \log E \quad \text { and } \quad \log (1+|\beta|) \leq|\beta| \log (S E)
\end{gathered}
$$

we deduce

$$
L T_{0} \log R+L T_{1} R\left|\log \alpha_{1}\right| \leq c_{1} L\left(T_{0} \log (S E)+T_{1} S E\right)
$$

This completes the proof of Proposition 2.7.

Remark. A sharper estimate can easily be achieved for the degree: since

$$
\operatorname{deg} f_{\tau t}^{\left(s_{1} s_{2}\right)} \leq T_{0}+2|t| S
$$

and since

$$
\sum_{t=-T_{1}}^{T_{1}}|t|=T_{1}\left(T_{1}+1\right)<\frac{1}{2}\left(T_{1}+1\right)\left(2 T_{1}+1\right)
$$

we can replace the estimate for the degree in Proposition 2.7 by

$$
\operatorname{deg} f \leq L T_{0}+L\left(T_{1}+1\right) S
$$

We shall not use this remark in the present chapter but only later (see for instance Exercise 3.8).

### 2.4 Gel'fond's Method with Interpolation Determinants - Real

Case

We first give a proof of the real case of Theorem 1.2 (Hermite-Lindemann), and then we give a second proof of Theorem 1.4 (Gel'fond-Schneider) in the real case.

### 2.4.1 Upper Bound for an Interpolation Determinant - One Variable

We generalize Lemma 2.5 by introducing derivatives.
Lemma 2.8. Let $\varphi_{1}, \ldots, \varphi_{L}$ be entire functions in $\mathbb{C}, \zeta_{1}, \ldots, \zeta_{L}$ be elements of $\mathbb{C}$, $\sigma_{1}, \ldots, \sigma_{L}$ nonnegative integers, and $0<r \leq R$ be real numbers, with $\left|\zeta_{\mu}\right| \leq r$ $(1 \leq \mu \leq L)$. Then the absolute value of the determinant

$$
\Delta=\operatorname{det}\left(\left(\frac{d}{d z}\right)^{\sigma_{\mu}} \varphi_{\lambda}\left(\zeta_{\mu}\right)\right)_{1 \leq \lambda, \mu \leq L}
$$

is bounded from above by

$$
|\Delta| \leq\left(\frac{R}{r}\right)^{-L(L-1) / 2+\sigma_{1}+\cdots+\sigma_{L}} L!\prod_{\lambda=1}^{L} \max _{1 \leq \mu \leq L} \sup _{|z|=R}\left|\left(\frac{d}{d z}\right)^{\sigma_{\mu}} \varphi_{\lambda}(z)\right|
$$

Proof. We claim that the function of one variable

$$
\Psi(z)=\operatorname{det}\left(\left(\left(\frac{d}{d z}\right)^{\sigma_{\mu}} \varphi_{\lambda}\right)\left(z \zeta_{\mu}\right)\right)_{1 \leq \lambda, \mu \leq L}
$$

has a zero at the origin of multiplicity at least

$$
\frac{1}{2} L(L-1)-\sigma_{1}-\cdots-\sigma_{L}
$$

By multilinearity we reduce the proof of this claim to the special case $\varphi_{\lambda}(z)=z^{n_{\lambda}}$ for some $n_{\lambda} \in \mathbb{N}(1 \leq \lambda \leq L)$. In this special case we have

$$
\Psi(z) z^{\sigma_{1}+\cdots+\sigma_{L}}=z^{n_{1}+\cdots+n_{L}} \operatorname{det}\left(\sigma_{\mu}!\binom{n_{\lambda}}{\sigma_{\mu}} \zeta_{\mu}^{n_{\lambda}}\right)_{1 \leq \lambda, \mu \leq L}
$$

where the binomial coefficient $\binom{n_{\lambda}}{\sigma_{\mu}}$ means 0 if $\sigma_{\mu}>n_{\lambda}$. If the right-hand side is not identically zero, then the numbers $n_{1}, \ldots, n_{L}$ are pairwise distinct, and then the right-hand side has a zero at the origin of multiplicity $n_{1}+\cdots+n_{L} \geq L(L-1) / 2$. Our claim on the order of vanishing of $\Psi$ at the origin easily follows.

Here again, like in the proof of Lemma 2.5, one can also check directly that the first $L(L-1) / 2-\sigma_{1}-\cdots-\sigma_{L}$ derivatives of $\Psi$ vanish at 0 : if $\left(\kappa_{1}, \ldots, \kappa_{L}\right) \in \mathbb{N}^{L}$ is such that

$$
\operatorname{det}\left(\left(\frac{d}{d z}\right)^{\sigma_{\mu}+\kappa_{\mu}} \varphi_{\lambda}(0)\right)_{1 \leq \lambda, \mu \leq L}
$$

is not zero, then $\sigma_{1}+\kappa_{1}+\cdots+\sigma_{L}+\kappa_{L} \geq L(L-1) / 2$.
We conclude the proof of Lemma 2.8 by means of the Schwarz' Lemma 2.4, just as in Lemma 2.5.

Remark. One could apply Cauchy's inequalities and bound the number

$$
\sup _{|z|=R}\left|(d / d z)^{\sigma_{\mu}} \varphi_{\lambda}(z)\right|
$$

by $\sigma_{\mu}!\left|\varphi_{\lambda}\right|_{R+1}$, for instance. In our applications a direct computation will be as easy.

### 2.4.2 Proof of the Real Case of the Theorem of Hermite-Lindemann

We develop here the first example of $\S 2.1$, in the real case.

Proposition 2.9. Let $\beta$ be a nonzero real number. Define $\alpha=e^{\beta}$ and

$$
c_{2}=\max \left(|\beta|,|\beta|^{-1}\right)+6
$$

Let $T_{0}, T_{1}, S_{0}, S_{1}, L$ be rational integers which are all greater than 1 , such that

$$
L=\left(T_{0}+1\right)\left(2 T_{1}+1\right)=\left(S_{0}+1\right)\left(2 S_{1}+1\right)
$$

Further let $E \geq e$ be a real number. Then there exists a polynomial $f \in \mathbb{Z}\left[\mathrm{X}^{ \pm 1}, \mathrm{Y}\right]$ such that

$$
\operatorname{deg} f \leq L\left(T_{0}+T_{1} S_{1}\right), \quad \mathrm{H}(f) \leq L!\left(T_{0}+T_{1}\right)^{L S_{0}} S_{1}^{L T_{0}}
$$

and

$$
0<|f(\alpha, \beta)| \leq E^{-L^{2} / 2}\left(\left(T_{0}+T_{1}\right) E\right)^{S_{0} L}\left(S_{1} E\right)^{c_{2} T_{0} L} e^{c_{2} T_{1} S_{1} E L}
$$

Consequence. Let us deduce from Lemma 2.1 that under the assumptions of Proposition 2.9 one at least of the two numbers $\alpha, \beta$ is transcendental. Let $\kappa$ be a positive real number. By Lemma 2.1, it is sufficient to show that there exist parameters $T_{0}, T_{1}, S_{0}, S_{1}, L, E$ satisfying the requirements of Proposition 2.9 , and also such that

$$
\begin{aligned}
\frac{1}{2} L \log E>\kappa\left(T_{0}+T_{1} S_{1}+\log L+\right. & \left.S_{0} \log \left(T_{0}+T_{1}\right)+T_{0} \log S_{1}\right) \\
& +c_{2}\left(S_{0} \log \left(\left(T_{0}+T_{1}\right) E\right)+T_{0} \log \left(S_{1} E\right)+T_{1} S_{1} E\right)
\end{aligned}
$$

We give two sets of admissible choices for these parameters.
a) Let $N$ be a sufficiently large odd integer. Choose

$$
T_{0}=S_{0}=N^{2}-1, \quad T_{1}=S_{1}=\frac{1}{2}(N-1), \quad L=N^{3} \quad \text { and } \quad E=e .
$$

In this case

$$
\operatorname{deg} f+\log \mathrm{H}(f) \leq 4 N^{5} \log N
$$

while

$$
\log |f(\alpha, \beta)| \leq-\frac{1}{3} N^{6}
$$

b) Choose for $S_{1}$ any integer with $S_{1}>2 c_{2}+\kappa$. Next take for $N$ a sufficiently large odd integer, which is a multiple of $2 S_{1}+1$. Define

$$
\begin{gathered}
T_{0}=N-1, \quad T_{1}=\frac{1}{2}(N-1), \quad L=N^{2}, \\
S_{0}+1=\frac{L}{2 S_{1}+1} \quad \text { and } \quad E=\sqrt{L} .
\end{gathered}
$$

Now

$$
\operatorname{deg} f+\log \mathrm{H}(f) \leq \frac{1}{2 S_{1}+1} N^{4} \log N+O\left(N^{4}\right)
$$

and

$$
\log |f(\alpha, \beta)| \leq\left(-\frac{1}{2}+\frac{2 c_{2}}{2 S_{1}+1}\right) N^{4} \log N+O\left(N^{4}\right) .
$$

Proof of Proposition 2.9. We start from the fact that the values, at the points $s \beta$ $(s \in \mathbf{Z})$, of the derivatives of any monomial in the two functions $z$ and $e^{z}$ belong to the ring $\mathbb{Z}\left[\alpha^{ \pm 1}, \beta\right]$ : for $\tau, t, \sigma$ and $s$ rational integers with $\tau \geq 0$ and $\sigma \geq 0$, we have

$$
\gamma_{\tau t}^{(\sigma s)}=\left(\frac{d}{d z}\right)^{\sigma}\left(z^{\tau} e^{t z}\right)(s \beta) \in \mathbb{Z}\left[\alpha^{ \pm 1}, \beta\right] .
$$

We build a matrix out of these numbers:

$$
\boldsymbol{M}=\left(\gamma_{\tau t}^{(\sigma s)}\right)_{\substack{(\tau, t) \\(\sigma, s)}}
$$

where the index of rows is, say, $(\tau, t)$, while the index of columns is $(\sigma, s)$ (any ordering of these pairs will do). We want to give an upper bound for the rank of this matrix. Here, in the real case, the matrix $\boldsymbol{M}$ will be square, we shall just prove that the determinant of $\boldsymbol{M}$ is not zero, and then apply Lemma 2.2 to get the conclusion.

We consider the $L \times L$ determinant

$$
\Delta=\operatorname{det}\left(\left(\frac{d}{d z}\right)^{\sigma}\left(z^{\tau} e^{t z}\right)(s \beta)\right)_{\substack{(\tau, t) \\(\sigma, s)}}
$$

where $(\tau, t)$ is the index of rows $\left(0 \leq \tau \leq T_{0},-T_{1} \leq t \leq T_{1}\right)$, while $(\sigma, s)$ is the index of columns $\left(0 \leq \sigma \leq S_{0},-S_{1} \leq s \leq S_{1}\right)$.

We use Corollary 2.3 with

$$
\begin{gathered}
n=2 T_{1}+1, \quad \delta_{1}=\cdots=\delta_{n}=T_{0}+1 \\
\left\{w_{1}, \ldots, w_{n}\right\}=\left\{-T_{1},-T_{1}+1, \ldots,-1,0,1, \ldots, T_{1}\right\} \\
\left\{x_{1}, \ldots, x_{m}\right\}=\left\{0, \pm \beta, \ldots, \pm S_{1} \beta\right\}, \quad \kappa_{1}=\cdots=\kappa_{m}=S_{0}+1
\end{gathered}
$$

Since $\beta \neq 0$, the $x_{i}$ 's are pairwise distinct and hence the determinant

$$
\Delta=\operatorname{det}\left(\left(\frac{d}{d z}\right)^{\sigma}\left(z^{\tau} e^{t z}\right)(s \beta)\right)_{\substack{(\tau, t) \\(\sigma, s)}} \quad \text { with } \quad \begin{cases}0 \leq \tau \leq T_{0}, & |t| \leq T_{1} \\ 0 \leq \sigma \leq S_{0}, & |s| \leq S_{1}\end{cases}
$$

is not zero.
We write $\Delta=f(\alpha, \beta)$, where $f$ is a polynomial in $\mathbb{Z}\left[\mathrm{X}^{ \pm 1}, \mathrm{Y}\right]$, which can be explicitly written as

$$
f=\operatorname{det}\left(f_{\tau t}^{(\sigma s)}\right)_{\substack{(\tau, t) \\(\sigma, s)}}
$$

with

$$
f_{\tau t}^{(\sigma s)}\left(\mathrm{X}^{ \pm 1}, \mathrm{Y}\right)=\sum_{\kappa=0}^{\min \{\tau, \sigma\}} \frac{\sigma!\tau!}{\kappa!(\sigma-\kappa)!(\tau-\kappa)!} t^{\sigma-\kappa} s^{\tau-\kappa} \mathrm{X}^{t s} \mathrm{Y}^{\tau-\kappa}
$$

For each polynomial $f_{\tau t}^{(\sigma s)} \in \mathbb{Z}\left[\mathrm{X}^{ \pm 1}, \mathrm{Y}\right]$ we have

$$
\operatorname{deg} f_{\tau t}^{(\sigma s)} \leq T_{0}+T_{1} S_{1} \quad \text { and } \quad \mathrm{H}\left(f_{\tau t}^{(\sigma s)}\right) \leq\left(T_{0}+T_{1}\right)^{S_{0}} S_{1}^{T_{0}}
$$

We deduce

$$
\operatorname{deg} f \leq L\left(T_{0}+T_{1} S_{1}\right) \quad \text { and } \quad \mathrm{H}(f) \leq L!\left(T_{0}+T_{1}\right)^{L S_{0}} S_{1}^{L T_{0}}
$$

We use Lemma 2.8 with $r=\max \left\{1, S_{1}|\beta|\right\}$ and $R=E r$, with $\lambda$ replaced by ( $\tau, t$ ), with $\mu$ replaced by $(\sigma, s)$, with the following functions $\left\{\varphi_{1}, \ldots, \varphi_{L}\right\}$ :

$$
\phi_{\tau t}(z)=z^{\tau} e^{t z}, \quad\left(0 \leq \tau \leq T_{0}, \quad|t| \leq T_{1}\right)
$$

and finally with the points

$$
\left\{\zeta_{1}, \ldots, \zeta_{L}\right\}=\left\{s \beta ;-S_{1} \leq s \leq S_{1}\right\}
$$

each of them being repeated $S_{0}+1$ times. We obtain

$$
\begin{aligned}
\log |\Delta| \leq-\left(\frac{L(L-1)}{2}\right. & \left.-L S_{0}\right) \log E+\log (L!) \\
& +\sum_{\tau=0}^{T_{0}} \sum_{t=-T_{1}}^{T_{1}} \max _{0 \leq \sigma \leq S_{0}} \log \sup _{|z|=R}\left|\left(\frac{d}{d z}\right)^{\sigma} \phi_{\tau t}(z)\right| .
\end{aligned}
$$

We bound $\sup _{|z|=R}\left|(d / d z)^{\sigma} \phi_{\tau t}(z)\right|$ as follows. Using Leibniz' formula for derivatives of products, we have

$$
\left(\frac{d}{d z}\right)^{\sigma} \phi_{\tau t}(z)=\sum_{\kappa=0}^{\min \{\tau, \sigma\}} \kappa!\binom{\tau}{\kappa}\binom{\sigma}{\kappa} t^{\sigma-\kappa} z^{\tau-\kappa} e^{t z}
$$

Bounding $\kappa!\binom{\tau}{\kappa}$ from above by $\tau^{\kappa}$, we find that

$$
\sum_{\kappa=0}^{\min \{\tau, \sigma\}} \kappa!\binom{\tau}{\kappa}\binom{\sigma}{\kappa}|t|^{\sigma-\kappa} \leq \sum_{\kappa=0}^{\sigma}\binom{\sigma}{\kappa} \tau^{\kappa}|t|^{\sigma-\kappa}=(\tau+|t|)^{\sigma} \leq\left(T_{0}+T_{1}\right)^{S_{0}}
$$

Combining these two results, we obtain

$$
\max _{0 \leq \sigma<S_{0}} \sup _{|z|=R}\left|\left(\frac{d}{d z}\right)^{\sigma} \phi_{\tau t}(z)\right| \leq\left(T_{0}+T_{1}\right)^{S_{0}} R^{T_{0}} e^{T_{1} R} .
$$

This inequality holds for any pair $(\tau, t)$. Notice that we have defined $r$ so that $r \geq 1$ in such a way that $R \geq 1$. Otherwise the term $R^{T_{0}}$ should be replaced by $\max \left\{1, R^{T_{0}}\right\}$. Anyway, it turns out that $S_{1}$ will always be chosen $>1 /|\beta|$. We finally use the following estimate:

$$
\log L+T_{0} \log R+T_{1} R \leq c_{2}\left(T_{0} \log \left(S_{1} E\right)+T_{1} S_{1} E\right)
$$

### 2.4.3 Second Proof of the Real Case of Theorem 1.4

Proposition 2.10. Let $\alpha_{1}$ and $\beta$ be two real numbers, with $\alpha_{1}>0, \alpha_{1} \neq 1$ and $\beta \notin \mathbb{Q}$. Define $\alpha_{2}=\alpha_{1}^{\beta}=\exp \left(\beta \log \alpha_{1}\right)$, where $\log \alpha_{1}$ is the real valued logarithm of $\alpha_{1}$. Let $E \geq e$ be a real number and $T, S_{0}, S_{1}, L$ be four integers, all greater than one, with

$$
L=(2 T+1)^{2}=\left(S_{0}+1\right)\left(2 S_{1}+1\right) .
$$

Then there exists a polynomial $f \in \mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \mathrm{X}_{2}^{ \pm 1}, \mathrm{Y}\right]$ satisfying

$$
\operatorname{deg} f \leq L S_{0}+2 L T S_{1}, \quad \mathrm{H}(f) \leq L!(2 T)^{L S_{0}}
$$

and

$$
0<\left|f\left(\alpha_{1}, \alpha_{2}, \beta\right)\right| \leq E^{-L^{2} / 2}(T E)^{c_{3} S_{0} L} e^{c_{3} T S_{1} E L}
$$

with $c_{3}=5(1+|\beta|)\left(1+\left|\log \alpha_{1}\right|\right)$.
Consequence. The real case of Gel'fond-Schneider Theorem follows. The conditions on the parameters are the same as for Proposition 2.7, provided that we replace the parameters $T_{0}, T_{1}$ and $S$ of Schneider's method respectively by $S_{0}, S_{1}$ and $T$ (replace also $c_{1}$ by $c_{3}$ ). This relationship between the parameters is related to the fact that the matrix associated with one method is just the transpose of the matrix which belongs to the other method (see § 13.7 for this duality). This completes the second proof of Theorem 1.4 in the real case.

Proof of Proposition 2.10.
We consider the following $L \times L$ determinant:

$$
\Delta=\operatorname{det}\left(\left(t_{1}+t_{2} \beta\right)^{\sigma} \alpha_{1}^{t_{1} s} \alpha_{2}^{t_{2} s}\right)_{\substack{\left(t_{1},(, s) \\(\sigma, s)\right.}}
$$

with $-T \leq t_{1}, t_{2} \leq T$ on one hand, $0 \leq \sigma \leq S_{0}$ and $-S_{1} \leq s \leq S_{1}$ on the other. This number $\Delta$ is well defined only up to a multiplicative factor $\pm 1$ (depending on the orderings of the rows and of the columns which is implicit). The zero estimate (Corollary 2.3) implies $\Delta \neq 0$. We repeat the estimate which was made in § 2.3: by expanding the determinant, we find that $\Delta$ is the value, at the point $\alpha_{1}, \alpha_{2}, \beta$, of a polynomial $f \in \mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \mathrm{X}_{2}^{ \pm 1}, \mathrm{Y}\right]$ which satisfies the given bounds for $\operatorname{deg} f$ and $\mathrm{H}(f)$.

We estimate $|\Delta|$ from above as follows: for $\max \left\{\left|t_{1}\right|,\left|t_{2}\right|\right\} \leq T$, define $\phi_{t_{1} t_{2}}(z)=$ $e^{\left(t_{1}+t_{2} \beta\right) z}$. Then

$$
\Delta=\operatorname{det}\left(\left(\frac{d}{d z}\right)^{\sigma} \phi_{t_{1} t_{2}}\left(s \log \alpha_{1}\right)\right)_{\substack{\left(t_{1}, t_{2}\right) \\(\sigma, s)}} .
$$

with $|\underline{t}| \leq T$ and $0 \leq \sigma \leq S_{0},|s| \leq S_{1}$. We deduce from Lemma 2.8:

$$
\frac{1}{L} \log |\Delta| \leq-\frac{L-1}{2} \log E+S_{0} \log E+\log L+\max _{\sigma, t_{1}, t_{2}} \log \sup _{|z|=R}\left|\left(\frac{d}{d z}\right)^{\sigma} \phi_{t_{1} t_{2}}(z)\right|
$$

where $r=\max \left\{1, S_{1}\left|\log \alpha_{1}\right|\right\}$ and $R=E r$. From

$$
\left(\frac{d}{d z}\right)^{\sigma} \phi_{t_{1} t_{2}}(z)=\left(t_{1}+t_{2} \beta\right)^{\sigma} e^{\left(t_{1}+t_{2} \beta\right) z}
$$

we deduce

$$
\log \sup _{|z|=R}\left|\left(\frac{d}{d z}\right)^{\sigma} \phi_{t_{1} t_{2}}(z)\right| \leq S_{0} \log (T(1+|\beta|))+T R(1+|\beta|)
$$

hence

$$
\begin{aligned}
& \frac{1}{L} \log |\Delta| \leq \\
& -\frac{L-1}{2} \log E+\log L+S_{0} \log (T E(1+|\beta|))+T S_{1} E(1+|\beta|)\left(1+\left|\log \alpha_{1}\right|\right) \\
& \leq-\frac{1}{2} L \log E+c_{3}\left(S_{0} \log (T E)+T S_{1} E\right)
\end{aligned}
$$

### 2.5 Gel'fond-Schneider's Theorem in the Complex Case

We complete now the proof of Theorem 1.4 in the complex case. The transcendence of the number $e^{\pi}$ will follow.

### 2.5.1 Statement of Proposition 2.11

Proposition 2.11. Let $\lambda$ be a nonzero complex number and $\beta$ an irrational complex number. Define $\alpha_{1}=e^{\lambda}$ and $\alpha_{2}=e^{\beta \lambda}$. Let $L, T_{0}, T_{1}$ and $S$ be positive rational integers and $E$ a real number satisfying

$$
\begin{gathered}
T_{0} \geq 2, \quad T_{1} \geq 2, \quad S \geq 3, \quad E \geq e, \quad L=\left(T_{0}+1\right)\left(T_{1}+1\right) \\
S^{2}>T_{0}\left(T_{1}+1\right) \quad \text { and } \quad S>T_{1} .
\end{gathered}
$$

Then there exists a polynomial $f \in \mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \mathrm{X}_{2}^{ \pm 1}, \mathrm{Y}\right]$ such that

$$
\operatorname{deg} f \leq L\left(T_{0}+2 T_{1} S\right), \quad \mathrm{H}(f) \leq L!S^{L T_{0}}
$$

and

$$
0<\left|f\left(\alpha_{1}, \alpha_{2}, \beta\right)\right| \leq E^{-L^{2} / 2}(S E)^{c_{4} T_{0} L} e^{c_{4} T_{1} S L E}
$$

with a constant $c_{4}$ which depends only on $\lambda$ and $\beta$.

### 2.5.2 Proof of Theorem 1.4 in the Complex Case

Given $c>0$, we choose the parameters in such a way that

$$
c\left(T_{0}+T_{1} S+T_{0} \log S\right)+c_{4}\left(T_{0} \log (S E)+T_{1} S E\right)<\frac{1}{2} L \log E .
$$

Here are two sets of admissible choices for the parameters (there are many further possibilities).
(i) Take a sufficiently large integer $N$, and choose

$$
L=N^{8}, \quad T_{0}=N^{6}-1, \quad T_{1}=N^{2}-1, \quad S=2 N^{4} \quad \text { and } \quad E=e .
$$

(ii) Take for $T_{1}$ a sufficiently large integer, choose for $S$ a large integer such that $S^{2}$ is a multiple of $2 T_{1}$. Then put $T_{0}=S^{2} / 2 T_{1}$ and $E=S$.

### 2.5.3 Sketch of the Proof of Proposition 2.11.

Consider a matrix

$$
\boldsymbol{M}=\left(\left(s_{1}+s_{2} \beta\right)^{\tau}\left(\alpha_{1}^{s_{1}} \alpha_{2}^{s_{2}}\right)^{t}\right)_{\substack{\left(\tau_{1}, t\right) \\\left(s_{1}, v_{2}\right)}},
$$

where ( $\tau, t$ ) is the index of rows, $\left(s_{1}, s_{2}\right)$ the index of columns. The parameters $\tau$, $t, s_{1}$ and $s_{2}$ will run over nonnegative integers with $0 \leq \tau \leq T_{0}, 0 \leq t \leq T_{1}$ and $0 \leq s_{1}, s_{2} \leq S$.

We first want to prove that the rank of $\boldsymbol{M}$ is maximal, i.e. equal to the minimum between the number $\left(T_{0}+1\right)\left(T_{1}+1\right)$ of rows and the number $(S+1)^{2}$ of columns, under suitable assumptions on the parameters. Here we shall assume that $(S+1)^{2}$ is larger than $\left(T_{0}+1\right)\left(T_{1}+1\right)$ and use a zero estimate from Y. V. Nesterenko (Proposition 2.12 below) to achieve this goal. Another solution to the same problem deals with the case where $\left(T_{0}+1\right)\left(T_{1}+1\right)$ is bigger than $(S+1)^{2}$ and involves a multiplicity estimate (cf. Chap. 8).

The idea of proof of the zero estimate is the following. We introduce the points $s_{1} \gamma_{1}+s_{2} \gamma_{2} \in \mathbb{C} \times \mathbb{C}^{\times}$, where $^{5}$

$$
\gamma_{1}=\left(1, \alpha_{1}\right), \quad \gamma_{2}=\left(\beta, \alpha_{2}\right), \quad s_{1} \gamma_{1}+s_{2} \gamma_{2}=\left(s_{1}+s_{2} \beta, \alpha_{1}^{s_{1}} \alpha_{2}^{s_{2}}\right) .
$$

If the rank of $\boldsymbol{M}$ is less than $\left(T_{0}+1\right)\left(T_{1}+1\right)$, then there exist complex (in fact algebraic) numbers $p_{\tau t}$, not all zero, such that

$$
\sum_{\tau=0}^{T_{0}} \sum_{t=0}^{T_{1}} p_{\tau t}\left(s_{1}+s_{2} \beta\right)^{\tau} \alpha_{1}^{s_{1} t} \alpha_{2}^{s_{2} t}=0
$$

for all $\left(s_{1}, s_{2}\right) \in \mathbb{Z}^{2}$ with $0 \leq s_{1}, s_{2} \leq S$. Therefore we get a nonzero polynomial

$$
P(X, Y)=\sum_{\tau=0}^{T_{0}} \sum_{t=0}^{T_{1}} p_{\tau t} X^{\tau} Y^{t} \in \mathbb{C}[X, Y]
$$

such that $P\left(s_{1} \gamma_{1}+s_{2} \gamma_{2}\right)=0$ for all $\left(s_{1}, s_{2}\right)$ with $0 \leq s_{1}, s_{2} \leq S$. Here comes the main argument: if $S^{\prime}$ and $S^{\prime \prime}$ are positive integers with $S^{\prime}+S^{\prime \prime}=S$, then all polynomials

$$
P\left(s_{1}^{\prime}+s_{2}^{\prime} \beta+X, \alpha_{1}^{s_{1}^{\prime}} \alpha_{2}^{s_{2}^{\prime}} Y\right), \quad\left(s_{1}^{\prime}, s_{2}^{\prime}\right) \in \mathbb{Z}^{2} \quad 0 \leq s_{1}^{\prime}, s_{2}^{\prime} \leq S^{\prime}
$$

vanish at $s_{1}^{\prime \prime} \gamma_{1}+s_{2}^{\prime \prime} \gamma_{2}$ for $\left(s_{1}^{\prime \prime}, s_{2}^{\prime \prime}\right) \in \mathbb{Z}^{2}$ with $0 \leq s_{1}^{\prime \prime}, s_{2}^{\prime \prime} \leq S^{\prime \prime}$. If we can eliminate the variable Y between these $\left(S^{\prime}+1\right)^{2}$ polynomials, then we obtain a nonzero polynomial in $X$ only, for which the number of zeroes is bounded by the degree.

Once we know the rank of $\boldsymbol{M}$, we extract a nonsingular matrix of maximal size and we consider its determinant $\Delta \neq 0$. There are two ways of getting an upper bound for $|\Delta|$.

[^4]- Either one uses Schneider's method like in § 2.3.b: apply Lemma 2.5 to the alternant involving the functions

$$
\phi_{\tau t}(z)=z^{\tau} \alpha_{1}^{t z}, \quad 0 \leq \tau \leq T_{0}, \quad 0 \leq t \leq T_{1}
$$

and the points

$$
s_{1}+s_{2} \beta, \quad 0 \leq s_{1}, s_{2} \leq S
$$

- Or else (Gel'fond's method) one considers the interpolation determinant constructed with the functions

$$
\psi_{s_{1} s_{2}}(z)=e^{\left(s_{1}+s_{2} \beta\right) z} \quad 0 \leq s_{1}, s_{2} \leq S
$$

with the derivatives $(d / d z)^{\tau}$, and with the points $t \log \alpha_{1} \quad\left(0 \leq \tau \leq T_{0}\right.$, $0 \leq t \leq T_{1}$ ). The desired estimate then follows from Lemma 2.8.

### 2.5.4 Zero Estimate

One important tool in the proofs of zero estimates is elimination. Let $L$ be a field and $f_{1}, \ldots, f_{m}$ be polynomials in $L[T]$. To eliminate $T$ between $f_{1}, \ldots, f_{m}$ is to find polynomials $A_{1}, \ldots, A_{m}$ in $L[T]$ such that $A_{1} f_{1}+\cdots+A_{m} f_{m}$ is a nonzero constant polynomial. A necessary condition to achieve this goal is that the polynomials $f_{1}, \ldots, f_{m}$ have no common factor in the factorial ring $L[T]$. The resultant (see for instance § 8, Chap. 4 of [L 1993]) is a convenient tool for studying the converse.

One of the first appearances of the resultant in transcendental number theory is in the paper [Bor 1899], where É. Borel proved a transcendence measure for the number $e$. In 1932, J. F. Koksma and J. Popken [KoPop 1932] used resultants when they established a transcendence measure for $e^{\pi}$. Next A. O. Gel'fond [G 1952] used similar arguments in his proof of a transcendence criterion; this criterion is one of the basic tools he introduced for proving results of algebraic independence (see also [FNe 1998] as well as § 15.5.1). Another fundamental tool in this work of Gel'fond's is a zero estimate. Gel'fond proved his zero estimate by analytic means. Such analytic arguments have been developed after, but turned out not to be sufficient for solving some other problems of diophantine approximation.

Later, W. D. Brownawell and D. W. Masser [BrMa 1980] used resultants in order to prove zero estimates. Further algebraic arguments have been introduced by W. D. Brownawell and D. W. Masser [BrMa 1980], then refined by D. W. Masser [Ma 1981b] (see also [Mo 1983]), G. Wüstholz [Wü 1989], P. Philippon [P 1986a], [P 1996] and Y. V. Nesterenko (see Chap. 5 and 8).

Here we shall deal with polynomials in two variables: $f_{1}, \ldots, f_{m}$ belong to $K[X, Y]$ where $K$ is a field. We eliminate (if possible) $Y$ in $L[Y]$ where $L=K(X)$. Multiplying by a denominator in $K[X]$ yields polynomials $A_{1}, \ldots, A_{m}$ in $K[X, Y]$ such that

$$
A_{1}(X, Y) f_{1}(X, Y)+\cdots+A_{m}(X, Y) f_{m}(X, Y)=R(X)
$$

is a nonzero polynomial in $K[X]$. Therefore the number of $x \in K$ such that $f_{1}, \ldots, f_{m}$ have a common zero $(x, y) \in K^{2}$ is at most the degree of $R$.

Remark. In the proof of Proposition 2.11 (as well as in many other transcendence proofs), two rings of polynomials occur: one for the zero estimate, here it is $K[X, Y]$, and one for applying the transcendence Criterion 2.1, which has been denoted by $\mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \mathrm{X}_{2}^{ \pm 1}, \mathrm{Y}\right]$.

The variables $(X, Y)$ will be specialized in the functions $z, e^{z}$, and we shall consider the values at the points $z=s_{1}+s_{2} \beta$. Therefore ( $X, Y$ ) will be specialized in $\left(s_{1}+s_{2} \beta, \alpha_{1}^{s_{1}} \alpha_{2}^{s_{2}}\right)=s_{1} \gamma_{1}+s_{2} \gamma_{2}$.

On the other hand the variables $\left(\mathrm{X}_{1}^{ \pm 1}, \mathrm{X}_{2}^{ \pm 1}, \mathrm{Y}\right)$ related to Liouville's inequality will be specialized in ( $\alpha_{1}, \alpha_{2}, \beta$ ).

The following zero estimate is due to Y. V. Nesterenko [LauMN 1995].
Proposition 2.12. Let $K$ be a field of zero characteristic, $T_{0}$ and $T_{1}$ be two positive integers, $\left(x_{1}, y_{1}\right), \ldots,\left(x_{N}, y_{N}\right),\left(\xi_{1}, \eta_{1}\right), \ldots,\left(\xi_{M}, \eta_{M}\right)$ elements of $K \times K^{\times}$, with $y_{1}, \ldots, y_{N}$ pairwise distinct in $K^{\times}$and $\xi_{1}, \ldots, \xi_{M}$ pairwise distinct in $K$. Assume

$$
N>T_{1} \quad \text { and } \quad M>T_{0}\left(T_{1}+1\right) .
$$

Then there is no nonzero polynomial $P \in K[X, Y]$, with degree at most $T_{0}$ in $X$ and degree at most $T_{1}$ in $Y$, which satisfies

$$
P\left(x_{v}+\xi_{\mu}, y_{v} \eta_{\mu}\right)=0 \quad \text { for } 1 \leq v \leq N \text { and } 1 \leq \mu \leq M .
$$

Proof. The proof involves an elimination procedure as follows: a nonzero polynomial $P \in K[X, Y]$ of degree at most $T_{0}$ in $X$ and at most $T_{1}$ in $Y$ can be written

$$
P(X, Y)=\sum_{j=1}^{r} Q_{j}(X) Y^{k_{j}},
$$

where $r$ is an integer with $1 \leq r \leq T_{1}+1$, where $0 \leq k_{1}<k_{2}<\cdots<k_{r} \leq T_{1}$ are integers, and where $Q_{1}, \ldots, Q_{r}$ are nonzero polynomials in $K[X]$ (of degree at $\operatorname{most} T_{0}$ ). We shall assume $k_{1}=0$, since there is no loss of generality to assume that $Y$ does not divide $P$. We want to eliminate $Y$ between the polynomials

$$
P\left(x_{v}+X, y_{v} Y\right)=\sum_{j=1}^{r} Q_{j}\left(x_{v}+X\right) y_{v}^{k_{j}} Y^{k_{j}}, \quad(1 \leq v \leq N) .
$$

We shall find $v_{1}, \ldots, v_{r}$ in $\{1, \ldots, N\}$ such that the polynomial

$$
\Delta(X)=\operatorname{det}\left(Q_{j}\left(x_{v_{i}}+X\right) y_{v_{i}}^{k_{j}}\right)_{1 \leq i, j \leq r}
$$

is not identically zero. Next, we show that there exist $S_{1}, \ldots, S_{r}$ in $K[X]$, with

$$
\Delta(X)=\sum_{i=1}^{r} P\left(x_{v_{i}}+X, y_{v_{i}} Y\right) S_{i}(X)
$$

Indeed, if $\mathcal{C}_{j}$ denotes the column vector $\left(Q_{j}\left(x_{v_{i}}+X\right) y_{v_{i}}^{k_{j}}\right)_{1 \leq i \leq r}$ of $\Delta(X)$, then $\mathfrak{C}_{1}+Y^{k_{2}} \mathcal{C}_{2}+\cdots+Y^{k_{r}} \mathcal{C}_{r}$ is the column vector $\left(P\left(x_{v_{i}}+X, y_{v_{i}} Y\right)\right)_{1 \leq i \leq r}$. We find the polynomials $S_{i}$ by expanding the determinant with the first column replaced by this linear combination.

In order to construct $\Delta \neq 0$, we notice that if $q_{j} X^{d_{j}}$ is the leading term of $Q_{j}(X)$, then the coefficient of $X^{d_{1}+\cdots+d_{r}}$ in $\Delta(X)$ is

$$
q_{1} \cdots q_{r} \operatorname{det}\left(y_{v_{i}}^{k_{j}}\right)_{1 \leq i, j \leq r}
$$

The key point of the proof is provided by the following lemma.
Lemma 2.13. Let $0 \leq k_{1}<k_{2}<\cdots<k_{r}$ be integers and $\mathcal{M}$ a subset of $K^{\times}$with $\operatorname{Card} \mathcal{M}>k_{r}$. Then there exist $a_{1}, \ldots, a_{r}$ in $\mathcal{M}$ such that

$$
\operatorname{det}\left(a_{i}^{k_{j}}\right)_{1 \leq i, j \leq r} \neq 0
$$

Proof. The proof is by induction on $r$. For $r=1$, the result is trivial. Assume $a_{1}, \ldots, a_{r-1}$ are such that

$$
\operatorname{det}\left(a_{i}^{k_{j}}\right)_{1 \leq i, j \leq r-1} \neq 0
$$

Introduce the polynomial

$$
P(z)=\operatorname{det}\left(\begin{array}{ccc}
a_{1}^{k_{1}} & \cdots & a_{1}^{k_{r}} \\
\vdots & \ddots & \vdots \\
a_{r-1}^{k_{1}} & \cdots & a_{r-1}^{k_{r}} \\
z^{k_{1}} & \cdots & z^{k_{r}}
\end{array}\right) .
$$

Then $P$ is of exact degree $k_{r}$. Since $\operatorname{Card} \mathcal{M}>k_{r}$, there exists $a_{r} \in \mathcal{M}$ such that $P\left(a_{r}\right) \neq 0$.

Proof of Proposition 2.12. We are now able to complete the proof of Proposition 2.12. Since $k_{r} \leq T_{1}<N$, and since $y_{1}, \ldots, y_{N}$ are pairwise distinct, we can use Lemma 2.13 with $\mathcal{M}=\left\{y_{1}, \ldots, y_{N}\right\}$. We deduce that there exist $\nu_{1}, \ldots, v_{r}$ in $\{1, \ldots, N\}$ such that

$$
\operatorname{det}\left(y_{v_{i}}^{k_{j}}\right)_{1 \leq i, j \leq r} \neq 0 .
$$

Then

$$
\Delta(X)=\operatorname{det}\left(Q_{j}\left(x_{v_{i}}+X\right) y_{v_{i}}^{k_{j}}\right)_{1 \leq i, j \leq r}
$$

is a nonzero polynomial of exact degree $\operatorname{deg} Q_{1}+\cdots+\operatorname{deg} Q_{r}$, hence

$$
\operatorname{deg} \Delta \leq r T_{0} \leq T_{0}\left(T_{1}+1\right)
$$

Further, if

$$
P\left(x_{v}+\xi_{\mu}, y_{v} \eta_{\mu}\right)=0 \quad \text { for } 1 \leq v \leq N \text { and } 1 \leq \mu \leq M,
$$

then

$$
\Delta\left(\xi_{\mu}\right)=0 \quad \text { for } 1 \leq \mu \leq M .
$$

However $\xi_{1}, \ldots, \xi_{M}$ are pairwise distinct, and $M>T_{0}\left(T_{1}+1\right) \geq \operatorname{deg} \Delta$. This completes the proof of Proposition 2.12.

### 2.5.5 Proof of Proposition 2.11

Step 1. The Matrix M
We consider the $L \times(2 S+1)^{2}$ matrix

$$
\boldsymbol{M}=\left(\left(s_{1}+s_{2} \beta\right)^{\tau}\left(\alpha_{1}^{s_{1}} \alpha_{2}^{s_{2}}\right)^{t}\right)_{\substack{\left(s_{1}, t\right) \\\left(s_{1}, v_{2}\right)}},
$$

with $0 \leq \tau \leq T_{0}, 0 \leq t \leq T_{1}$, and with $\underline{s}=\left(s_{1}, s_{2}\right) \in \mathbb{Z}^{2}, \max \left\{\left|s_{1}\right|,\left|s_{2}\right|\right\} \leq S$.

## Step 2. The Determinant $\Delta$

Our first goal is to show that this matrix $\boldsymbol{M}$ has rank $L$. We use Proposition 2.12 with $N=S, M=S^{2},\left(\xi_{\mu}, \eta_{\mu}\right)$ are $M$ points in the set

$$
\left.\left(s_{1}+s_{2} \beta, \alpha_{1}^{s_{1}} \alpha_{2}^{s_{2}}\right) \quad\left(\max \left\{\left|s_{1}\right|, \mid s_{2}\right]\right\} \leq \frac{S}{2}\right)
$$

while $\left(x_{v}, y_{v}\right)$ are $N$ of these points with $y_{1}, \ldots, y_{N}$ pairwise distinct. Notice that the numbers $s_{1}+s_{2} \beta\left(\underline{s} \in \mathbb{Z}^{2}\right)$ are pairwise distinct, and that $\alpha_{1}$ and $\alpha_{2}$ are not both roots of unity. From the conditions

$$
S^{2}>T_{0}\left(T_{1}+1\right) \quad \text { and } \quad S>T_{1}
$$

one deduces that the assumptions of Proposition 2.12 are satisfied.
Therefore there exist $L$ elements $\underline{s}^{(1)}, \ldots, \underline{s}^{(L)}$ in $\mathbb{Z}^{2}$ with

$$
\max \left\{\left|s_{1}^{(\mu)}\right|,\left|s_{2}^{(\mu)}\right|\right\} \leq S \quad(1 \leq \mu \leq L)
$$

such that the determinant

$$
\Delta=\operatorname{det}\left(\left(s_{1}^{(\mu)}+s_{2}^{(\mu)} \beta\right)^{\tau}\left(\alpha_{1}^{s_{1}^{(\mu)}} \alpha_{2}^{s_{2}^{(\mu)}}\right)^{t}\right) \underbrace{}_{\substack{(\tau, t) \\ 1 \leq \mu \leq L}}
$$

is not zero.

Step 3. Estimates for Degree and Height
Define $f \in \mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \mathrm{X}_{2}^{ \pm 1}, \mathrm{Y}\right]$ by

$$
\left.f=\operatorname{det}\left(\left(s_{1}^{(\mu)}+s_{2}^{(\mu)} \mathrm{Y}\right)^{\tau}\left(\mathrm{X}_{1}^{s_{1}^{(\mu)}} \mathrm{X}_{2}^{s_{2}^{(\mu)}}\right)^{t}\right)\right)_{\substack{(\tau, t) \\ 1 \leq \mu \leq L}}
$$

so that

$$
\Delta=f\left(\alpha_{1}, \alpha_{2}, \beta\right)
$$

Then

$$
\operatorname{deg} f \leq L\left(T_{0}+2 T_{1} S\right) \quad \text { and } \quad \mathrm{H}(f) \leq L!S^{L T_{0}}
$$

Step 4. Upper Bound for $|\Delta|$
We claim that the absolute value of the determinant $\Delta$ is bounded from above by

$$
\frac{1}{L} \log |\Delta| \leq-\frac{1}{2} L \log E+c_{4}\left(T_{0} \log (S E)+T_{1} S E\right)
$$

As we have seen, there are two proofs of this fact.

- Either one applies Lemma 2.5 to the alternant involving the functions

$$
\phi_{\tau t}(z)=z^{\tau} e^{t \lambda z}, \quad\left(0 \leq \tau \leq T_{0}, 0 \leq t \leq T_{1}\right)
$$

and the points

$$
s_{1}^{(\mu)}+s_{2}^{(\mu)} \beta, \quad(1 \leq \mu \leq L)
$$

The estimates of $\S 2.3 . \mathrm{b}$ are still valid and produce the desired upper bound.

- Or else one applies Lemma 2.8 to the interpolation determinant constructed with the functions $\psi_{s_{1}^{(\mu)} s_{2}^{(\mu)}}(1 \leq \mu \leq L)$, where

$$
\psi_{s_{1} s_{2}}(z)=e^{\left(s_{1}+s_{2} \beta\right) z} \quad \text { for } \quad \underline{s}=\left(s_{1}, s_{2}\right) \in \mathbb{Z}^{2}, \quad 0 \leq s_{1}, s_{2} \leq S
$$

with the derivatives $(d / d z)^{\tau}\left(0 \leq \tau \leq T_{0}\right)$, and with the points $t \lambda\left(0 \leq t \leq T_{1}\right)$. The estimates are the same as in $\S 2.4 . c$. There is only a change of notation: the parameters $S_{0}, S_{1}$ and $T$ which occur there are now replaced respectively by $T_{0}$, $T_{1}$ and $S$.

### 2.6 Hermite-Lindemann's Theorem in the Complex Case

We complete the proof of the complex case of Theorem 1.2 and deduce in particular the transcendence of $\pi$.

### 2.6.1 Multiplicity Estimate

The proof of the Theorem of Hermite-Lindemann involves the complex analytic functions $z$ and $e^{z}$. For $P \in \mathbb{C}[X, Y]$, the derivative $(d / d z) F$ of the function

$$
F(z)=P\left(z, e^{z}\right)
$$

is a polynomial in $z$ and $e^{z}$, which we call $\mathscr{D} P$ :

$$
\frac{d}{d z} P\left(z, e^{z}\right)=\mathscr{D} P\left(z, e^{z}\right)
$$

It is plain that $\mathscr{D}$ is the derivative operator $(\partial / \partial X)+Y(\partial / \partial Y)$. Hence when $K$ is any field of zero characteristic we can define $\mathfrak{D}$ on $K[X, Y]$ by

$$
\mathcal{D}=\frac{\partial}{\partial X}+Y \frac{\partial}{\partial Y} .
$$

Here is the multiplicity estimate of Y. V. Nesterenko [NeW 1996], Lemma 2.
Proposition 2.14. Let $K$ be a field of zero characteristic and $T_{0}, T_{1}, S_{0}$ and $M$ be positive integers satisfying

$$
\left(S_{0}+1\right) M>\left(T_{0}+M\right)\left(T_{1}+1\right) .
$$

$\operatorname{Let}\left(\xi_{1}, \eta_{1}\right), \ldots,\left(\xi_{M}, \eta_{M}\right)$ be elements in $K \times K^{\times}$with $\xi_{1}, \ldots, \xi_{M}$ pairwise distinct. Then there is no nonzero polynomial $P \in K[X, Y]$, of degree at most $T_{0}$ in $X$ and of degree at most $T_{1}$ in $Y$ which satisfies

$$
\begin{equation*}
\mathscr{D}^{\sigma} P\left(\xi_{\mu}, \eta_{\mu}\right)=0 \quad \text { for } 1 \leq \mu \leq M \text { and } 0 \leq \sigma \leq S_{0} . \tag{2.15}
\end{equation*}
$$

The proof is essentially the same as the proof of Proposition 2.12: we shall eliminate $Y$ using $T_{1}+1$ derivatives, and get a polynomial in $X$ which vanishes at $\xi_{j}$ with multiplicity at least $S_{0}+1-T_{1}$.

Proof. Let us suppose that a polynomial $P$ satisfies all the conditions of the lemma, equalities (2.15) and $P \neq 0$. We assume, as we may without loss of generality, that $Y$ does not divide the polynomial $P$, and also that $P$ has degree at least 1 with respect to $Y$. Let us define the numbers $k_{0}=0<k_{1}<\cdots<k_{n} \leq T_{1}$ by the conditions

$$
\begin{aligned}
& P(X, Y)=\sum_{i=0}^{n} Q_{i}(X) Y^{k_{i}}, Q_{i}(X)=b_{i} X^{m_{i}}+\cdots \in K[X] \\
& b_{i} \neq 0, \quad i=0, \ldots, n
\end{aligned}
$$

For $0 \leq \sigma \leq n$, we consider the polynomials

$$
\begin{equation*}
\mathscr{D}^{\sigma} P(X, Y)=\sum_{i=0}^{n} Q_{\sigma i}(X) \cdot Y^{k_{i}}, \tag{2.16}
\end{equation*}
$$

where

$$
Q_{\sigma i}(X)=\sum_{j=0}^{\sigma}\binom{\sigma}{j} Q_{i}^{(\sigma-j)}(X) k_{i}^{j}=b_{i} k_{i}^{\sigma} \cdot X^{m_{i}}+\cdots
$$

It follows from this representation that the determinant

$$
\Delta(X)=\operatorname{det}\left(Q_{\sigma i}(X)\right)_{0 \leq i, \sigma \leq n}
$$

can be written

$$
\Delta(X)=\operatorname{det}\left(b_{i} k_{i}^{\sigma} \cdot X^{m_{i}}+\cdots\right)_{0 \leq i, \sigma \leq n}=b_{0} \cdots b_{n} B X^{m_{0}+\cdots+m_{n}}+\cdots
$$

where $B$ is a Vandermonde determinant constructed from the numbers $k_{0}, \ldots, k_{n}$, hence $B \neq 0$. Now from (2.16) we derive

$$
\Delta(X)=\sum_{\sigma=0}^{n} \Delta_{\sigma}(X) \cdot D^{\sigma} P(X, Y), \quad \Delta_{\sigma}(X) \in K[X]
$$

and for any $\tau \in \mathbb{Z}, 0 \leq \tau \leq S_{0}-n$, with some $c_{\tau j \sigma} \in K$,

$$
\Delta^{(\tau)}\left(\xi_{j}\right)=\sum_{\sigma=0}^{n+\tau} c_{\tau j \sigma} \cdot \mathscr{D}^{\sigma} P\left(\xi_{j}, \eta_{j}\right)=0, \quad j=1, \ldots, M .
$$

Since $n \leq T_{1}$ and $\operatorname{deg} \Delta(X)=m_{0}+\cdots+m_{n} \leq(n+1) T_{0} \leq T_{0}\left(T_{1}+1\right)$, we deduce

$$
\left(S_{0}+1-n\right) M \leq \operatorname{deg} \Delta(X) \leq T_{0}\left(T_{1}+1\right)
$$

and $\left(S_{0}+1\right) M \leq T_{0}\left(T_{1}+1\right)+n M \leq\left(T_{0}+M\right)\left(T_{1}+1\right)$. This contradicts the assumption and completes the proof of Proposition 2.14.

### 2.6.2 Proof of Theorem 1.2

Proposition 2.17. Let $\beta$ be a nonzero complex number. There exists $c_{5}>0$ with the following property. Define $\alpha=e^{\beta}$. For any integers $T_{0}, T_{1}, S_{0}, S_{1}, L$, all of which are at least 2 , and any real number $E \geq e$, satisfying

$$
L=\left(T_{0}+1\right)\left(T_{1}+1\right), \quad\left(S_{0}+1\right)\left(2 S_{1}+1\right)>\left(T_{0}+2 S_{1}+1\right)\left(T_{1}+1\right)
$$

there exists a polynomial $f \in \mathbb{Z}\left[\mathrm{X}^{ \pm 1}, \mathrm{Y}\right]$ such that

$$
\operatorname{deg} f \leq L\left(T_{0}+T_{1} S_{1}\right), \quad \mathrm{H}(f) \leq L!\left(T_{0}+T_{1}\right)^{L S_{0}} S_{1}^{L T_{0}}
$$

and

$$
0<|f(\alpha, \beta)| \leq E^{-L^{2} / 2}\left(\left(T_{0}+T_{1}\right) E\right)^{S_{0} L}\left(S_{1} E\right)^{c_{5} T_{0} L} e^{c_{5} T_{1} S_{1} E L}
$$

The proof is essentially the same as in $\S 2.4$ (which dealt only with the case where $\beta$ is real), apart from the zero estimate.

We consider the $L \times\left(S_{0}+1\right)\left(2 S_{1}+1\right)$ matrix

$$
\boldsymbol{M}=\left(\left(\frac{d}{d z}\right)^{\sigma}\left(z^{\tau} e^{t z}\right)(s \beta)\right)_{\substack{(\tau, t) \\(\sigma, s)}}
$$

where ( $\tau, t$ ) is the index of rows ( $0 \leq \tau \leq T_{0}, 0 \leq t \leq T_{1}$ ), while ( $\sigma, s$ ) is the index of columns ( $0 \leq \sigma \leq S_{0},-S_{1} \leq s \leq S_{1}$ ). Notice that

$$
\left(\frac{d}{d z}\right)^{\sigma}\left(z^{\tau} e^{t z}\right)(s \beta)=\mathscr{D}^{\sigma}\left(X^{\tau} Y^{t}\right)\left(s \beta, \alpha^{s}\right) .
$$

Here, the variables $(X, Y)$ related with the zero estimate are specialized in $\left(z, e^{z}\right)$, and for $z=s \beta$ we specialize $(X, Y)$ in $\left(s \beta, \alpha^{s}\right)$, while the variables $\left(\mathrm{X}^{ \pm 1}, \mathrm{Y}\right)$ in the statement of Proposition 2.17 are specialized in $(\alpha, \beta)$.

Given the conditions on the parameters, we can apply Proposition 2.14 with the points $\left(\xi_{\mu}, \eta_{\mu}\right)(1 \leq \mu \leq M)$ as $\left(s \beta, \alpha^{s}\right)\left(|s| \leq S_{1}\right)$, hence $M=2 S_{1}+1$ and conclude that the matrix $\boldsymbol{M}$ has rank $L$.

We select $L$ elements $\left(\sigma^{(\mu)}, s^{(\mu)}\right)(1 \leq \mu \leq L)$, in $\mathbb{Z}^{2}$, with $0 \leq \sigma^{(\mu)} \leq S_{0}$ and $\left|s^{(\mu)}\right| \leq S_{1}$, in such a way that the $L \times L$ determinant

$$
\Delta=\operatorname{det}\left(\left(\frac{d}{d z}\right)^{\sigma^{(\mu)}}\left(z^{\tau} e^{t z}\right)\left(s^{(\mu)} \beta\right)\right)_{\substack{(\tau, t) \\ 1 \leq \nu \leq L}}
$$

is not zero. We derive the upper bound

$$
\frac{1}{L} \log |\Delta| \leq-\frac{1}{2} L \log E+\left(S_{0} \log \left(\left(T_{0}+T_{1}\right) E\right)+c_{5} T_{0} \log \left(S_{1} E\right)+c_{5} T_{1} S_{1} E\right)
$$

exactly like in § 2.4 above.
In order to complete the proof of Theorem 1.2 it remains to choose our parameters $T_{0}, T_{1}, S_{0}, S_{1}$ and $E$ so that one can apply Lemma 2.1. Hence we require that

$$
S_{0} \log \left(\left(T_{0}+T_{1}\right) E\right)+T_{0} \log \left(S_{1} E\right)+T_{1} S_{1} E
$$

is small compared with $L \log E$. The main difference with the proof in § 2.4.b lies in the requirement

$$
\left(S_{0}+1\right)\left(2 S_{1}+1\right)>\left(T_{0}+2 S_{1}+1\right)\left(T_{1}+1\right),
$$

which replaces the equality between $L$ and $\left(S_{0}+1\right)\left(2 S_{1}+1\right)$ which took place in § 2.4 .

Here are two sets of admissible choices for these parameters.
(i) Let $N$ be a sufficiently large integer. Choose

$$
T_{1}=S_{1}=N, \quad T_{0}=S_{0}=N^{2} \quad \text { and } \quad E=e .
$$

(ii) Choose for $S_{1}$ any sufficiently large integer, for $T_{1}$ a large multiple of $S_{1}$, and define

$$
T_{0}=E=T_{1}, \quad S_{0}=\frac{T_{1}^{2}}{S_{1}} .
$$

## Exercises

Exercise 2.1. Let $\vartheta$ be a real number. Show that the following properties are equivalent.
(i) $\vartheta \notin \mathbb{Q}$
(ii) There exists an integer $k \geq 1$ and a sequence $\left(P_{N}\right)_{N \geq N_{0}}$ of polynomials in $\mathbb{Z}[\mathrm{X}]$ of degree $\leq k$ such that $P_{N}(\vartheta) \neq 0$ and $\left|P_{N}(\vartheta)\right| \rightarrow 0$ as $N \rightarrow \infty$.
(iii) For any $k \geq 1$ there exist infinitely many $P \in \mathbb{Z}[\mathrm{X}]$ of degree $\leq k$ such that

$$
0<|P(\vartheta)| \leq \frac{1}{\mathrm{H}(P)}
$$

## Exercise 2.2.

a) Check that the following statement is equivalent with Lemma 2.1:

Given any algebraic numbers $\gamma_{1}, \ldots, \gamma_{m}$, there exists a positive constant $c=c\left(\gamma_{1}, \ldots, \gamma_{m}\right)$ which satisfies the following property.
Let $f \in \mathbb{Z}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{m}\right]$ and $T$ be a positive number such that the absolute values of the coefficients of $f$ are all at most $e^{T}$ and the total degree of $f$ is at most $T$. If the number $f\left(\gamma_{1}, \ldots, \gamma_{m}\right)$ is nonzero, then

$$
\left|f\left(\gamma_{1}, \ldots, \gamma_{m}\right)\right| \geq e^{-c T}
$$

b) If $\alpha \in \mathbb{C}^{\times}$is a root of a polynomial with rational integer coefficients whose absolute values are bounded above by some number $H$, then $|\alpha| \geq(1+H)^{-1}$.

Hint. See § 3.5.1.
c) For $1 \leq i \leq m$, let $\gamma_{i} \in \mathbb{C}$ be root of a polynomial in $\mathbb{Z}[\mathrm{X}]$ of degree $d_{i}$, leading coefficient $a_{i}$, and complex roots $\gamma_{i j}\left(1 \leq j \leq d_{i}\right)$. Let $f \in \mathbb{Z}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{m}\right]$ be a polynomial in $m$ variables of total degree at most $L$ with integer coefficients. Define

$$
\Delta=\left(a_{1} \cdots a_{m}\right)^{d_{1} \cdots d_{m} L}
$$

Check that the polynomial

$$
F(\mathrm{X})=\Delta \prod_{j_{1}=1}^{d_{1}} \ldots \prod_{j_{m}=1}^{d_{m}}\left(\mathrm{X}-f\left(\gamma_{1, j_{1}}, \ldots, \gamma_{m, j_{m}}\right)\right)
$$

has rational integer coefficients.
Hint. Use the Theorem on symmetric polynomials ([L 1993], Chap. IV).
d) Deduce the statement in a).

Hint. Use b) for the number $\alpha=f\left(\gamma_{1}, \ldots, \gamma_{m}\right)$.
e) Show also that the statement in a) provides a necessary and sufficient condition for the numbers $\gamma_{1}, \ldots, \gamma_{m}$ to be all algebraic.

Hint. Let $\theta$ be a complex transcendental number. Using Dirichlet's box principle (see for instance Lemma 4.11), show that there exists a positive real number $c=c(\theta)$ such that, for each $T \geq 2$, there is a nonzero polynomial $P \in \mathbb{Z}[\mathrm{X}]$ of total degree at most $T$ and of coefficients bounded in absolute value by $e^{T}$, such that $|P(\theta)| \leq e^{-c T^{2}}$. See also Proposition 15.2.

## Exercise 2.3.

a) Let $w_{1}, \ldots, w_{n}$ distinct real numbers, $d_{1}, \ldots, d_{n}$ nonnegative rational integers, and $u_{1}, \ldots, u_{N}$ distinct real numbers, with $N=d_{1}+\cdots+d_{n}+n-1$. Show that there exist polynomials $a_{1}, \ldots, a_{n}$ in $\mathbb{R}[t]$, of degrees $d_{1}, \ldots, d_{n}$ respectively, such that the function

$$
F(t)=\sum_{i=1}^{n} a_{i}(t) e^{w_{i} t}
$$

has a simple zero at each point $u_{1}, \ldots, u_{N}$ and no other zero.

Hint. Use linear algebra as well as Lemma 2.2.
b) Give also a generalization where the $u_{j}$ are no more distinct, but multiplicities are required.

Exercise 2.4 (Algebraic version of Lemma 2.2: upper bound for the number of consecutive integral zeroes of an exponential polynomial; see [MiW 1994].)
a) Let $K$ be a field, $\alpha_{1}, \ldots, \alpha_{n}$ nonzero elements of $K$ which are pairwise distinct, and $a_{1}, \ldots, a_{n}$ nonzero polynomials in $K[X]$, of degrees say $d_{1}, \ldots, d_{n}$. Then the function $\mathbb{Z} \longrightarrow K$ which is defined by

$$
\begin{equation*}
F(m)=\sum_{i=1}^{n} a_{i}(m) \alpha_{i}^{m} \tag{2.18}
\end{equation*}
$$

cannot vanish on a set of $d_{1}+\cdots+d_{n}+n$ consecutive integers.
b) Let $d_{1}, \ldots, d_{n}$ be nonnegative integers and let $E \subset \mathbb{Z}$ be a set of $d_{1}+\cdots+d_{n}+n-1$ consecutive integers. Show that there exist nonzero polynomials $a_{1}, \ldots, a_{n}$ in $K[X]$, of degrees respectively $d_{1}, \ldots, d_{n}$, such that the function $\mathbb{Z} \longrightarrow K$ which is defined by (2.18) vanishes on $E$.

Exercise 2.5. Let $\underline{w}_{1}, \ldots, \underline{w}_{t}$ be $\mathbb{Q}$-linearly independent elements in $\mathbb{C}^{n}$. Show that the $t$ functions $e^{\underline{w}_{1}} \cdot \underline{\underline{z}}, \ldots, e^{\underline{w}_{t}} \cdot \underline{z}$ are algebraically independent over the field $\mathbb{Q}\left(z_{1}, \ldots, z_{n}\right)$.

Hint. Use induction like in the proof of Lemma 2.2.

Exercise 2.6. Under the assumptions of Lemma 2.5, let $E \geq 1$ be a real number. For $1 \leq \mu \leq L$, define $R_{\mu}=E\left|\zeta_{\mu}\right|$. Further, denote by $\mathfrak{S}_{L}$ the symmetric group on $\{1 \ldots, L\}$ of order $L$ !. Check

$$
|\Delta| \leq E^{-L(L-1) / 2} L!\max _{\sigma \in \mathfrak{S}_{L}} \prod_{\lambda=1}^{L}\left|\varphi_{\lambda}\right|_{R_{\sigma(\lambda)}} .
$$

Deduce

$$
|\Delta| \leq E^{-L(L-1) / 2} L!\prod_{\mu=1}^{L} \max _{1 \leq \lambda \leq L}\left|\varphi_{\lambda}\right|_{R_{\mu}}
$$

## Exercise 2.7.

a) Let $L \geq 14$ be an integer, $f: \mathbb{C}^{2} \rightarrow \mathbb{C}$ an analytic function in $\mathbb{C}^{2}$ (entire function of two variables), $x_{1}, \ldots, x_{L}, y_{1}, \ldots, y_{L}$ complex numbers and $r_{1}, r_{2}, R_{1}, R_{2}, E$ real numbers satisfying

$$
R_{1} \geq r_{1} \geq \max _{1 \leq \lambda \leq L}\left|x_{\lambda}\right|, \quad R_{2} \geq r_{2} \geq \max _{1 \leq \mu \leq L}\left|y_{\mu}\right|, \quad \max \left\{\frac{R_{1}}{r_{1}}, \frac{R_{2}}{r_{2}}\right\} \geq E \geq e
$$

For $1 \leq \lambda \leq L$ and $1 \leq \mu \leq L$, assume that the number

$$
u_{\lambda \mu}=f\left(x_{\lambda}, y_{\mu}\right)
$$

is in $\mathbb{Z}$. Assume also

$$
\log \sup \left\{|f(z, w)| ;|z| \leq R_{1},|w| \leq R_{2}\right\} \leq \frac{1}{3} L \log E
$$

Show that the determinant of the matrix $\left(u_{\lambda \mu}\right)_{1 \leq \lambda, \mu \leq L}$ is zero.
Hint. For $L \geq 14$, check $3 L+6 \log (L!)<L^{2}$.
b) Let $d$ and $\ell$ be positive integers satisfying $d \ell>d+\ell$, let $u_{1}, \ldots, u_{d}$ be $\mathbb{Q}$-linearly independent real numbers, and let $v_{1}, \ldots, v_{\ell}$ be also $\mathbb{Q}$-linearly independent real numbers. Using question a), show that at least one of the $d \ell$ numbers

$$
e^{u_{i} v_{j}}, \quad(1 \leq i \leq d, 1 \leq j \leq \ell)
$$

is irrational.

Hint. Choose a large integer $N$, define $T=N^{\ell}, S=N^{d}, L=N^{d \ell}$, so that $T^{d}=S^{\ell}=L$. Consider the two sets, each consisting of $L$ distinct complex numbers:

$$
X=\left\{t_{1} u_{1}+\cdots+t_{d} u_{d} ;\left(t_{1}, \ldots, t_{d}\right) \in \mathbb{Z}^{d}, 0 \leq t_{i}<T,(1 \leq i \leq d)\right\}
$$

and

$$
\mathcal{y}=\left\{s_{1} v_{1}+\cdots+s_{\ell} v_{\ell}, ;\left(s_{1}, \ldots, s_{\ell}\right) \in \mathbb{Z}^{\ell}, 0 \leq s_{j}<S,(1 \leq j \leq \ell)\right\} .
$$

Assume $e^{u v} \in \mathbb{Q}$ for any $u \in \mathcal{X}$ and any $v \in \mathcal{Y}$. Let $D$ be a positive integer such that $D e^{u_{i} v_{j}} \in \mathbb{Z}$ for $1 \leq i \leq d$ and $1 \leq j \leq \ell$. Use question a) with $E=e$ for the entire function of two complex variables $(z, w) \mapsto D^{\bar{T}} e^{z w}$ and get a contradiction.
c) Application. Deduce from b) the following statement: let $x$ be a real number and let $p_{1}$, $p_{2}, p_{3}$ be three pairwise distinct prime numbers. If the three numbers $p_{1}^{x}, p_{2}^{x}$ and $p_{3}^{x}$ are all rational, then $x$ is a nonnegative integer.

## Exercise 2.8.

a) Let $d$ and $\ell$ be positive integers, $x_{1}, \ldots, x_{d}$ real numbers which are linearly independent over $\mathbb{Q}$ and $y_{1}, \ldots, y_{\ell}$ also $\mathbb{Q}$-linearly independent real numbers. Further let $L, T$ and $S$ be positive integers and $E$ a real number satisfying

$$
L=T^{d}=S^{\ell} \quad \text { and } \quad E \geq e .
$$

Show that there exists a polynomial $f$ in $d \ell$ variables with integer coefficients satisfying

$$
\operatorname{deg} f \leq L T S, \quad \mathrm{H}(f) \leq L!
$$

and

$$
0<|f(\underline{\zeta})| \leq E^{-L^{2} / 2} e^{c T S E L}
$$

where $c$ depends only on $x_{1}, \ldots, x_{d}, y_{1}, \ldots, y_{\ell}$, while $\underline{\zeta} \in \mathbb{C}^{d \ell}$ denotes the point with coordinates $e^{x_{i} y_{j}}(1 \leq i \leq d, 1 \leq j \leq \ell)$.
b) Deduce the real case of the six exponentials Theorem 1.12.

Hint. See also [Lau 1989] and [Pi 1993].

Exercise 2.9. Complete the proof of the Theorems of Hermite-Lindemann and Gel'fondSchneider as well as of the six exponentials Theorem in the complex cases by means of the following result of R. Tijdeman (refining an earlier estimate of Gel'fond's [G 1952], Chap. III, $\S 4$, Lemma III; see also [F 1982], Chap. 9, § 4, Lemma 8.9 and [W 1974], Chap. 6), in place of Nesterenko's zero and multiplicity estimates.

Let $a_{1}, \ldots, a_{n}$ be polynomials in $\mathbb{C}[z]$ of degrees $d_{1}, \ldots, d_{n}$, and let $w_{1}, \ldots, w_{n}$ pairwise distinct complex numbers. Define

$$
\Omega=\max \left\{\left|w_{1}\right|, \ldots,\left|w_{n}\right|\right\} .
$$

Then the number of zeroes (counting multiplicities) of the function

$$
F(z)=\sum_{i=1}^{n} a_{i}(z) e^{w_{i} z}
$$

in the disc $|z| \leq R$ of $\mathbb{C}$ is at most $2\left(d_{1}+\cdots+d_{n}+n-1\right)+5 R \Omega$.

## Exercise 2.10.

a) Let $L^{\prime}$ and $L$ be two integers, $1 \leq L^{\prime} \leq L$. Let $\delta_{\lambda \mu}(1 \leq \lambda, \mu \leq L)$ be $L^{2}$ complex numbers, $E, M_{1}, \ldots, M_{L}$ positive real numbers, $\zeta_{1}, \ldots, \zeta_{L}$ complex numbers and $\varphi_{1}, \ldots, \varphi_{L^{\prime}}$ entire functions in $\mathbb{C}$. Assume

$$
\delta_{\lambda \mu}=\varphi_{\lambda}\left(\zeta_{\mu}\right) \quad \text { for } 1 \leq \lambda \leq L^{\prime}, 1 \leq \mu \leq L
$$

Assume further, $E \geq e$, and, for $1 \leq \mu \leq L$,

$$
\sup _{|z|=E}\left|\varphi_{\lambda}\left(z \zeta_{\mu}\right)\right| \leq M_{\lambda} \quad \text { for } 1 \leq \lambda \leq L^{\prime}
$$

and

$$
\left|\delta_{\lambda \mu}\right| \leq M_{\lambda} \quad \text { for } L^{\prime}<\lambda \leq L
$$

Show that the absolute value of the determinant $\Delta$ of the $L \times L$ matrix $\left(\delta_{\lambda \mu}\right)_{1 \leq \lambda, \mu \leq L}$ is bounded by

$$
|\Delta| \leq E^{-L^{\prime}\left(L^{\prime}-1\right) / 2} L!M_{1} \cdots M_{L} .
$$

Hint. See § 7.2.
b) Check that for any $K \leq L$ the polynomial $f \in \mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \mathrm{X}_{2}^{ \pm 1}\right.$, Y], given by the proof of Proposition 2.11, satisfies

$$
\max _{\|\kappa\| \leq K}\left|D^{\kappa} f\left(\alpha_{1}, \alpha_{2}, \beta\right)\right| \leq E^{-(L-K)^{2} / 2}(S E)^{c_{4}^{\prime} T_{0} S L} e^{c_{4}^{\prime} T_{1} S L E}
$$

with a constant $c_{4}^{\prime}$ which depends only on $\lambda$ and $\beta$. Here, for $\kappa=\left(\kappa_{1}, \kappa_{2}, \kappa_{3}\right) \in \mathbb{N}^{3}, \mathscr{D}^{\kappa}$ denotes the derivative $\left(\partial / \partial \mathrm{X}_{1}\right)^{\kappa_{1}}\left(\partial / \partial \mathrm{X}_{2}\right)^{\kappa_{2}}(\partial / \partial \mathrm{Y})^{\kappa_{3}}$.

Hint. See [LauRoy 1999a].
c) Prove a similar result for Proposition 2.17.

Exercise 2.11. Let $x_{1}, \ldots, x_{d}$ be complex numbers which are linearly independent over $\mathbb{Q}$, and $y_{1}, \ldots, y_{\ell}$ complex numbers which are also linearly independent over $\mathbb{Q}$. Let $K_{0}$ be the field generated by the $d \ell$ numbers $e^{x_{i} y_{j}}(1 \leq i \leq d, 1 \leq j \leq \ell)$. Define also

$$
K_{1}=K_{0}\left(x_{1}, \ldots, x_{d}\right), K_{2}=K_{0}\left(y_{1}, \ldots, y_{\ell}\right) \text { and } K_{3}=K_{0}\left(x_{1}, \ldots, x_{d}, y_{1}, \ldots, y_{\ell}\right)
$$

For $i=0,1,2,3$, show that the field $K_{i}$ has transcendence degree at least 1 under the assumption which is provided by the second column of the table 2.19. The functions which are involved are displayed in the third column, the points are $\mathbb{Z} y_{1}+\cdots+\mathbb{Z} y_{\ell}$. The fourth column tells whether the proof involves or not derivatives. The fifth (and last) column gives the reference of the corresponding theorem.

Hint. Compare with § 11.2.

Table 2.19.

| Field | Assumption | Functions | $\frac{d}{d z}$ | Theorem |
| :---: | :---: | :---: | :---: | :---: |
| $K_{0}$ | $d \ell>d+\ell$ | $e^{x_{1} z}, \ldots, e^{x_{d} z}$ | No | 1.12 |
| $K_{1}$ | $d \geq 1, \ell \geq 2$ | $z, e^{x_{1} z}, \ldots, e^{x_{d} z}$ | No | 1.4 |
| $K_{2}$ | $d \geq 2, \ell \geq 1$ | $e^{x_{1} z}, \ldots, e^{x_{d} z}$ | Yes | 1.4 |
| $K_{3}$ | $d \geq 1, \ell \geq 1$ | $z, e^{x_{1} z}, \ldots, e^{x_{d} z}$ | Yes | 1.2 |

64 2. Transcendence Proofs in One Variable

## 3. Heights of Algebraic Numbers

A nonzero rational integer has absolute value at least 1. A nonzero rational number has absolute value at least the inverse of any denominator. Liouville's inequality (§ 3.5) is an extension of these estimates and provides a lower bound for the absolute value of any nonzero algebraic number. More specifically, if we are given finitely many (fixed) algebraic numbers $\gamma_{1}, \ldots, \gamma_{t}$, and a polynomial $P \in \mathbb{Z}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{t}\right]$ which does not vanish at the point $\left(\gamma_{1}, \ldots, \gamma_{t}\right)$ then we can estimate from below $\left|P\left(\gamma_{1}, \ldots, \gamma_{t}\right)\right|$. The lower bound will depend upon the degrees of $P$ with respect to each of the $\mathrm{X}_{i}$ 's, the absolute values of its coefficients as well as some measure of the $\gamma_{i}$ 's.

In order to obtain such lower bounds, we introduce a notion of height for an algebraic number (§ 3.2). There are several such heights (§ 3.4) and they all satisfy the fundamental property that for each fixed $d$ and $H$, the set of algebraic numbers of degree at most $d$ and height at most $H$ is finite. It follows that there exists a function depending on $d$ and $H$ which bounds from below the absolute value of a nonzero algebraic number of degree at most $d$ and height at most $H$. Now the problem is to compute explicitly such a function, and also to give an upper bound for the height of $P\left(\gamma_{1}, \ldots, \gamma_{t}\right)$ in terms of $P \in \mathbb{Z}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{t}\right]$ and the heights of the $\gamma_{j}$ 's. From this point of view the so-called absolute logarithmic height is more convenient than the others, because it has several equivalent definitions:

- The first one is the integral, on the unit circle, of the logarithm of the modulus of the minimal polynomial of the given algebraic number (§ 3.3),
- The second one involves the absolute values (see § 3.1) of the conjugates and the leading coefficient of the minimal polynomial of the algebraic number,
- The third one is phrased in terms of the absolute values - Archimedean and ultrametric - of the algebraic number.

We study this height with somewhat more details than are strictly necessary, because it is an important tool in many situations. We conclude this chapter with Lehmer's problem and related questions (§ 3.6).

### 3.1 Absolute Values on a Number Field

We need a little bit of algebraic number theory. There are plenty of references on this subject (see, for example, [Ar 1967]; [Bou 1985] Chap. 6; [FrTa 1991] Chap. 1,2,3; [L 1970]; [L 1978]Chap. 4 § 1, pp. 77-84 and Chap. 7 § 1, pp. 159-162; [L 1983] Chap. 3 § 1, pp. 50-54; [L 1993], Chap. 12; [Neu 1999], Chap. 2; [Sc 1999]; [Ser 1989], Chap. 2 § 1-3, pp. 7-16; [Sil 1986], Chap. VIII § 5).

We explain briefly the basic facts we shall need, detailed proofs can be found in [L 1993], (especially Chap. 12) which we take as basic reference.

### 3.1.1 $\boldsymbol{p}$-adic Valuation and $\boldsymbol{p}$-adic Absolute Values over $\mathbb{Q}$

For $x \in \mathbb{Q}, x \neq 0$, we write the decomposition of $x$ into a product of prime factors as follows

$$
x= \pm \prod_{p} p^{v_{p}(x)}
$$

This defines, for each prime number $p$, a map $v_{p}$ from $\mathbb{Q}^{\times}$to $\mathbb{Z}$, which we extend by $v_{p}(0)=\infty$. The map $v_{p}: \mathbb{Q} \longrightarrow \mathbb{Z} \cup\{\infty\}$ thus obtained is the $p$-adic valuation over $\mathbb{Q}$. One can easily prove that it satisfies the following properties:
(i) for $x \in \mathbb{Q}, v_{p}(x)=\infty$ is equivalent to $x=0$
(ii) for $(x, y) \in \mathbb{Q}^{2}, v_{p}(x y)=v_{p}(x)+v_{p}(y)$
(iii) for $(x, y) \in \mathbb{Q}^{2}, v_{p}(x+y) \geq \min \left\{v_{p}(x), v_{p}(y)\right\}$.

To $v_{p}$ is associated an absolute value $|\cdot|_{p}$, which is the map from $\mathbb{Q}$ to $\mathbb{Q}$ defined by

$$
|x|_{p}=p^{-v_{p}(x)}
$$

for $x \neq 0$ and $|0|_{p}=0$.
The $p$-adic absolute value satisfies the following properties:
(i) for $x \in \mathbb{Q},|x|_{p}=0$ is equivalent to $x=0$
(ii) for $(x, y) \in \mathbb{Q}^{2},|x y|_{p}=|x|_{p}|y|_{p}$
(iii) for $(x, y) \in \mathbb{Q}^{2},|x+y|_{p} \leq \max \left\{|x|_{p},|y|_{p}\right\}$.

Such an absolute value is called an ultrametric absolute value. It is a nonarchimedean absolute value: the set $\left\{|n|_{p} ; n \in \mathbb{Z}\right\}$ is bounded. An important property of an ultrametric absolute value $|\cdot|$ is the fact that $|x|<|y|$ implies $|x+y|=$ $\max \{|x|,|y|\}=|y|$. This property will be used several times.

This $p$-adic absolute value defines a distance on $\mathbb{Q}$, hence a topology. The ball of radius $p^{-r}$ (with $r \in \mathbb{Z}$ ) with $a \in \mathbb{Q}$ as its center:

$$
\mathscr{D}(a, r)=\left\{x \in \mathbb{Q} ;|x-a|_{p} \leq p^{-r}\right\}=\left\{x \in \mathbb{Q} ; v_{p}(x-a) \geq r\right\}
$$

is the set of rational numbers $x$ such that the difference $x-a$ is divisible by $p^{r}$, i.e. such that $x-a$ is the product of $p^{r}$ by a rational number with denominator not
divisible by $p$. For $r \geq 1$, this means that the numerator of $x-a$ (written as a quotient of two coprime integers) is congruent to 0 modulo $p^{r}$.

The completion of $\mathbb{Q}$ for the $p$-adic valuation is the field $\mathbb{Q}_{p}$ of p-adic numbers. Each element $x$ of $\mathbb{Q}_{p}$ can be written as

$$
x=\frac{a_{-N}}{p^{N}}+\frac{a_{-N+1}}{p^{N-1}}+\cdots+a_{0}+a_{1} p+\cdots+a_{n} p^{n}+\cdots,
$$

with $a_{i} \in\{0, \ldots, p-1\}$. Such a series is called the Hensel's expansion of $x$. For $x \neq 0$, the least $n \in \mathbb{Z}$ for which $a_{n} \neq 0$ is nothing else than $v_{p}(x)$.

Two absolute values on a field are said to be equivalent if they define the same topology on that field.

One can show (Ostrowski's Theorem, see for instance [K 1980] or [Neu 1999], Chap. $2 \S 4$ ) that any nontrivial absolute value on $\mathbb{Q}$ is equivalent to either a $p$-adic absolute value or to the usual absolute value on $\mathbb{Q}$.

If one fixes a nonzero rational number $x$ and takes the product of all these absolute values of $x$, then something quite interesting occurs. A property known as the product formula holds:

$$
|x| \prod_{p}|x|_{p}=1 \quad \text { for all } x \in \mathbb{Q}^{\times},
$$

which can also be written additively:

$$
\sum_{p} v_{p}(x) \log p=\log |x| \quad \text { for all } x \in \mathbb{Q}^{\times} .
$$

The fact that this property holds in many common types of fields is of great importance in algebraic number theory as well as in the study of diophantine and transcendence problems. We shall return to the product formula later in this chapter.

### 3.1.2 Number Fields

Let $\alpha$ be an algebraic number. The image of the homomorphism $\mathbb{Q}[X] \longrightarrow \mathbb{C}$, which maps $f \in \mathbb{Q}[X]$ onto $f(\alpha)$, is the field $\mathbb{Q}(\alpha)$ generated by $\alpha$ over $\mathbb{Q}$. The kernel of the same homomorphism is a prime (hence maximal) ideal of $\mathbb{Q}[X]$, which has a uniquely defined monic generator. This generator $f$ is called the irreducible polynomial of $\alpha$ over $\mathbb{Q}$. The degree of $f$ is called the degree of the algebraic number $\alpha$. Two algebraic numbers are called conjugate if they have the same irreducible polynomial over $\mathbb{Q}$.

Let $a_{0}$ be the least positive integer such that $g=a_{0} f$ has integer coefficients. The product $g=a_{0} f$, say

$$
g(X)=a_{0} X^{d}+\cdots+a_{d} \in \mathbb{Z}[X],
$$

is the minimal polynomial of $\alpha$ over $\mathbb{Z}$. This polynomial $g$ is irreducible in the factorial ring $\mathbb{Z}[X]$ (see [L 1993], Chap. 4 § 2), which means that $g$ is irreducible in $\mathbb{Q}[X]$ and the rational integers $a_{0}, \ldots, a_{d}$ are relatively prime. The number $\alpha$ is
called an algebraic integer if $a_{0}=1$, a unit if $a_{0}=1$ and $a_{d}= \pm 1$. The set of algebraic integers is a ring in the field $\overline{\mathbb{Q}}$, and the units are the invertible elements of this ring.

A number field is a subfield $k$ of $\mathbb{C}$ which, considered as a vector space over $\mathbb{Q}$, is of finite dimension. We denote this dimension by $[k: \mathbb{Q}]$ and we call it the degree of $k$ (over $\mathbb{Q}$ ). For instance, when $\gamma$ is an algebraic number, then $k=\mathbb{Q}(\gamma)$ is a number field of degree $[\mathbb{Q}(\gamma): \mathbb{Q}]$ equal to the degree of $\gamma$ and such a $\gamma$ is called a generator of the number field $k$.

When $k$ is a number field, each $\gamma \in k$ is algebraic over $\mathbb{Q}$. On the other hand, using the fact that $\left[k_{3}: k_{2}\right]\left[k_{2}: k_{1}\right]=\left[k_{3}: k_{1}\right]$ when $k_{1} \subset k_{2} \subset k_{3}$ are finite extensions (see [L 1993], Chap. 5 § 1), it follows easily that for each number field $k$ there exist $\alpha_{1}, \ldots, \alpha_{n}$ in $k$ such that $k=\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$.

Let $k$ be a number field of degree $d$. If $k=\mathbb{Q}(\gamma)$ for some $\gamma \in k$, then there are exactly $d$ distinct embeddings of $k$ into $\mathbb{C}$. Indeed, if $\gamma_{1}, \ldots, \gamma_{d}$ are the roots of $f$ in $\mathbb{C}$ (these are the conjugates of $\gamma$ ), then the $d$ embeddings of $k$ into $\mathbb{C}$ are given by

$$
\begin{array}{lll}
k & \longrightarrow & \mathbb{C} \\
\gamma & \longmapsto & \gamma_{i}
\end{array}
$$

( $1 \leq i \leq d$ ). By induction one deduces that any number field $k$ of degree $d$ has exactly $d$ embeddings into $\mathbb{C}$. Moreover, a number $\gamma \in k$ is a generator of $k$ over $\mathbb{Q}$ if and only if the $d$ images of $\gamma$ under these embeddings are distinct. From this follows the Theorem of the primitive element (see Exercise 3.1): for each number field $k$ there exists an algebraic number $\gamma \in k$ such that $k=\mathbb{Q}(\gamma)$.

We shall now study the set of absolute values of a number field. To do this, we have to study how an absolute value can be extended.

We can deal with the trivial absolute value (defined by $|0|=0$ and $|x|=1$ for $x \neq 0$ ) as follows: if $K / k$ is a finite extension, the unique extension to $K$ of the trivial absolute value on $k$ is the trivial absolute value on $K$. Indeed, for $\alpha \in K^{\times}$, there exist a positive integer $d$ and $a_{0}, \ldots, a_{d}$ in $k$ with $a_{0} a_{d} \neq 0$ such that $a_{0} \alpha^{d}+a_{1} \alpha^{d-1}+\cdots+a_{d}=0$. Since $v$ is trivial on $k$, we have

$$
\left|a_{i} \alpha^{d-i}\right|< \begin{cases}\left|a_{0} \alpha^{d}\right| \quad \text { for } \quad 1 \leq i \leq d & \text { if }|\alpha|>1, \\ \left|a_{d}\right|=1 \quad \text { for } \quad 0 \leq i \leq d-1 & \text { if }|\alpha|<1\end{cases}
$$

Notice as well that since $v$ is trivial, it is ultrametric and thus if $|x|<|y|$ then $|x+y|=\max \{|x|,|y|\}=|y|$. Therefore, we conclude that $|\alpha|=1$.

Let $|\cdot|$ be a nontrivial absolute value on a number field $k$. The restriction of this absolute value to $\mathbb{Q}$ is equivalent either to the usual absolute value on $\mathbb{Q}$ (in this case the absolute value is Archimedean), or else to a $p$-adic absolute value (in this case the absolute value is said to be ultrametric).

In each equivalence class $v$ of nontrivial absolute values, we choose the representative $|\cdot|_{v}$ which is normalized by

$$
\begin{cases}|x|_{v}=x & \text { if } x \in \mathbb{Q}, x>0, \text { and } v \text { is Archimedean } \\ |p|_{v}=\frac{1}{p} & \text { if } v \text { extends the } p \text {-adic valuation of } \mathbb{Q}\end{cases}
$$

We write $v \mid \infty$ if $v$ is Archimedean, and $v \mid p$ if $v$ extends the $p$-adic valuation. We denote by $M_{k}$ (resp. $M_{k}^{\infty}$ ) the set of normalized absolute values (resp. Archimedean normalized absolute values) of $k$. For $v \in M_{k}$, the completion of $k$ at $v$ will be denoted by $k_{v}$.

### 3.1.3 Archimedean Absolute Values over a Number Field

Let $k$ be a number field, $\gamma$ a generator of $k$ over $\mathbb{Q}$, and $f$ the irreducible polynomial of $\gamma$ over $\mathbb{Q}$.

To each complex embedding $\sigma: k \longrightarrow \mathbb{C}$ we associate a normalized Archimedean absolute value $v_{\sigma}$ defined by $|x|_{v_{\sigma}}=|\sigma(x)|$ for $x \in k$. Conversely, let $v$ be a normalized Archimedean absolute value on $k$. The completion $k_{v}$ of $k$ is an extension of the completion $\mathbb{R}$ of $\mathbb{Q}$. We denote by $\gamma_{v}$ the image of $\gamma$ in $k_{v}$. Then $\mathbb{R}\left(\gamma_{v}\right)$ is a finite extension of $\mathbb{R}$ (because $\gamma_{v}$ is a root of $f$ ), hence is either $\mathbb{R}$ or $\mathbb{C}$. We know which one it is by writing the decomposition of $f \in \mathbb{Q}[X]$ into irreducible factors in $\mathbb{R}[X]: f=f_{1} \cdots f_{r}$, where $r=r_{1}+r_{2}, f_{1}, \ldots, f_{r_{1}}$ are of degree $d_{1}=\ldots=d_{r_{1}}=1$, while $f_{r_{1}+1}, \ldots, f_{r}$ are of degree $d_{r_{1}+1}=\ldots=d_{r}=2$. If $\gamma_{v}$ is root of one of the $f_{i}$ 's of degree 1 , then $\mathbb{R}\left(\gamma_{v}\right)=\mathbb{R}$, while if $\gamma_{v}$ is root of one of the $f_{i}$ 's of degree 2 , then $\mathbb{R}\left(\gamma_{v}\right)=\mathbb{C}$. In any case, we have $k_{v}=\mathbb{R}\left(\gamma_{v}\right)$, since $\mathbb{R}$ and $\mathbb{C}$ are complete, and we get a complex embedding $\sigma_{v}$ of $k$ into $\mathbb{C}$ such that $v_{\sigma_{v}}=v$. Hence the mapping $\sigma \mapsto v_{\sigma}$ is surjective.

If $\sigma(\gamma) \in \mathbb{R}$, then $\sigma(k) \subset \mathbb{R}$ and $k_{v}=\mathbb{R}$. The embedding $\sigma$ and the absolute value $v$ are called real. If $\sigma(\gamma) \notin \mathbb{R}$, then $k_{v}=\mathbb{C}$. Here the embedding $\sigma$ and the absolute value $v$ are called complex. We denote by $d_{v}$ the degree $\left[k_{v}: \mathbb{R}\right]$ :

$$
d_{v}= \begin{cases}1 & \text { if } v \text { is real, } \\ 2 & \text { if } v \text { is complex. }\end{cases}
$$

Let $\sigma_{1}$ and $\sigma_{2}$ be two distinct embeddings of $k$ into $\mathbb{C}$ which give rise to the same Archimedean absolute value $v$. For any $\alpha \in k$ we have

$$
\left|\sigma_{1}(\alpha)\right|_{v}=\left|\sigma_{2}(\alpha)\right|_{v} \quad \text { and } \quad\left|1-\sigma_{1}(\alpha)\right|_{v}=\left|1-\sigma_{2}(\alpha)\right|_{v}
$$

which implies that the complex numbers $\sigma_{1}(\alpha)$ and $\sigma_{2}(\alpha)$ are conjugate. Therefore, to a real absolute value $v$ corresponds one and only one real embedding of $k$, while to a complex absolute value $v$ correspond two (complex conjugate) embeddings of $k$ into $\mathbb{C}$. We deduce that the number of elements in $M_{k}^{\infty}$ (i.e. the number of nonequivalent Archimedean absolute values of $k$ ) is $r=r_{1}+r_{2}$, where (as before) $r_{1}$ is the number of real roots of $f$, while $r_{2}$ is the number of pairs of conjugate complex roots of $f$, with $d=r_{1}+2 r_{2}$. We can index the irreducible factors of $f$ over $\mathbb{R}$ by $v \in M_{k}^{\infty}$ (instead of $1 \leq i \leq r$ ):

$$
f=\prod_{v \in M_{k}^{\infty}} f_{v} \quad \text { and } \quad d=\sum_{v \in M_{k}^{\infty}} d_{v} \quad \text { with } \quad d_{v}=\operatorname{deg} f_{v}
$$

The $d$-tuple $\left(\left|\gamma_{1}\right|, \ldots,\left|\gamma_{d}\right|\right)$ consists of the elements $|\gamma|_{v}\left(v \in M_{k}^{\infty}\right)$, where each $|\gamma|_{v}$ is repeated $d_{v}$ times. For instance, supposing that the minimal polynomial of $\gamma$ over $\mathbb{Q}$ is $f(X)=a_{0} X^{d}+\cdots+a_{d}$, we get

$$
\prod_{v \in M_{k}^{\infty}}|\gamma|_{v}^{d_{v}}=\prod_{i=1}^{d}\left|\gamma_{i}\right|=\left|\frac{a_{d}}{a_{0}}\right|
$$

and

$$
\prod_{v \in M_{k}^{\infty}} \max \left\{1,|\gamma|_{v}\right\}^{d_{v}}=\prod_{i=1}^{d} \max \left\{1,\left|\gamma_{i}\right|\right\} .
$$

### 3.1.4 Ultrametric Absolute Values over a Number Field

Let $p$ be a prime number. The absolute value $|\cdot|_{p}$ on $\mathbb{Q}_{p}$ has a unique extension to any finite extension $K$ of $\mathbb{Q}_{p}$. This is due to the fact that $\mathbb{Q}_{p}$ is complete (see [L 1993], Chap. 12, Prop. 2.5 or [Neu 1999], Chap. 2 Th. 4.8). This extension is given as follows. For $\alpha \in K$, let $\mathrm{N}_{K / \mathbb{Q}_{p}}(\alpha)$ denote the norm of the $\mathbb{Q}_{p}$-endomorphism of $K$ which maps $x$ onto $\alpha x$. If $n$ is the degree of $K$ over $\mathbb{Q}_{p}$, the extension $|\cdot|_{p}$ of the $p$-adic absolute value of $\mathbb{Q}_{p}$ to $K$ is defined by

$$
|\alpha|_{p}=\left|\mathbf{N}_{K / \mathbb{Q}_{p}}(\alpha)\right|_{p}^{1 / n} .
$$

Denote by $\overline{\mathbb{Q}}_{p}$ the algebraic closure of $\mathbb{Q}_{p}$, equipped with this absolute value. Then $\overline{\mathbb{Q}}_{p}$ is not complete (which makes a difference with the Archimedean situation). This is not a serious drawback, and we could take $\overline{\mathbb{Q}}_{p}$ as the analog of the field of complex number. But we shall prefer to denote by $\mathbb{C}_{p}$ the completion of $\overline{\mathbb{Q}}_{p}$ for the absolute value $|\cdot|_{p}$. This is a complete field in which $\overline{\mathbb{Q}}_{p}$ is dense, and moreover $\mathbb{C}_{p}$ is algebraically closed (we shall need only that it contains an algebraic closure of $\mathbb{Q}_{p}$, hence it also contains an algebraic closure of $\mathbb{Q}$ ).

Again let $k=\mathbb{Q}(\gamma)$ be a number field of degree $d$ and $f$ the irreducible polynomial of $\gamma$ over $\mathbb{Q}$. Denote by $\gamma_{1}^{(p)}, \ldots, \gamma_{d}^{(p)}$ the roots of $f$ in $\mathbb{C}_{p}$. There are $d$ distinct embeddings of $k$ into $\mathbb{C}_{p}$ (each embedding maps a root of $f$ onto another root of the same). These embeddings are given by

$$
\begin{array}{ccc}
k & \longrightarrow & \mathbb{C}_{p} \\
\gamma & \longmapsto & \gamma_{i}^{(p)}
\end{array}
$$

$(1 \leq i \leq d)$. To each such embedding $\sigma: k \longrightarrow \mathbb{C}_{p}$ we associate an ultrametric absolute value $v_{\sigma} \mid p$ defined by $|x|_{v_{\sigma}}=|\sigma(x)|_{p}$.

Let $v$ be an absolute value on $k$ which extends the $p$-adic absolute value of $\mathbb{Q}$. We view the completion $k_{v}$ of $k$ as an extension of $\mathbb{Q}_{p}$ and denote by $\gamma_{v}$ the image of $\gamma$ into $k_{v}$. Then $\mathbb{Q}_{p}\left(\gamma_{v}\right)$ is a finite extension of $\mathbb{Q}_{p}$. But we can say more about the degree of this extension. Consider the decomposition of $f \in \mathbb{Q}[X]$ into irreducible
factors ${ }^{6}$ in $\mathbb{Q}_{p}[X]: f=f_{1} \cdots f_{r}$ (notice that the number $r$ of irreducible factors varies with $p$ ). Since $\gamma_{v}$ is a root of $f$ into $\mathbb{C}_{p}$, there is a unique $i, 1 \leq i \leq r$, such that $\gamma_{v}$ is a root of $f_{i}$. Therefore $f_{i}$ has a root in the field $\mathbb{Q}_{p}\left(\gamma_{v}\right)$, which is an extension of $\mathbb{Q}_{p}$ of degree $d_{v}=\operatorname{deg}\left(f_{i}\right)$, and $k_{v}=\mathbb{Q}_{p}\left(\gamma_{v}\right)$. This number $d_{v}$ is called the local degree at $v$. From this it follows that $k_{v}$ is (isomorphic to) a subfield of $\mathbb{C}_{p}$, and we get an embedding $\sigma_{v}$ of $k$ into $\mathbb{C}_{p}$ such that $v_{\sigma_{v}}=v$. Hence the mapping $\sigma \mapsto v_{\sigma}$ is surjective.

Let $\sigma_{1}$ and $\sigma_{2}$ be two distinct embeddings of $k$ into $\mathbb{C}_{p}$. They give rise to the same ultrametric absolute value $v$ if and only if $\sigma_{1}(\gamma)$ and $\sigma_{2}(\gamma)$ are conjugate over $\mathbb{Q}_{p}$, which means that they are roots of the same irreducible factor $f_{i}$ (cf. [L 1993], Chap. 12, Prop. 3.2 or [Neu 1999], Chap. 2, Prop. 8.2). Therefore the number of distinct embeddings $\sigma$ into $\mathbb{C}_{p}$ associated to a given absolute value $v \mid p$ is the local degree $d_{v}=\left[k_{v}: \mathbb{Q}_{p}\right]$ of $v$, and the number of elements $v \in M_{k}$ with $v \mid p$ is the number $r$ of irreducible factors of $f$ over $\mathbb{Q}_{p}$. This enables us to write

$$
f=\prod_{v \in M_{k}, v \mid p} f_{v} \quad \text { and } \quad d=\sum_{v \in M_{k}, v \mid p} d_{v} \quad \text { with } \quad d_{v}=\operatorname{deg} f_{v} .
$$

The $d$-tuple $\left(\left|\gamma_{1}^{(p)}\right|_{p}, \ldots,\left|\gamma_{d}^{(p)}\right|_{p}\right)$ consists of the elements $|\gamma|_{v}\left(v \in M_{k}, v \mid p\right)$, where each $|\gamma|_{v}$ is repeated $d_{v}$ times. For instance

$$
\prod_{v \in M_{k}, v \mid p}|\gamma|_{v}^{d_{v}}=\prod_{i=1}^{d}\left|\gamma_{i}^{(p)}\right|_{p}=\left|\frac{a_{d}}{a_{0}}\right|_{p}
$$

and

$$
\prod_{v \in M_{k}, v \mid p} \max \left\{1,|\gamma|_{v}\right\}^{d_{v}}=\prod_{i=1}^{d} \max \left\{1,\left|\gamma_{i}^{(p)}\right|_{p}\right\} .
$$

The next lemma shows that this last number is $1 /\left|a_{0}\right|_{p}$.
Lemma 3.1. Let p be a prime number. Let

$$
f(X)=a_{0} X^{d}+a_{1} X^{d-1}+\cdots+a_{d}
$$

be a polynomial in $\mathbb{Z}[X]$ with degree $d$ and $\operatorname{gcd}\left(a_{0}, \ldots, a_{d}\right)=1$. Denote the roots of $f$ in $\mathbb{C}_{p}$ by $\alpha_{1}, \ldots, \alpha_{d}$ :

$$
f(X)=a_{0} \prod_{i=1}^{d}\left(X-\alpha_{i}\right)
$$

Then

$$
\left|a_{0}\right|_{p} \prod_{i=1}^{d} \max \left\{1,\left|\alpha_{i}\right|_{p}\right\}=1 .
$$

It follows from Lemma 3.1 that for each subset $I$ of $\{1, \ldots, d\}$, the number

[^5]$$
a_{0} \prod_{i \in I} \alpha_{i}
$$
is an algebraic integer.

Proof. We may assume $\left|\alpha_{1}\right|_{p} \leq \cdots \leq\left|\alpha_{d}\right|_{p}$. Since the numbers $a_{i}$ are relatively prime, $\max \left\{\left|a_{0}\right|_{p}, \ldots,\left|a_{d}\right|_{p}\right\}=1$. Let us write $a_{i} / a_{0}$ as a symmetric function of the $\alpha_{i}$ :

$$
\frac{a_{i}}{a_{0}}=(-1)^{i} \sum_{1 \leq s_{1}<\cdots<s_{i} \leq d} \alpha_{s_{1}} \cdots \alpha_{s_{i}} \quad(1 \leq i \leq d)
$$

If $\left|\alpha_{i}\right|_{p} \leq 1$ for all $i=1, \ldots, d$, then $\left|a_{i}\right|_{p} \leq\left|a_{0}\right|_{p}$ and $\max \left\{\left|a_{0}\right|_{p}, \ldots,\left|a_{d}\right|_{p}\right\}=$ $\left|a_{0}\right|_{p}=1$, which gives the desired result. Otherwise let $j(1 \leq j \leq d)$, be such that

$$
\left|\alpha_{1}\right|_{p} \leq \cdots \leq\left|\alpha_{j-1}\right|_{p} \leq 1<\left|\alpha_{j}\right|_{p} \leq \cdots \leq\left|\alpha_{d}\right|_{p}
$$

Then, using the main property of ultrametric absolute values, we obtain

$$
\max \left\{\left|\frac{a_{i}}{a_{0}}\right|_{p} ; 1 \leq i \leq d\right\}=\left|\frac{a_{d-j+1}}{a_{0}}\right|_{p}=\left|\alpha_{j} \cdots \alpha_{d}\right|_{p}=\prod_{i=1}^{d} \max \left\{1,\left|\alpha_{i}\right|_{p}\right\}
$$

hence

$$
\max \left\{\left|a_{1}\right|_{p}, \ldots,\left|a_{d}\right|_{p}\right\}=\left|a_{0}\right|_{p} \prod_{i=1}^{d} \max \left\{1,\left|\alpha_{i}\right|_{p}\right\} .
$$

Since this number is at least $\left|a_{0}\right|_{p}$, we deduce

$$
\max \left\{\left|a_{0}\right|_{p}, \ldots,\left|a_{d}\right|_{p}\right\}=\left|a_{0}\right|_{p} \prod_{i=1}^{d} \max \left\{1,\left|\alpha_{i}\right|_{p}\right\}
$$

hence the result.

We have already defined an algebraic integer as an algebraic number whose irreducible polynomial over $\mathbb{Q}$ has coefficients in $\mathbb{Z}$ (which means that the minimal polynomial of $\alpha$ over $\mathbb{Z}$ is monic). From Lemma 3.1 we deduce at once:

Corollary 3.2. Let $\alpha$ be an algebraic number. The following conditions are equivalent:
(i) $\alpha$ is an algebraic integer.
(ii) There exists a monic polynomial in $\mathbb{Z}[X]$ which vanishes at $\alpha$.
(iii) For each number field $k$ containing $\alpha$, and for each ultrametric absolute value $v$ of $k$, we have $|\alpha|_{v} \leq 1$.
(iv) There exists a number field $k$ containing $\alpha$ such that, for each ultrametric absolute value $v$ of $k$, we have $|\alpha|_{v} \leq 1$.

Remark 1. Let $\alpha$ be an algebraic number with conjugates $\alpha_{1}, \ldots, \alpha_{d}$ (with $d=$ $[\mathbb{Q}(\alpha): \mathbb{Q}]$ and, say, $\left.\alpha_{1}=\alpha\right)$. If $D \in \mathbb{Z}$ is such that

$$
\left|D \prod_{i \in I} \alpha_{i}\right|_{v} \leq 1
$$

for all subsets $I$ of $\{1, \ldots, d\}$ and all ultrametric absolute values $v$, then

$$
|D|_{p} \prod_{i=1}^{d} \max \left\{1,\left|\alpha_{i}\right|_{p}\right\} \leq 1
$$

for each prime number $p$ and each embedding of $\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ into $\mathbb{C}_{p}$. Hence $|D|_{p} \leq\left|a_{0}\right|_{p}$ for each $p$, which means that $a_{0}$ divides $D$. This shows that $a_{0}$ is the positive generator of the ideal of $D \in \mathbb{Z}$ for which, for any subset $\left\{i_{1}, \ldots, i_{t}\right\}$ of $\{1, \ldots, d\}$, the number $D \alpha_{i_{1}} \cdots \alpha_{i_{t}}$ is an algebraic integer.

Remark 2. (M. Laurent). Even if we do not need it, the relation between valuations and prime ideals in a number field is worth mentioning. We just quote one result involving ideals. Let $\alpha$ be a nonzero algebraic number. The ring of integers $\mathcal{O}_{k}$ of the number field $k=\mathbb{Q}(\alpha)$ is a Dedekind domain. The principal fractional ideal $(\alpha)$ can be written $\mathscr{B} / \mathcal{C}$, where $\mathscr{B}$ and $\mathcal{C}$ are nonzero relatively prime integral ideals of $k$. Let us show that

$$
\mathcal{C}=\left\{\gamma \in \mathcal{O}_{k} ; \gamma \alpha \in \mathcal{O}_{k}\right\} \quad \text { and } \quad \mathrm{NC}=a_{0},
$$

where NC is the absolute norm of the ideal $\mathcal{C}$.
We write

$$
(\alpha)=\prod_{\mathcal{P}} \mathcal{P}^{m_{\mathcal{P}}(\alpha)},
$$

where $\mathcal{P}$ runs over the set of prime ideals of $\mathcal{O}_{k}$. Hence

$$
\mathscr{B}=\prod_{\mathcal{P}} \mathcal{P}^{\max \left\{0, m_{\mathcal{P}}(\alpha)\right\}}, \quad \mathcal{C}=\prod_{\mathcal{P}} \mathcal{P}^{\max \left\{0,-m_{\mathcal{P}}(\alpha)\right\}} .
$$

Recall that the absolute norm of $\mathcal{P}$ is defined by $\mathrm{N} \mathcal{P}=\operatorname{Card}\left(\mathcal{O}_{k} / \mathcal{P}\right)$. If $v \in M_{k}$ is the ultrametric absolute value associated to $\mathcal{P}$ and $d_{v}$ the local degree, then

$$
|\alpha|_{v}^{d_{v}}=\mathrm{N} \mathcal{P}^{-m_{\mathcal{P}}(\alpha)}
$$

(in view of the product formula below, the product of the left hand side for all ultrametric $v$, as well as the product of the left hand side for all prime ideals $\mathcal{P}$, is $1 /|\mathrm{N}(\alpha)|$, where $\mathrm{N}(\alpha)$ is the absolute norm of $\alpha$ ). Indeed, for $\gamma \in \mathcal{O}_{k}$ and $m \geq 1$, we have

$$
\gamma \in \mathcal{P}^{m} \Longleftrightarrow|\gamma|_{v}^{d_{v}} \leq \mathrm{N} \mathcal{P}^{-m} .
$$

Using Corollary 3.2, we conclude

$$
\begin{aligned}
\mathcal{C} & =\left\{\gamma \in \mathcal{O}_{k} ;|\gamma|_{v} \leq|\alpha|_{v}^{-1} \text { for all ultrametric } v \in M_{k}\right\} \\
& =\left\{\gamma \in \mathcal{O}_{k} ; \gamma \alpha \in \mathcal{O}_{k}\right\}
\end{aligned}
$$

and

$$
\mathscr{B}=\{\gamma \alpha ; \gamma \in \mathcal{C}\} .
$$

Further, by the multiplicativity property of N , we deduce from Lemma 3.1:

$$
\mathrm{NC}=\prod_{\mathcal{P}} \mathrm{N} \mathcal{P}^{\max \left\{0,-m_{\mathcal{P}}(\alpha)\right\}}=\prod_{v \text { ultrametric }} \max \left\{1,|\alpha|_{v}^{d_{v}}\right\}=a_{0} .
$$

### 3.1.5 The Product Formula

Again let $k$ be a number field of degree $d$. Let $\alpha \in k$ have minimal polynomial $a_{0} X^{d}+\cdots+a_{d}$ over $\mathbb{Z}$. If $v$ is an ultrametric absolute value of $k$, say $v \mid p$, with $|\alpha|_{v}>1$, then, by Lemma 3.1, we deduce that $p$ divides $a_{0}$. On the other hand, if $\alpha \neq 0$, then the minimal polynomial of $\alpha^{-1}$ is $a_{d} X^{d}+\cdots+a_{0}$. Hence, if $|\alpha|_{v}<1$, then $p$ divides $a_{d}$. As a consequence, for each $\alpha \neq 0$ in $k$, the set of $v$ in $M_{k}$ for which $|\alpha|_{v} \neq 1$ is finite.

The product formula reads

$$
\prod_{v \in M_{k}}|\alpha|_{v}^{d_{v}}=1 \quad \text { for } \quad \alpha \in k, \alpha \neq 0
$$

We already know this formula holds in the rational case $k=\mathbb{Q}$. The general case readily follows by considering $a_{d} / a_{0}$, which is the absolute norm of $\alpha$, namely $N_{k / \mathbb{Q}}(\alpha)$ with $k=\mathbb{Q}(\alpha)$.

We shall need a generalization of the relations $d=\sum_{v \in M_{k}^{\infty}} d_{v}=\sum_{v \mid p} d_{v}$ when the basis field $\mathbb{Q}$ is replaced by a finite extension. For this purpose it will be convenient to write $d_{v}=d_{v}(k)$. Let $K$ be a finite extension of $k$. One can define a map from $M_{K}$ onto $M_{k}$ by mapping $w$ onto the restriction $v$ of $w$ on $k$, in which case one writes $w \mid v$. We claim that for each $v \in M_{k}$,

$$
\sum_{w \mid v} d_{w}(K)=[K: k] d_{v}(k)
$$

(see [L 1993], Chap. 12 Prop. 3.3 and [Neu 1999], Chap. 2 § 8). Indeed, for $\gamma \in K$ such that $K=\mathbb{Q}(\gamma)$, we also have $K=k(\gamma)$, and the irreducible polynomial $g$ of $\gamma$ over $k$ (which is of degree [ $K: k$ ]) can be decomposed into irreducible factors in $k_{v}[X]$, say $g=\prod_{w \mid v} g_{w}$, where $g_{w}$ is of degree [ $K_{w}: k_{v}$ ]. Therefore, for each $v \in M_{k}$,

$$
\sum_{w \mid v}\left[K_{w}: k_{v}\right]=[K: k] .
$$

Since $d_{w}(K)=\left[K_{w}: k_{v}\right] d_{v}(k)$, our claim follows.
An alternate proof of this relation (suggested by Dong Ping Ping) is as follows. For $\alpha \in k$ and $\gamma \in K$ such that $k=\mathbb{Q}(\alpha)$ and $K=\mathbb{Q}(\gamma)$, there exists a polynomial $Q \in \mathbb{Q}[X]$ such that $\alpha=Q(\gamma)$. Let $f$ be the minimal polynomial of $\gamma$ over $\mathbb{Q}$ and denote by $\alpha_{1}, \ldots, \alpha_{d_{v}(k)}$ the conjugates of $\alpha$ (in $\mathbb{C}$ if $v$ is Archimedean, in $\mathbb{C}_{p}$ if $v$ is ultrametric) which induce the absolute value $v$ on $k$. Among the $[K: \mathbb{Q}]$ roots of $f$ in $\mathbb{C}$ (resp. in $\left.\mathbb{C}_{p}\right)$, there are exactly $[K: k] d_{v}(k)$ roots whose images by $Q$ belong to the set $\left\{\alpha_{1}, \ldots, \alpha_{d_{v}(k)}\right\}$. These roots are all the roots of $f$ in $\mathbb{C}$ (resp. in $\mathbb{C}_{p}$ ) which induce the absolute values $w$ in $K$ over $v$. Therefore there are precisely $\sum_{w \mid v} d_{w}(K)$ such roots.

### 3.2 The Absolute Logarithmic Height (Weil)

Let $k$ be a number field. For $\alpha \in k$ we define

$$
H_{k}(\alpha)=\prod_{v \in M_{k}} \max \left\{1,|\alpha|_{v}\right\}^{d_{v}} .
$$

This is a finite product (all but finitely many factors in the right hand side are equal to 1 ). Let $K$ be a finite extension of $k$. For $\alpha \in k$ we obtain

$$
\begin{aligned}
H_{K}(\alpha) & =\prod_{w \in M_{K}} \max \left\{1,|\alpha|_{w}\right\}^{d_{w}(K)} \\
& =\prod_{v \in M_{k}} \max \left\{1,|\alpha|_{v}\right\}^{\sum_{w \mid v} d_{w}(K)} \\
& =H_{k}(\alpha)^{[K: k]} .
\end{aligned}
$$

This shows that the number $H_{k}(\alpha)^{1 /[k: \mathbb{Q}]}$ does not depend on the number field $k$ containing $\alpha$. The logarithm of this number will play an important role. When $\alpha$ is an algebraic number and $K$ a number field which contains $\alpha$, we define

$$
\mathrm{h}(\alpha)=\frac{1}{[K: \mathbb{Q}]} \log H_{K}(\alpha)=\frac{1}{[K: \mathbb{Q}]} \sum_{v \in M_{K}} D_{v} \log \max \left\{1,|\alpha|_{v}\right\},
$$

where $D_{v}$ denotes the local degree at $v \in M_{K}$. This is the (Weil) absolute logarithmic height of the number $\alpha$. It does not depend on the choice of the number field $K$ containing $\alpha$, but only on $\alpha$.
Example. For two rational integers $a, b$ which are relatively prime,

$$
\mathrm{h}\left(\frac{a}{b}\right)=\log \max \{|a|,|b|\} .
$$

Property 3.3. For algebraic numbers $\alpha_{1}$ and $\alpha_{2}$,

$$
\begin{equation*}
\mathrm{h}\left(\alpha_{1} \alpha_{2}\right) \leq \mathrm{h}\left(\alpha_{1}\right)+\mathrm{h}\left(\alpha_{2}\right) \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{h}\left(\alpha_{1}+\alpha_{2}\right) \leq \log 2+\mathrm{h}\left(\alpha_{1}\right)+\mathrm{h}\left(\alpha_{2}\right) . \tag{3.5}
\end{equation*}
$$

Moreover, for any algebraic number $\alpha \neq 0$ and for any $n \in \mathbb{Z}$,

$$
\begin{equation*}
\mathrm{h}\left(\alpha^{n}\right)=|n| \mathrm{h}(\alpha) . \tag{3.6}
\end{equation*}
$$

Proof. The upper bound (3.4) is a consequence of the estimate

$$
\max \{1, x y\} \leq \max \{1, x\} \max \{1, y\} \quad \text { for all } x \geq 0, y \geq 0,
$$

while (3.5) follows from the inequality

$$
\max \{1, x+y\} \leq 2 \max \{1, x\} \max \{1, y\} \quad \text { for all } x \geq 0, y \geq 0
$$

Since

$$
\max \left\{1, x^{n}\right\}=\max \{1, x\}^{n} \quad \text { for all } x>0, n \in \mathbb{Z}, n \geq 0
$$

property (3.6) reduces to $\mathrm{h}(\alpha)=\mathrm{h}(1 / \alpha)$ for $\alpha \neq 0$, which follows from the product formula, since $\max \{1, x\}=x \max \{1,1 / x\}$ for $x>0$.

Remark. The term $\log 2$ in the right hand side of the estimate (3.5) cannot be replaced by a smaller absolute constant, as shown by the following example: $\alpha_{1}=q /(q-1)$, $\alpha_{2}=q /(q+1)$ with $q$ an even integer. Another example is $\alpha_{1}=\alpha_{2}=1$.

The next lemma provides an upper bound for the absolute logarithmic height of an algebraic number which is given as the value of a polynomial in algebraic numbers $\gamma_{1}, \ldots, \gamma_{t}$.

When $f \in \mathbb{C}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{t}\right]$ is a polynomial in $t$ variables, with complex coefficients, we denote by $\mathrm{L}(f)$ its length, which is the sum of the modulus of its complex coefficients. The length is very convenient because it satisfies the inequalities

$$
\mathrm{L}(f+g) \leq \mathrm{L}(f)+\mathrm{L}(g) \quad \text { and } \quad \mathrm{L}(f g) \leq \mathrm{L}(f) \mathrm{L}(g)
$$

which will be used repeatedly in the transcendence proofs. Indeed, if we write

$$
f=\sum_{\underline{\lambda}} p_{\underline{\lambda}} \underline{X}^{\underline{\lambda}} \quad \text { and } \quad g=\sum_{\underline{\mu}} q_{\underline{\mu}} \underline{X}^{\mu}
$$

where $p_{\underline{\lambda}}$ and $q_{\mu}$ are complex numbers, $\underline{\lambda}=\left(\lambda_{i}\right)$ and $\underline{\mu}=\left(\mu_{i}\right)$ run over finite subsets of $\mathbb{N}^{t}$, while $\underline{X}^{\underline{\lambda}}$ stands for $\prod_{i=1}^{t} X_{i}^{\lambda_{i}}$, then the length of

$$
f g=\sum_{\underline{v}} \sum_{\underline{\lambda}+\underline{\mu}=\underline{v}} p_{\underline{\lambda}} q_{\underline{\mu}} \underline{X}^{\underline{v}}
$$

satisfies

$$
\mathrm{L}(f g)=\sum_{\underline{\nu}}\left|\sum_{\underline{\lambda}+\underline{\mu}=\underline{v}} p_{\underline{\lambda}} q_{\underline{\mu}}\right| \leq \sum_{\underline{\nu}} \sum_{\underline{\lambda}+\underline{\mu}=\underline{v}}\left|p_{\underline{\lambda}} q_{\underline{\mu}}\right|=\mathrm{L}(f) \mathrm{L}(g) .
$$

We shall prove (as a consequence of Lemma 3.8 below) the following estimate:

Lemma 3.7. Let $f \in \mathbb{Z}\left[X_{1}, \ldots, X_{t}\right]$ be a nonzero polynomial in $t$ variables with rational integer coefficients. Let $\gamma_{1}, \ldots, \gamma_{t}$ be algebraic numbers. Then

$$
\mathrm{h}\left(f\left(\gamma_{1}, \ldots, \gamma_{t}\right)\right) \leq \log \mathrm{L}(f)+\sum_{i=1}^{t}\left(\operatorname{deg}_{\mathrm{X}_{i}} f\right) \mathrm{h}\left(\gamma_{i}\right)
$$

Applying Lemma 3.7 with $f\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{n}\right)=\mathrm{X}_{1}+\cdots+\mathrm{X}_{n}$, one can deduce a generalization of (3.5):

$$
\mathrm{h}\left(\alpha_{1}+\cdots+\alpha_{n}\right) \leq \log n+\mathrm{h}\left(\alpha_{1}\right)+\cdots+\mathrm{h}\left(\alpha_{n}\right)
$$

When $p_{1} / q_{1}$ and $p_{2} / q_{2}$ are two rational numbers with $\left(p_{1}, q_{1}\right)=\left(p_{2}, q_{2}\right)=1$ and $q_{i}>0$, then (3.5) (as well as Lemma 3.7) yields

$$
\mathrm{h}\left(\frac{p_{1}}{q_{1}}+\frac{p_{2}}{q_{2}}\right) \leq \log 2+\log \max \left\{\left|p_{1}\right|, q_{1}\right\}+\log \max \left\{\left|p_{2}\right|, q_{2}\right\}
$$

However, it is sometimes more efficient to write $p_{1} / q_{1}=a / c$ and $p_{2} / q_{2}=b / c$ with $\operatorname{gcd}(a, b, c)=1$ and $c>0$ :

$$
\begin{aligned}
\mathrm{h}\left(\frac{a}{c}+\frac{b}{c}\right) & \leq \log \max \{|a+b|, c\} \\
& \leq \log 2+\log \max \{|a|,|b|, c\}
\end{aligned}
$$

This example suggests a refinement of Lemma 3.7, using a notion of simultaneous height for several numbers. Let $K$ be a number field of degree $D$. Let $\gamma_{0}, \ldots, \gamma_{v}$ and $\lambda$ be elements of $K$ with $\left(\gamma_{0}, \ldots, \gamma_{v}\right) \neq(0, \ldots, 0)$ and $\lambda \neq 0$. From the product formula, it follows that the number

$$
\frac{1}{D} \sum_{v \in M_{K}} D_{v} \log \max \left\{\left|\gamma_{0}\right|_{v}, \ldots,\left|\gamma_{v}\right|_{v}\right\}
$$

which is attached to the $(\nu+1)$-tuple $\left(\gamma_{0}, \ldots, \gamma_{v}\right) \in K^{\nu+1}$, is the same as the number

$$
\frac{1}{D} \sum_{v \in M_{K}} D_{v} \log \max \left\{\left|\lambda \gamma_{0}\right|_{v}, \ldots,\left|\lambda \gamma_{v}\right|_{v}\right\}
$$

which is attached to the $(\nu+1)$-tuple $\left(\lambda \gamma_{0}, \ldots, \lambda \gamma_{v}\right) \in K^{\nu+1}$. Therefore this number, which we will denote by $h\left(\gamma_{0}: \cdots: \gamma_{v}\right)$, depends only on the class $\left(\gamma_{0}: \cdots: \gamma_{v}\right)$ of $\left(\gamma_{0}, \ldots, \gamma_{\nu}\right)$ in the projective space $\mathbb{P}_{\nu}(K)$. For instance $\mathrm{h}(\alpha)=\mathrm{h}(1: \alpha)$.

Lemma 3.8. Let $K$ be a number field and $v_{1}, \ldots$, $v_{\ell}$ be positive integers. For $1 \leq i \leq \ell$, let $\gamma_{i 1}, \ldots, \gamma_{i v_{i}}$ be elements of $K$ and denote by $\underline{\gamma}$ the point $\left(\gamma_{i j}\right)_{1 \leq j \leq \nu_{i}, 1 \leq i \leq \ell}$ in $K^{\nu_{1}+\cdots+\nu_{\ell}}$. Further, let $f$ be a nonzero polynomial in $\bar{\nu}_{1}+\cdots+v_{\ell}$ variables, with coefficients in $\mathbb{Z}$, of total degree at most $N_{i}$ with respect to the $v_{i}$ variables corresponding to $\gamma_{i 1}, \ldots, \gamma_{i v_{i}}$. Then

$$
\mathrm{h}(f(\underline{\gamma})) \leq \log \mathrm{L}(f)+\sum_{i=1}^{\ell} N_{i} \mathrm{~h}\left(1: \gamma_{i 1}: \cdots: \gamma_{i \nu_{i}}\right)
$$

Recall that $\mathrm{L}(f)$ denotes the length of $f$ (sum of the absolute values of the coefficients). We deduce Lemma 3.7 from Lemma 3.8 by taking $v_{i}=1$ for $1 \leq i \leq \ell$.

Proof. Write

$$
f=\sum_{\underline{\lambda}} p_{\underline{\lambda}} \prod_{i=1}^{\ell} \prod_{j=1}^{v_{i}} \mathrm{X}_{i j}^{\lambda_{i j}},
$$

where $p_{\underline{\lambda}}$ are rational integers and $\underline{\lambda}=\left(\lambda_{i j}\right)$ runs over a finite subset of $\mathbb{N}^{\nu_{1}+\cdots+\nu_{\ell}}$. Let $v$ be an absolute value of $k$. If $v$ is ultrametric, then

$$
\begin{aligned}
\log \max \left\{1,|f(\underline{\gamma})|_{v}\right\} & \leq \log \max \left\{1, \max _{\underline{\lambda}} \prod_{i=1}^{\ell} \prod_{j=1}^{v_{i}}\left|\gamma_{i j}\right|_{v}^{\lambda_{i j}}\right\} \\
& \leq \sum_{i=1}^{\ell} N_{i} \log \max \left\{1,\left|\gamma_{i 1}\right|_{v}, \ldots,\left|\gamma_{i v_{i}}\right| v\right\} .
\end{aligned}
$$

If $v$ is Archimedean, then

$$
\begin{aligned}
\log \max \left\{1,|f(\underline{\gamma})|_{v}\right\} & \leq \log \mathrm{L}(f)+\log \max \left\{1, \max _{\underline{\lambda}} \prod_{i=1}^{\ell} \prod_{j=1}^{v_{i}}\left|\gamma_{i j}\right|_{v}^{\lambda_{i j}}\right\} \\
& \leq \log \mathrm{L}(f)+\sum_{i=1}^{\ell} N_{i} \log \max \left\{1,\left|\gamma_{i 1}\right|_{v}, \ldots,\left|\gamma_{i v_{i}}\right| v_{v}\right\} .
\end{aligned}
$$

Using the relation $\sum_{v \in M_{k}^{\infty}} D_{v}=D$, we easily deduce the conclusion.

### 3.3 Mahler's Measure

Lemma 3.9. Let $f \in \mathbb{C}[X]$ be a nonzero polynomial of degree $d$ :

$$
f(X)=a_{0} X^{d}+a_{1} X^{d-1}+\cdots+a_{d-1} X+a_{d}=a_{0} \prod_{i=1}^{d}\left(X-\alpha_{i}\right) .
$$

Then

$$
\left|a_{0}\right| \prod_{i=1}^{d} \max \left\{1,\left|\alpha_{i}\right|\right\}=\exp \left(\int_{0}^{1} \log \left|f\left(e^{2 i \pi t}\right)\right| d t\right) .
$$

Proof. This is a special case of Jensen's formula for analytic functions. Since both sides of the conclusion of Lemma 3.9 are multiplicative functions of $f$, it is sufficient to consider the case where $f$ is either $a_{0}$ or else $X-\alpha$. In the first case the left hand side is $\left|a_{0}\right|$ and the desired equality plainly holds. In the latter case, the left hand side is $\max \{1,|\alpha|\}$. Therefore Lemma 3.9 is equivalent to the fact that, for any complex number $\alpha$,

$$
\int_{0}^{1} \log \left|e^{2 i \pi t}-\alpha\right| d t=\log \max \{1,|\alpha|\} .
$$

(See for instance [M 1976], pp. 5-6).

Under the notation of Lemma 3.9, we define Mahler's measure of $f$ by

$$
\mathrm{M}(f)=\left|a_{0}\right| \prod_{i=1}^{d} \max \left\{1,\left|\alpha_{i}\right|\right\} .
$$

This is a multiplicative function:

$$
\mathrm{M}\left(f_{1} f_{2}\right)=\mathrm{M}\left(f_{1}\right) \mathrm{M}\left(f_{2}\right)
$$

for $f_{1}$ and $f_{2}$ in $\mathbb{C}[X]$, a fact which follows immediately from the definition of M .
When $\alpha$ is an algebraic number with minimal polynomial $f \in \mathbb{Z}[X]$ over $\mathbb{Z}$, we define its Mahler's measure by $\mathrm{M}(\alpha)=\mathrm{M}(f)$.

Lemma 3.10. Let $\alpha$ be an algebraic complex number of degree $d$. Then

$$
\mathrm{h}(\alpha)=\frac{1}{d} \log \mathrm{M}(\alpha) .
$$

Proof. Denote, as before, by $a_{0}>0$ the leading coefficient of the minimal polynomial of $\alpha$, by $k$ the number field $\mathbb{Q}(\alpha)$, and, for $v \in M_{k}$, by $d_{v}$ the local degree at $v$. From the definition of $\mathrm{M}(\alpha)$ follows

$$
\mathrm{M}(\alpha)=a_{0} \prod_{v \in M_{k}^{\infty}} \max \left\{1,|\alpha|_{v}\right\}^{d_{v}}
$$

In Lemma 3.1 we have proved

$$
\left|a_{0}\right|_{p}^{-1}=\prod_{v \mid p} \max \left\{1,|\alpha|_{v}\right\}^{d_{v}}
$$

Therefore the product formula

$$
a_{0}=\prod_{p}\left|a_{0}\right|_{p}^{-1}
$$

implies

$$
a_{0}=\prod_{v \notin M_{k}^{\infty}} \max \left\{1,|\alpha|_{v}\right\}^{d_{v}}
$$

which provides the desired conclusion.

### 3.4 Usual Height and Size

There are several other notions of heights or size (in French: taille) for algebraic numbers. We shall give a few examples (see also the appendix to this Chap. 3). One main property of a height is that the set of algebraic numbers of bounded height and degree should be finite. For instance, for any $v \geq 1, D \geq 1$ and $h \geq 1$, the set of projective points $\underline{\gamma} \in \mathbb{P}_{\nu}(\overline{\mathbb{Q}})$ with $\mathrm{h}(\underline{\gamma}) \leq h$, and for which there exists a system of projective coordinates $\underline{\gamma}=\left(\gamma_{0}: \cdots: \overline{\gamma_{v}}\right)$ satisfying

$$
\left[\mathbb{Q}\left(\gamma_{0}, \ldots, \gamma_{v}\right): \mathbb{Q}\right] \leq D,
$$

is a finite subset of $\mathbb{P}_{v}(\overline{\mathbb{Q}})$. This is a completely elementary result due to Northcott ([L 1991], Chap. II, Th. 2.2; see also [Sc 1991], Lemma 7C). To give estimates for the number of elements of such sets is also an interesting question (see the reference to Schanuel's work in [L 1983], [L 1991] and [Sc 1999], Th. 3B).

The usual height $\mathrm{H}(f)$ of a polynomial $f(X)=a_{0} X^{d}+a_{1} X^{d-1}+\cdots+a_{d} \in \mathbb{Z}[X]$ is the maximum of the complex modulus of its coefficients:

$$
\mathrm{H}(f)=\max \left\{\left|a_{0}\right|, \ldots,\left|a_{d}\right|\right\} .
$$

The usual height $\mathrm{H}(\alpha)$ of an algebraic number $\alpha$ is the usual height of its minimal polynomial over $\mathbb{Z}$.

The house of an algebraic number is the maximum of the modulus of its conjugates in $\mathbb{C}$ :

$$
|\alpha|=\max \left\{\left|\alpha_{1}\right|, \ldots,\left|\alpha_{d}\right|\right\}
$$

when the minimal polynomial of $\alpha$ is written in $\mathbb{C}[X]$ as

$$
f(X)=a_{0} X^{d}+\cdots+a_{d}=a_{0} \prod_{i=1}^{d}\left(X-\alpha_{i}\right)
$$

The denominator $\operatorname{den}(\alpha)$ of $\alpha$ is the positive generator of the ideal of $D \in \mathbb{Z}$ for which $D \alpha$ is an algebraic integer. It is a divisor of $a_{0}$.

Among several notions of size, one of the most frequently used is

$$
s(\alpha)=\log \max \{\operatorname{den}(\alpha) ; \mid \alpha\} .
$$

Lemma 3.11. For $\alpha \in \overline{\mathbb{Q}}$ of degree $d$, we have

$$
\frac{1}{d} \log \mathrm{H}(\alpha)-\log 2 \leq \mathrm{h}(\alpha) \leq \frac{1}{d} \log \mathrm{H}(\alpha)+\frac{1}{2 d} \log (d+1)
$$

and

$$
\frac{1}{d} s(\alpha) \leq \mathrm{h}(\alpha) \leq \log \operatorname{den}(\alpha)+\log \max \{1, \mid \alpha\} \leq 2 s(\alpha)
$$

Proof. The first part of the conclusion can be written

$$
2^{-d} \mathrm{H}(\alpha) \leq \mathrm{M}(\alpha) \leq \mathrm{H}(\alpha) \sqrt{d+1} .
$$

The left inequality follows from the identity which relates the coefficients of a polynomial with the roots of this polynomial:

$$
a_{j}=(-1)^{j} a_{0} \sum_{1 \leq s_{1}<\cdots<s_{j} \leq d} \alpha_{s_{1}} \cdots \alpha_{s_{j}}, \quad(1 \leq j \leq d) .
$$

The number of terms in the sum is $\binom{d}{j} \leq 2^{d}$, and each of these terms is bounded from above by $\mathrm{M}(\alpha) / a_{0}$.

The right inequality follows from the arithmetico-geometric inequality:

$$
\exp \left(\int_{0}^{1} \log \left|f\left(e^{2 i \pi t}\right)\right| d t\right) \leq \int_{0}^{1}\left|f\left(e^{2 i \pi t}\right)\right| d t
$$

Using this bound for $f^{p}$, with $p$ positive real, we deduce

$$
\mathrm{M}(f) \leq\left(\int_{0}^{1}\left|f\left(e^{2 i \pi t}\right)\right|^{p} d t\right)^{1 / p}
$$

For $p=2$ we obtain the desired estimate.
The proof of the second series of inequalities does not involve any difficulty and is left as an exercise.

Remark 1. Some authors (for instance W. M. Schmidt in [Sc 1991], Ch. I, § 7) prefer another normalization of the absolute height, using the Euclidean norm at the Archimedean places; so the modified logarithmic height of a rational number $a / b$ (with $a, b$ relatively prime) is then $\log \sqrt{a^{2}+b^{2}}$ (see Exercise 3.2.b).

Remark 2. The fact that M is a multiplicative function on the ring $\mathbb{C}[X]$ :

$$
\mathrm{M}\left(f_{1} f_{2}\right)=\mathrm{M}\left(f_{1}\right) \mathrm{M}\left(f_{2}\right)
$$

combined with the estimates

$$
\begin{equation*}
2^{-d} \mathrm{H}(f) \leq \mathrm{M}(f) \leq \sqrt{d+1} \mathrm{H}(f) \tag{3.12}
\end{equation*}
$$

for $d=\operatorname{deg} f$, yields

$$
\mathrm{H}\left(f_{1}\right) \mathrm{H}\left(f_{2}\right) \leq 2^{d} \sqrt{d+1} \mathrm{H}\left(f_{1} f_{2}\right)
$$

where $d=\operatorname{deg}\left(f_{1} f_{2}\right)$.
Such an upper bound for the product $\mathbf{H}\left(f_{1}\right) \mathrm{H}\left(f_{2}\right)$ in terms of $\mathrm{H}\left(f_{1} f_{2}\right)$ already appears in the seminal paper [KoPop 1932] of J. F. Koksma and J. Popken, where the authors give a transcendence measure for $e^{\pi}$ (see [FNe 1998], Chap. 2, § 4.2, Th. 27 p. 102). In their paper Koksma and Popken introduce some of the main tools which will enable A. O. Gel'fond, at the end of the 40 's, to create his method of algebraic independence (see [G 1952]). Gel'fond established sharp estimates concerning the height of polynomials and extended his investigations to polynomials in several
variables. Related results also occur in the book Diophantine Geometry of S. Lang in 1962 (see also [L 1983]). The above simple proof, which rests on the multiplicativity of the measure M, is due to K. Mahler [M 1962]. Further references on this topic are given in [Ev 1998].

### 3.5 Liouville's Inequalities

### 3.5.1 Introduction

One characteristic of transcendence proofs, and more generally of results of diophantine approximation, is that some variant of the following fact is needed: if a rational integer is nonzero, then its absolute value is at least 1 . One of the variants of this fact asserts that if a rational number $p / q$ (where $p$ and $q$ are relatively prime rational integers and $q>0$ ) is nonzero, then $|p / q| \geq 1 / q$. Now the bound depends on the number considered. In terms of the logarithmic height $\mathrm{h}(p / q)=\log \max \{|p|, q\}$ of $p / q$ (with $(p, q)=1$ and $q>0$ ), the previous inequality yields:

$$
\log |x| \geq-\mathrm{h}(x) \quad \text { for all } x \in \mathbb{Q}^{\times} .
$$

Liouville's inequality is a generic name for similar lower bounds for nonzero algebraic numbers $\alpha$.

There is a simple lower bound for the modulus of a nonzero complex algebraic number $\alpha$ in terms of the usual height $\mathrm{H}(\alpha)$ :

$$
|\alpha| \geq \frac{1}{\mathrm{H}(\alpha)+1}
$$

Since $\mathrm{H}\left(\alpha^{-1}\right)=\mathrm{H}(\alpha)$, this lower bound is equivalent to an upper bound $|\alpha| \leq \mathrm{H}(\alpha)+1$ (which plainly holds also for $\alpha=0$ ). More generally, if $\alpha$ is a complex number which is root of a nonzero polynomial $f(X)=a_{0} X^{n}+\cdots+a_{n} \in \mathbb{Z}[X]$ of degree $n$ with $\max _{0 \leq i \leq n}\left|a_{i}\right| \leq H \quad(f$ need not be the minimal polynomial of $\alpha)$, then $|\alpha| \leq H+1$. Indeed, this estimate holds trivially if $|\alpha| \leq 1$, while if $|\alpha|>1$, then

$$
\begin{aligned}
|\alpha| \leq\left|a_{0} \alpha\right| & =\left|a_{1}+a_{2} \alpha^{-1}+\cdots+a_{n} \alpha^{-n+1}\right| \\
& \leq H\left(1+|\alpha|^{-1}+\cdots+|\alpha|^{-n+1}\right)<H\left(1-|\alpha|^{-1}\right)^{-1} .
\end{aligned}
$$

One of the most useful inequalities of Liouville's type is

$$
\begin{equation*}
\log |\alpha|_{v} \geq-[\mathbb{Q}(\alpha): \mathbb{Q}] \mathrm{h}(\alpha) \tag{3.13}
\end{equation*}
$$

for all $\alpha \in \overline{\mathbb{Q}}, \alpha \neq 0$, and all absolute values $v$ of $\mathbb{Q}(\alpha)$. For the proof, we first remark that for all $\alpha \in \overline{\mathbb{Q}}$ (including $\alpha=0$ ), we have

$$
\log |\alpha|_{v} \leq[\mathbb{Q}(\alpha): \mathbb{Q}] \mathrm{h}(\alpha) .
$$

Further, if $\alpha \neq 0$, then $\mathrm{h}(\alpha)=\mathrm{h}\left(\alpha^{-1}\right)$ (see (3.6)).
From Lemma 3.8 we now deduce the following statement: under the hypotheses of Lemma 3.8, if the number $f(\underline{\gamma})$ is nonzero, then for all absolute values $v$ of the number field $k$, we have

$$
\log |f(\underline{\gamma})|_{v} \geq-D \log \mathrm{~L}(f)-D \sum_{i=1}^{\ell} N_{i} \mathrm{~h}\left(1: \gamma_{i 1}: \cdots: \gamma_{i v_{i}}\right),
$$

where $D=[K: \mathbb{Q}]$.
In the next section we give a slight refinement, where $D \log \mathrm{~L}(f)$ is replaced by $(D-1) \log \mathrm{L}(f)$ when $v$ is an Archimedean absolute value.

### 3.5.2 The Main Lower Bound

Proposition 3.14 (Liouville's inequality). Let $K$ be a number field of degree $D$, $v$ be an Archimedean absolute value of $K$ and $\nu_{1}, \ldots, \nu_{\ell}$ be positive integers. For $1 \leq i \leq \ell$, let $\gamma_{i 1}, \ldots, \gamma_{i v_{i}}$ be elements of $K$. Further, let $f$ be a polynomial in $\nu_{1}+\cdots+\nu_{\ell}$ variables, with coefficients in $\mathbb{Z}$, which does not vanish at the point $\underline{\gamma}=\left(\gamma_{i j}\right)_{1 \leq j \leq v_{i}, 1 \leq i \leq \ell}$. Assume $f$ is of total degree at most $N_{i}$ with respect to the $v_{i}$ $\bar{v}$ variables corresponding to $\gamma_{i 1}, \ldots, \gamma_{i v_{i}}$. Then

$$
\log |f(\underline{\gamma})|_{v} \geq-(D-1) \log \mathrm{L}(f)-D \sum_{i=1}^{\ell} N_{i} \mathrm{~h}\left(1: \gamma_{i 1}: \cdots: \gamma_{i v_{i}}\right) .
$$

The simplest case $\ell=1, \nu_{1}=1$ can be written as follows: for a polynomial $f \in \mathbb{Z}[\mathrm{X}]$ of degree at most $N$ and an algebraic number $\alpha \in \mathbb{C}$ of degree $d$ which is not a root of $f$, we have

$$
|f(\alpha)| \geq \mathrm{L}(f)^{1-d} e^{-d N \mathrm{~h}(\alpha)}
$$

(We deduce this estimate from Proposition 3.14 by taking for $v$ the Archimedean absolute value associated with the given embedding of $\mathbb{Q}(\alpha)$ in $\mathbb{C})$.

Proof. We write the product formula for $f(\underline{\gamma}) \neq 0$ :

$$
D_{v} \log |f(\underline{\gamma})|_{v}=-\sum_{w \neq v} D_{w} \log |f(\underline{\gamma})|_{w},
$$

where $w$ runs over the absolute values of $K$ distinct from $v$. If $w$ is Archimedean we have

$$
\log |f(\underline{\gamma})|_{w} \leq \sum_{i=1}^{\ell} N_{i} \log \max \left\{1,\left.\left|\gamma_{i 1}\right|\right|_{w}, \ldots,\left|\gamma_{i v_{i}}\right| w\right\}+\log \mathrm{L}(f) .
$$

The sum of $D_{w}$ for $w$ Archimedean and $w \neq v$ is $D-D_{v} \leq D-1$. If $w$ is ultrametric, the same estimate holds without the term $\log \mathrm{L}(f)$. We conclude the proof by using the bound

$$
\sum_{w \neq v} D_{w} \sum_{i=1}^{\ell} N_{i} \log \max \left\{1,\left.\left|\gamma_{i 1}\right|\right|_{w}, \ldots,\left|\gamma_{i v_{i}}\right| w\right\} \leq D \sum_{i=1}^{\ell} N_{i} \mathrm{~h}\left(1: \gamma_{i 1}: \cdots: \gamma_{i v_{i}}\right) .
$$

### 3.5.3 Further Lower Bounds

Using inequality (3.13) for $\alpha=\beta-(p / q)$ (or, alternatively, if $v$ is Archimedean, using Proposition 3.14 for the polynomial in a single variable $f(\mathrm{X})=q \mathrm{X}-p$ ), we deduce that for each algebraic number $\beta$, there exists a constant $c(\beta)>0$ such that for all $p / q \in \mathbb{Q}$ with $q>0$ and $p / q \neq \beta$, and for any absolute value $v$ of $\mathbb{Q}(\beta)$, we have

$$
\left|\beta-\frac{p}{q}\right|_{v} \geq \frac{c(\beta)}{\max \{|p|, q\}^{d}}
$$

with $d=[\mathbb{Q}(\beta): \mathbb{Q}]$ (and $|p|$ is the usual absolute value of $p$ ). An admissible value for $c(\beta)$ is $2^{-d} e^{-d h(\beta)}$.

Finally, the size inequality

$$
\begin{cases}\log |\alpha|_{v} \geq-(d-1) \log |\alpha|-d \log \operatorname{den} \alpha & \text { if } v \text { is Archimedean } \\ \log |\alpha|_{v} \geq-d \log |\alpha|-d \log \operatorname{den} \alpha & \text { if } v \text { is ultrametric }\end{cases}
$$

for all $\alpha \in \overline{\mathbb{Q}}, \alpha \neq 0$ is proved by writing

- that the norm over $\mathbb{Q}$ of the product $\alpha \cdot \operatorname{den}(\alpha)$ is a nonzero rational integer if $v$ is Archimedean,
- the product formula for $\alpha \cdot \operatorname{den}(\alpha)$ if $v$ is ultrametric.

A Liouville number is a real number $\vartheta$ such that, for any $\kappa>0$, there exists $p / q \in \mathbb{Q}$ with $q \geq 2$ and

$$
0<\left|\vartheta-\frac{p}{q}\right| \leq \frac{1}{q^{\kappa}} .
$$

From Liouville's inequality one deduces that a Liouville number is transcendental.

### 3.5.4 Proof of Lemma 2.1

From Proposition 3.14 one deduces the following result:
Given algebraic numbers $\gamma_{1}, \ldots, \gamma_{m}$ and a polynomial $f \in \mathbb{Z}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{m}\right]$ which does not vanish at the point $\left(\gamma_{1}, \ldots, \gamma_{m}\right)$, we have

$$
\left|f\left(\gamma_{1}, \ldots, \gamma_{m}\right)\right| \geq e^{-c T}
$$

where $T=\operatorname{deg} f+\log \mathrm{H}(f)$,

$$
c=D\left(2+\mathrm{h}\left(\gamma_{1}\right)+\cdots+\mathrm{h}\left(\gamma_{m}\right)\right) \quad \text { and } \quad D=\left[\mathbb{Q}\left(\gamma_{1}, \ldots, \gamma_{m}\right): \mathbb{Q}\right] .
$$

Lemma 2.1 easily follows.

### 3.5.5 Estimates for Determinants

Most often we shall use Proposition 3.14 for a polynomial given by a determinant. We need to produce upper bounds for the degrees and heights of this polynomial; such estimates are given by the following simple lemma:

Lemma 3.15. Let $L$ be a positive integer and $p_{\lambda \mu}(1 \leq \lambda, \mu \leq L)$ be $L^{2}$ polynomials in $\nu_{1}+\cdots+v_{\ell}$ variables $X_{i j}\left(1 \leq j \leq v_{i}, 1 \leq i \leq \ell\right)$, with coefficients in $\mathbb{Z}$. Define, for $1 \leq \lambda \leq L$,

$$
M_{\lambda}=\max _{1 \leq \mu \leq L} \mathrm{~L}\left(p_{\lambda \mu}\right)
$$

and

$$
N_{i \lambda}=\max _{1 \leq \mu \leq L} \operatorname{deg}_{\underline{X}_{i}} p_{\lambda \mu} \quad(1 \leq i \leq \ell),
$$

where $\operatorname{deg}_{X_{i}}$ denotes the total degree with respect to the set of variables $\mathrm{X}_{i 1}, \ldots, \mathrm{X}_{i, v_{i}}$. Then

$$
\Delta=\operatorname{det}\left(p_{\lambda \mu}\right)_{1 \leq \lambda, \mu \leq L}
$$

is a polynomial in $\mathbb{Z}\left[\underline{X}_{1}, \ldots, \underline{\mathrm{X}}_{\ell}\right]$ of length bounded by

$$
\mathrm{L}(\Delta) \leq L!\prod_{\lambda=1}^{L} M_{\lambda}
$$

and degrees bounded by

$$
\operatorname{deg}_{\underline{X}_{i}} \Delta \leq \sum_{\lambda=1}^{L} N_{i \lambda} \quad(1 \leq i \leq \ell) .
$$

Consequently if $\gamma_{i j}\left(1 \leq j \leq v_{i}, 1 \leq i \leq \ell\right)$ are algebraic numbers in a number field of degree $\leq D$ such that the polynomial $\Delta$ does not vanish at the point

$$
\underline{\gamma}=\left(\gamma_{i j}\right)_{\substack{\leq j \leq v_{i} \\ 1 \leq i \leq \ell}} \in \mathbb{C}^{v_{1}+\cdots+v_{\ell}},
$$

then

$$
\begin{aligned}
& \log |\Delta(\underline{\gamma})| \geq \\
&-(D-1)\left(\log (L!)+\sum_{\lambda=1}^{L} \log M_{\lambda}\right)-D L \sum_{i=1}^{\ell}\left(\mathrm{h}\left(1: \gamma_{i 1}: \cdots: \gamma_{i v_{i}}\right) \sum_{\lambda=1}^{L} N_{i \lambda}\right) .
\end{aligned}
$$

Remark. In § 2.2.1 we introduced the ring $\mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{k}^{ \pm 1}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{\ell-k}\right]$. Let $\Delta=\operatorname{det}\left(p_{\lambda \mu}\right)$ be the determinant of a $L \times L$ matrix with coefficients in this ring. Assume

$$
\begin{aligned}
& \max _{1 \leq \mu \leq L} \operatorname{deg}_{\mathrm{X}_{i}^{ \pm}} p_{\lambda \mu} \leq N_{i \lambda} \quad(1 \leq i \leq k), \\
& \max _{1 \leq \mu \leq L} \operatorname{deg}_{\mathrm{Y}_{j}} p_{\lambda \mu} \leq N_{j \lambda}^{\prime} \quad(1 \leq j \leq \ell-k)
\end{aligned}
$$

and

$$
\mathrm{L}\left(p_{\lambda \mu}\right) \leq M_{\lambda}
$$

for $1 \leq \lambda \leq L$. We can apply Lemma 3.15 with $\ell$ replaced by $\ell+k$, with $v_{j}=1$ for all $j$ and with

$$
\mathrm{X}_{i 1}= \begin{cases}\mathrm{X}_{i} & \text { for } 1 \leq i \leq k, \\ \mathrm{X}_{i-k}^{-1} & \text { for } k<i \leq 2 k, \\ \mathrm{Y}_{i-2 k} & \text { for } 2 k<i \leq \ell+k\end{cases}
$$

We deduce

$$
\begin{aligned}
\operatorname{deg}_{\mathrm{X}_{i}^{ \pm 1}} \Delta \leq \sum_{\lambda=1}^{L} N_{i \lambda} \quad(1 \leq i \leq k), \\
\operatorname{deg}_{\mathrm{Y}_{j}} \Delta \leq \sum_{\lambda=1}^{L} N_{j \lambda}^{\prime} \quad(1 \leq j \leq \ell-k) .
\end{aligned}
$$

Further, let $\underline{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{\ell}\right)$ be a $\ell$-tuple of algebraic numbers in a number field of degree $D$ with $\gamma_{j} \neq 0$ for $1 \leq j \leq k$. Assume $\Delta(\gamma) \neq 0$. We can apply Proposition 3.14, but one must carefully add the contributions of $\operatorname{deg}_{\mathrm{X}_{i}}$ and $\operatorname{deg}_{\mathrm{X}_{i}^{-1}}$ :

$$
\begin{aligned}
& \log |\Delta(\underline{\gamma})| \geq \\
& \quad(D-1) \sum_{\lambda=1}^{L} \log M_{\lambda}-(D-1) \log (L!)-2 D \sum_{i=1}^{k} \sum_{\lambda=1}^{L} N_{i \lambda}-D \sum_{j=1}^{\ell-k} \sum_{\lambda=1}^{L} N_{j \lambda}^{\prime} .
\end{aligned}
$$

See for instance Exercise 3.8.

### 3.6 Lower Bound for the Height

We quoted Northcott's Theorem in § 3.4 as a fundamental property of any height. Another important property of the absolute logarithmic height (which distinguishes this height from most other ones) is that for $\alpha \in \overline{\mathbb{Q}}^{\times}, \mathrm{h}(\alpha)=0$ if and only if $\alpha$ is a root of unity (i.e. a torsion point in the multiplicative group $\mathbb{G}_{\mathrm{m}}(\overline{\mathbb{Q}})=\overline{\mathbb{Q}}^{\times}$). This raises the important problem of estimating $\mathrm{h}(\alpha)$ from below when it does not vanish.

### 3.6.1 Kronecker's Theorem

By definition the values of Mahler's measure M are $\geq 1$.

If a nonzero algebraic number $\alpha$ satisfies $\mathrm{M}(\alpha)<2$, then $\alpha$ is an algebraic integer, and $\alpha^{-1}$ also, which means that $\alpha$ is a unit. In other terms the (absolute logarithmic) height of an algebraic number which is not a unit is at least $(\log 2) / d$.

Let $\alpha$ be nonzero algebraic integer. Assume $\mathrm{M}(\alpha)=1$, which means that all conjugates of $\alpha$ have modulus at most 1. Then $\alpha$ is a root of unity. Indeed, if $\alpha$ has degree $d$, then each $\alpha^{\ell}$ with $\ell \geq 1$ is a root of a monic polynomial, with rational integer coefficients, of degree $\bar{d}$, whose coefficients have usual absolute values at most $2^{d}$. The set of such polynomials is finite, hence so is the set of $\alpha^{\ell}(\ell \geq 1)$. The conclusion plainly follows.

Using Corollary 3.2, one deduces the following statement, due to L. Kronecker [ Kr 1857]: if $k$ is a number field and $\alpha$ a nonzero element of $k$ such that $|\alpha|_{v} \leq 1$ for all $v \in M_{k}$, then $\alpha$ is a root of unity.

Therefore the only algebraic numbers $\alpha$ which satisfy $\mathrm{h}(\alpha)=0$ are 0 and the roots of unity. The other ones satisfy $\mathrm{h}(\alpha)>0$. To give a sharp lower bound for $\mathrm{h}(\alpha)$, when $\alpha$ is a unit but not a root of unity, in terms of the degree of $\alpha$ is an interesting and difficult problem (see [L 1991], Chap. IX, § 7).

Remark. For an algebraic number $\alpha$ of degree $d$, since $\mathrm{h}(\alpha)=(1 / d) \log \mathrm{M}(\alpha)$, the conditions $\mathrm{h}(\alpha)>0$ and $\mathrm{M}(\alpha)>1$ are plainly equivalent.

If $\kappa>0$ and $\alpha \in \overline{\mathbb{Q}}$ satisfy $\mathrm{h}(\alpha) \geq \kappa$, then from the inequality

$$
e^{\kappa d}>1+\kappa d
$$

with $d=[\mathbb{Q}(\alpha): \mathbb{Q}]$ we deduce $\mathrm{M}(\alpha)>1+\kappa d$.
Conversely, if $\alpha \in \overline{\mathbb{Q}}$ has degree $d$ and if $\kappa>0, \epsilon>0$ satisfy

$$
\mathrm{M}(\alpha) \geq 1+\kappa d \quad \text { and } \quad \kappa d<\epsilon
$$

then (using Exercise 1.1.a) we deduce

$$
\mathrm{h}(\alpha)>c \kappa \quad \text { with } \quad c(\epsilon)=\frac{1}{\epsilon} \log (1+\epsilon) .
$$

Notice that $c(\epsilon) \rightarrow 1$ as $\epsilon \rightarrow 0$. More precisely we have

$$
1<c(\epsilon)<1+\epsilon .
$$

### 3.6.2 Lehmer's Problem

In 1933 D. H. Lehmer [Le 1933] asked whether it is true that for every positive $\epsilon$ there exists an algebraic integer $\alpha$ for which $1<\mathrm{M}(\alpha)<1+\epsilon$. The answer is not yet known but it is easy to see (Exercise 3.9) that for each positive integer $d$ there exists a positive number $c(d)$ such that, for any nonzero algebraic number $\alpha$ which is not a root of unity and is of degree at most $d$, the inequality $\mathrm{h}(\alpha) \geq c(d)$ is valid. The example $\alpha=2^{1 / d}$ shows that such a function $c(d)$ must satisfy $c(d) \leq(\log 2) / d$. It is widely believed that there exists a positive absolute constant $c_{0}$ such that $c(d) \geq c_{0} / d$. This
problem is known as Lehmer's problem (see Chap. 7 of [BerDGPS 1992]) and an answer would have various applications. The first one is due to D. H. Lehmer himself in [Le 1933]: he introduced the subject while looking for large prime numbers. Next, following A. Schinzel, C. Pinner and J. Vaaler related the Mahler measure of a polynomial and the number of its irreducible non-cyclotomic factors. Polynomials with small measure also occur in ergodic theory and dynamical systems (works of Ia. Sinaï, W. Lawton, E. Bombieri and J. E. Taylor). We refer to M. J. Mossinghoff's thesis [Mos 1995] for further references (see also [Ev 1998]).

The smallest known value $\mathrm{M}(\alpha)>1$ for an algebraic number $\alpha$ is the root $1.1762808183 \ldots$ of the reciprocal ${ }^{7}$ polynomial of degree 10 :

$$
X^{10}+X^{9}-X^{7}-X^{6}-X^{5}-X^{4}-X^{3}+X+1=X^{5} Q\left(X+\frac{1}{X}\right)
$$

with

$$
Q(Y)=(Y+1)^{2}(Y-1)(Y+2)(Y-2)-1
$$

This example is due to D. H. Lehmer [Le 1933].
In 1980 and then in 1989, D. Boyd developed an algorithm for searching polynomials with small Mahler's measure. He found all polynomials of degree at most 20 and Mahler's measure at most 1.3. In his thesis M. J. Mossinghoff [Mos 1995] listed 1560 irreducible non-cyclotomic polynomials with Mahler's measure less than 1.3 and degree at most 64 . None of these has Mahler's measure less than Lehmer's degree 10 example reported in 1933.

The first result in the direction of Lehmer's problem is due to A. Schinzel and H. Zassenhaus [SZa 1965]: when $\alpha \neq 0$ is an algebraic integer of degree $d \geq 2$ which is not a root of unity, then

$$
|\alpha|>1+4^{-s-2}
$$

where $2 s$ is the number of nonreal conjugates of $\alpha$. Therefore

$$
\mathrm{M}(\alpha)>1+\frac{c}{2^{d}}
$$

for some absolute constant $c>0$.
In 1971, by means of an averaging technique in Fourier analysis, P. E. Blanksby and H. L. Montgomery [BlMon 1971] refined this result and proved, for an algebraic integer of degree $d>1$ which is not a root of unity,

$$
\mathrm{M}(\alpha)>1+\frac{1}{52 d \log (6 d)}
$$

A consequence is the estimate

$$
|\alpha|>1+\frac{1}{30 d^{2} \log (6 d)} .
$$

[^6]Also in that year Smyth [Sm 1971] used Parseval's formula to prove, under the same assumptions, that if $\alpha^{-1}$ is not a conjugate of $\alpha$, then $\mathrm{M}(\alpha) \geq 1.3247179572 \ldots$, this number being the real root of $X^{3}-X-1$ and the smallest PV-number ${ }^{8}$. An interesting consequence of his result is that it solves Lehmer's problem when $d$ is odd (one can use $c_{0}=0.2811 \ldots$ in this case). In 1978, C. L. Stewart [Ste 1978] introduced a method from transcendental number theory to prove

$$
\mathrm{M}(\alpha)>1+\frac{1}{10^{4} d \log d}
$$

for $d \geq 2$. This is marginally weaker than the previous result of BlanksbyMontgomery, but the interest lies in the method.

### 3.6.3 Dobrowolski's Theorem

In 1979, E. Dobrowolski [Do 1979] succeeded to extend Stewart's argument and to obtain the following statement: for each $\epsilon>0$, there exists an integer $d_{0}(\epsilon)$ such that, for any $d>d_{0}(\epsilon)$ and any nonzero algebraic number $\alpha$ of degree $\leq d$ which is not a root of unity,

$$
\mathrm{h}(\alpha)>\frac{1-\epsilon}{d}\left(\frac{\log \log d}{\log d}\right)^{3}
$$

which can be written

$$
\mathrm{M}(\alpha)>1+(1-\epsilon)\left(\frac{\log \log d}{\log d}\right)^{3}
$$

In 1981, independently, D. C. Cantor and E. G. Straus [CaStr 1982] and U. Rausch [Ra 1985] simplified Dobrowolski's proof by introducing a determinant and replaced $1-\epsilon$ by $2-\epsilon$. Finally R. Louboutin [Lo 1983] reached (9/4) $-\epsilon$ by a modification of this determinant. The same result with $(9 / 4)-\epsilon$ has been also obtained by M. Meyer [Me 1988], using a construction of an auxiliary function (like Dobrowolski), but with Thue-Siegel lemma replaced by a refinement due to E. Bombieri and J. Vaaler [BoVa 1983].

Dobrowolski's result is effective: by [Do 1979], for all $d \geq 2$,

$$
\mathrm{M}(\alpha)>1+\frac{1}{1200}\left(\frac{\log \log d}{\log d}\right)^{3}
$$

P. Voutier [Vou 1996] improved this bound: for $d \geq 2$,

$$
\mathrm{h}(\alpha)>\frac{1}{4 d}\left(\frac{\log \log d}{\log d}\right)^{3}
$$

[^7]Let $\alpha$ be a nonzero algebraic integer of degree $\leq d$ with $d \geq 2$. Since $\log |\alpha| \geq \mathrm{h}(\alpha)$, we deduce, if $\alpha$ is not a root of unity,

$$
\log |\alpha|>\frac{1}{4 d}\left(\frac{\log \log d}{\log d}\right)^{3}
$$

The estimate (see [Du 1993])

$$
|\alpha|>1+\left(\frac{64}{\pi^{2}}-\epsilon\right) \frac{1}{d}\left(\frac{\log \log d}{\log d}\right)^{3} \quad \text { for } \quad d>d_{0}(\epsilon)
$$

is sharper for large $d$, while

$$
\log |\alpha|>\frac{\log (d+(1 / 2))}{d^{2}} \quad \text { for } \quad d \geq 1
$$

(see [Mat 1991]) is stronger for small $d$. From the latter one deduces that a nonzero algebraic integer $\alpha$ satisfying $\mathrm{h}(\alpha)<2 /\left(3 d^{3}\right)$ is a root of unity (compare with Theorem 3.16). Another uniform estimate is [Vou 1996]:

$$
|\alpha|>1+\frac{1}{2 d}\left(\frac{\log \log d}{\log d}\right)^{3} \quad \text { for } \quad d \geq 2
$$

Our aim in the rest of this section is twofold. On one hand we wish to establish a lower bound which will be useful later (namely in Chap. 7, proof of Lemma 7.19):

Theorem 3.16. Let $d$ be a positive integer and $\alpha$ be a nonzero algebraic number of degree $\leq d$ which is not a root of unity. Then

$$
\mathrm{h}(\alpha)>\frac{1}{11 d^{3}} .
$$

On the other hand we wish to give a further example of a transcendence proof using an interpolation determinant. This will produce a sharpening of Theorem 3.16, but only for sufficiently large $d$ :

Theorem 3.17. There exists a positive integer $d_{0}$ such that, for any integer $d \geq d_{0}$ and a nonzero algebraic number $\alpha$ of degree $\leq d$ which is not a root of unity,

$$
\mathrm{h}(\alpha) \geq \frac{1}{250 d}\left(\frac{\log \log d}{\log d}\right)^{3} .
$$

From the previous discussion it is clear that $d_{0}=2$ is an admissible value for the constant in Theorem 3.17, and in fact this would follow from the argument given below. But assuming that $d$ is sufficiently large will simplify the estimates (we insist that $d$ is only an upper bound for the degree of $\alpha$, and not the actual degree).

It may be useful for the reader if we repeat that there is no loss of generality, in the proofs of Theorems 3.16 and 3.17, to assume that $\alpha$ is an algebraic integer. Indeed, we have seen that the result is obvious unless $\alpha$ is a unit.

### 3.6.4 Fermat's Little Theorem

One main tool is Fermat's little theorem, which is used as follows:
Lemma 3.18. Let $p$ be a prime number and $f \in \mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]$ a polynomial in $k$ variables with integer coefficients. Then there exists $g \in \mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]$ such that

$$
f\left(X_{1}^{p}, \ldots, X_{k}^{p}\right)-f\left(X_{1}, \ldots, X_{k}\right)^{p}=p g\left(X_{1}, \ldots, X_{k}\right)
$$

Proof. For simplicity write $\underline{X}$ for $\left(X_{1}, \ldots, X_{k}\right)$ and $\underline{X}^{p}$ for $\left(X_{1}^{p}, \ldots, X_{k}^{p}\right)$, so that the conclusion is just

$$
f\left(\underline{X}^{p}\right)-f(\underline{X})^{p}=p g(\underline{X}) .
$$

The result holds for a monomial $f(\underline{X})=a X_{1}^{i_{1}} \cdots X_{k}^{i_{k}}$ :

$$
f\left(\underline{X}^{p}\right)-f(\underline{X})^{p}=\left(a-a^{p}\right) X_{1}^{p i_{1}} \cdots X_{k}^{p i_{k}}
$$

and $p$ divides the integer $a-a^{p}$. If the result holds for $f_{1}$ and for $f_{2}$, namely if

$$
f_{1}\left(\underline{X}^{p}\right)-f_{1}(\underline{X})^{p}=p g_{1}(\underline{X}) \quad \text { and } \quad f_{2}\left(\underline{X}^{p}\right)-f_{2}(\underline{X})^{p}=p g_{2}(\underline{X})
$$

then it holds for $f=f_{1}+f_{2}$, because the coefficients of the polynomial

$$
\left(f_{1}+f_{2}\right)^{p}-f_{1}^{p}-f_{2}^{p}=\sum_{h=1}^{p-1}\binom{p}{h} f_{1}^{h} f_{2}^{p-h}
$$

are rational integers which are all divisible by $p$. Therefore one may choose

$$
g=g_{1}+g_{2}-\sum_{h=1}^{p-1} \frac{(p-1)!}{h!(p-h)!} f_{1}^{h} f_{2}^{p-h} .
$$

Lemma 3.18 plainly follows.
Remark. An explicit expression for $g$ can be given. For instance for $k=1$ if the given polynomial $f$ is $f(X)=a_{0} X^{d}+a_{1} X^{d-1}+\cdots+a_{d}$, then one can write:

$$
g(X)=\sum_{i=0}^{d} \frac{a_{d-i}-a_{d-i}^{p}}{p} X^{p i}-\sum_{\substack{i_{0}++, i_{d}=p \\ 0 \leq i_{h}<p,(0 \leq n \leq d)}} \frac{(p-1)!}{i_{0}!\cdots i_{d}!} a_{d}^{i_{0}} \cdots a_{0}^{i_{d}} X^{i_{1}+2 i_{2}+\cdots+d i_{d}} .
$$

We now give a very simple proof of the following estimate, once more due to E. Dobrowolski [Do 1978]: if a nonzero algebraic integer $\alpha$ of degree $\leq d$ is not a root of unity, then

$$
|\alpha|>1+\frac{1}{4 e d^{2}}
$$

Let $\alpha$ be a nonzero algebraic integer of degree $d$. Denote by $\Sigma$ the set of embeddings of $\mathbb{Q}(\alpha)$ into $\mathbb{C}$, so that

$$
\{\sigma \alpha ; \sigma \in \Sigma\}=\left\{\alpha_{1}, \ldots, \alpha_{d}\right\}
$$

is the set of conjugates of $\alpha$. For any positive integer $h$, the value of the Newton sum

$$
S_{h}=\sum_{\sigma \in \Sigma} \sigma \alpha^{h}
$$

(which is the trace of $\alpha^{h}$ from $\mathbb{Q}(\alpha)$ to $\mathbb{Q}$ ) is a rational integer. Let $p$ be a prime number. Fermat's little Theorem gives the congruence $S_{h} \equiv S_{h}^{p}(\bmod p)$. On the other hand, using Lemma 3.18 with $k=d$ for the polynomial $f=X_{1}^{h}+\cdots+X_{d}^{h}$, we can write $S_{h p}-S_{h}^{p}=p g\left(\alpha_{1}, \ldots, \alpha_{d}\right)$, for some $g \in \mathbb{Z}\left[X_{1}, \ldots, X_{d}\right]$. Now $g\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ is an algebraic integer, and since it is a rational number, we get $S_{h p} \equiv S_{h}^{p}(\bmod p)$. This shows that the three numbers $S_{h p}, S_{h}$ and $S_{h}^{p}$ are congruent modulo $p$. For any $h \geq 1$ we have

$$
\left|S_{h}\right| \leq d \widetilde{\alpha}^{h} .
$$

We now assume $\mid \alpha \leq 1+1 /\left(4 e d^{2}\right)$. By the so-called Bertrand's Postulate (which was proved by Chebishev in 1850 - see [HaWr 1938], Chap. 22 and [GLin 1962], Th. 3.5.1), there exists a prime number $p$ in the range $2 e d<p<4 e d$. For $1 \leq h \leq d$, the estimates

$$
\left|S_{h}\right| \leq d\left(1+\frac{1}{4 e d^{2}}\right)^{d} \leq d e \quad \text { and } \quad\left|S_{h p}\right| \leq d\left(1+\frac{1}{4 e d^{2}}\right)^{4 e d^{2}} \leq d e
$$

hold. Therefore $\left|S_{h}-S_{h p}\right| \leq 2 d e<p$, which implies $S_{h}=S_{h p}$ for $1 \leq h \leq d$. This means that $\alpha$ and $\alpha^{p}$ have the same minimal polynomial, i.e. that they are conjugates. One deduces from the following lemma that $\alpha$ is a root of unity.

Lemma 3.19. Let $\alpha$ be a nonzero algebraic number. Assume that there exist two distinct positive rational integers $h$ and $\ell$ such that $\alpha^{h}$ and $\alpha^{\ell}$ are conjugate. Then $\alpha$ is a root of unity.

Proof. Let $K$ be the splitting field of $\alpha$ over $\mathbb{Q}$ : if $\Sigma$ denotes the set of embeddings of the field $\mathbb{Q}(\alpha)$ in $\mathbb{C}$, then $K$ is the field generated over $\mathbb{Q}$ by $\{\sigma \alpha ; \sigma \in \Sigma\}$. From the assumption that $\alpha^{h}$ and $\alpha^{\ell}$ are conjugate, we deduce that there exists an element $\varphi$ in the Galois group of $K$ over $\mathbb{Q}$ such that $\varphi\left(\alpha^{h}\right)=\alpha^{\ell}$. By induction, for any $n \geq 1$, we deduce $\varphi^{n}\left(\alpha^{h^{n}}\right)=\alpha^{\ell^{n}}$. Let $m$ be the order of $\varphi$ in the Galois group. Then $\alpha^{h^{m}}=\alpha^{\ell^{m}}$. Since $h \neq \ell$, we conclude that $\alpha$ is a root of unity.

Proof of Theorem 3.16. We first notice that the inequality

$$
\left(1+\frac{1}{4 e d^{2}}\right)^{11 d^{2}}>e
$$

holds for $d \geq 2$. Hence for $d \geq 2$ we deduce

$$
\mathrm{h}(\alpha) \geq \frac{1}{d} \log |\alpha| \geq \frac{1}{d} \log \left(1+\frac{1}{4 e d^{2}}\right)>\frac{1}{11 d^{3}}
$$

Remark. Using the same arguments, E. Dobrowolski [Do 1978] also proves that a nonzero algebraic integer $\alpha$ which is a not root of unity satisfies

$$
|\alpha| \geq 1+\frac{\log d}{6 d^{2}}
$$

As we have seen, sharper results [Mat 1991], [Du 1993], [Vou 1996] are now available.

In order to prove Theorem 3.17, we need some preparation.
The proof of the next lemma involves the norm $\mathrm{N}_{k / \mathbb{Q}}: k \rightarrow \mathbb{Q}$ of a number field $k$ : for $\alpha \in k$, the norm of $\alpha$ with respect to the extension $k / \mathbb{Q}$ is the determinant of the endomorphism $x \mapsto \alpha x$ of the $\mathbb{Q}$-vector space $k$. If we denote again by $\Sigma$ the set of embeddings of $k$ into $\mathbb{C}$, then

$$
\mathrm{N}_{k / \mathbb{Q}}(\alpha)=\prod_{\sigma \in \Sigma} \sigma \alpha
$$

The absolute norm of an algebraic number $\alpha$ is $\mathrm{N}_{\mathbb{Q}(\alpha) / \mathbb{Q}}(\alpha) \in \mathbb{Q}$. When $\alpha$ is an algebraic integer, we have $\mathrm{N}_{k / \mathbb{Q}}(\alpha) \in \mathbb{Z}$ (the absolute value of this integer is nothing else than the absolute norm of the principal ideal $(\alpha)$ in the ring of integers of $k)$. The following relation holds for any element $\alpha$ in a number field $k$ :

$$
\mathrm{N}_{k / \mathbb{Q}}(\alpha)=\left(\mathrm{N}_{\mathbb{Q}(\alpha) / \mathbb{Q}}(\alpha)\right)^{[k: \mathbb{Q}(\alpha)]}
$$

Lemma 3.20. Let $p$ be a prime number and $\alpha$ an algebraic integer of degree $d$. Denote by $\Sigma$ the set of embeddings of $\mathbb{Q}(\alpha)$ into $\mathbb{C}$. Then the number

$$
\prod_{\sigma \in \Sigma} \prod_{\tau \in \Sigma}\left(\tau \alpha^{p}-\sigma \alpha\right)
$$

is a rational integer which is divisible by $p^{d}$.

Proof. The minimal polynomial $f \in \mathbb{Z}[X]$ of $\alpha$ over $\mathbb{Z}$ can be written

$$
f(X)=\prod_{\sigma \in \Sigma}(X-\sigma \alpha)
$$

Hence

$$
\prod_{\sigma \in \Sigma} \prod_{\tau \in \Sigma}\left(\tau \alpha^{p}-\sigma \alpha\right)=\prod_{\tau \in \Sigma} f\left(\tau \alpha^{p}\right)=\mathrm{N}_{\mathbb{Q}(\alpha) / \mathbb{Q}}\left(f\left(\alpha^{p}\right)\right) .
$$

Since $\alpha$ is an algebraic integer and $f \in \mathbb{Z}[X]$, the number $f\left(\alpha^{p}\right)$ is also an algebraic integer, hence its norm is a rational integer.

Using Lemma 3.18 with $k=1$, we write $f\left(X^{p}\right)-f(X)^{p}=p g(X)$ for some $g \in \mathbb{Z}[X]$. Since $f(\tau \alpha)=0$ for all $\tau \in \Sigma$, we deduce $f\left(\tau \alpha^{p}\right)=p g(\tau \alpha)$ and

$$
\prod_{\tau \in \Sigma} f\left(\tau \alpha^{p}\right)=p^{d} \prod_{\tau \in \Sigma} g(\tau \alpha) .
$$

Finally, we observe that the number

$$
\prod_{\tau \in \Sigma} g(\tau \alpha)=\mathrm{N}_{\mathbb{Q}(\alpha) / \mathbb{Q}}(g(\alpha))
$$

is a rational integer.
Remark. Using the product formula in place of the norm would enable us to deal with algebraic numbers in place of algebraic integers. Compare with Lemma 3.23 below.

Lemma 3.21. Let $\alpha$ be an algebraic integer of degree d, measure $\mathrm{M}(\alpha)$ and length $\mathrm{L}(\alpha)$. Let $p$ be a prime number. If $\alpha$ is neither 0 nor a root of unity, then

$$
\mathrm{M}(\alpha) \geq\left(\frac{p}{\mathrm{~L}(\alpha)}\right)^{1 / p}
$$

Proof. From Lemma 3.19 (with $h=1$ and $\ell=p$ ) we deduce that $\alpha$ and $\alpha^{p}$ are not conjugate. If $f(X)=X^{d}+a_{1} X^{d-1}+\cdots+a_{d}$ is the minimal polynomial of $\alpha$, then the number $f\left(\alpha^{p}\right)$ is a nonzero algebraic integer. Hence its norm $N_{\mathbb{Q}(\alpha) / \mathbb{Q}}\left(f\left(\alpha^{p}\right)\right)$ over $\mathbb{Q}$ is a nonzero rational integer which, by Lemma 3.20, is divisible by $p^{d}$. A trivial upper bound for the absolute value of this number

$$
N_{\mathbb{Q}(\alpha) / \mathbb{Q}}\left(f\left(\alpha^{p}\right)\right)=\prod_{\sigma \in \Sigma} \sum_{j=0}^{d} a_{d-j} \sigma \alpha^{p j}
$$

(where $a_{0}=1$ ) is obtained as follows:

$$
\left|N_{\mathbb{Q}(\alpha) / \mathbb{Q}}\left(f\left(\alpha^{p}\right)\right)\right| \leq \prod_{\sigma \in \Sigma} \sum_{j=0}^{d}\left|a_{d-j}\right| \max \left\{1,|\sigma \alpha|^{p j}\right\} \leq \mathrm{L}(\alpha)^{d} \mathrm{M}(\alpha)^{p d} .
$$

Therefore

$$
p^{d} \leq \mathrm{L}(\alpha)^{d} \mathrm{M}(\alpha)^{p d} .
$$

Remark. If we use the fact that there is a prime number $p$ in the interval [ $2 \mathrm{~L}(\alpha), 4 \mathrm{~L}(\alpha)$ ], together with the estimate $2 \log x \geq x \log 2$ which holds in the range $2 \leq x \leq 4$, we deduce

$$
\mathrm{M}(\alpha) \geq\left(\frac{p}{\mathrm{~L}(\alpha)}\right)^{1 / p} \geq 2^{1 / 2 \mathrm{~L}(\alpha)} \geq 1+\frac{\log 2}{2 \mathrm{~L}(\alpha)}
$$

### 3.6.5 Dobrowolski's Proof of Theorem 3.17

In order to obtain a lower bound for $\mathrm{M}(\alpha)$ which depends only on the degree of $\alpha$, one main idea of Dobrowolski's is to use the same outline, not for the minimal polynomial $f$ of $\alpha$ itself, but for a suitable multiple of $f^{T}$, where $T$ is a large integer.

The argument is as follows (see [Do 1979] and [Sc 1999], § 6). All throughout the proof we assume $d$ is sufficiently large. Select two parameters $L$ and $T$ (depending on $d$ ) with $L>d T$. The first step establishes the existence of a nonzero polynomial $F$ in $\mathbb{Z}[X]$, of degree $\leq L$ and length

$$
\mathrm{L}(F) \leq L^{2 d T^{2} / L}
$$

which satisfies

$$
\left(\frac{d}{d X}\right)^{t} F(\alpha)=0 \quad \text { for } \quad 0 \leq t<T
$$

The second step is the zero estimate: there exists a prime number $p$ in the range

$$
2 \leq p \leq p_{0} \quad \text { where } \quad p_{0}:=\frac{3}{2} \cdot \frac{L}{d} \log \frac{L}{d}
$$

such that $F\left(\alpha^{p}\right) \neq 0$.
Assuming for the moment these two preliminary steps, we complete the proof of Theorem 3.17.

We deduce from Lemma 3.20 that the number

$$
N=N_{\mathbb{Q}(\alpha) / \mathbb{Q}} F\left(\alpha^{p}\right)=\prod_{\tau \in \Sigma} F\left(\tau \alpha^{p}\right)
$$

is a nonzero rational integer which is a multiple of $p^{d T}$. Hence

$$
|N| \geq p^{d T} .
$$

On the other hand the estimate

$$
\prod_{\tau \in \Sigma}\left|F\left(\tau \alpha^{p}\right)\right| \leq \mathrm{L}(F)^{d} \prod_{\tau \in \Sigma} \max \{1,|\tau \alpha|\}^{p L}
$$

gives

$$
|N| \leq \mathrm{L}(F)^{d} \mathrm{M}(\alpha)^{p L}
$$

Therefore

$$
\mathrm{M}(\alpha) \geq p^{d T /(p L)} \mathrm{L}(F)^{-d /(p L)} \geq p^{d T /(p L)} L^{-2 d^{2} T^{2} /\left(p L^{2}\right)}
$$

We wish now to choose the parameters $T$ and $L$ such that the quantity

$$
\min _{p \leq p_{0}}\left\{\frac{d T}{p L} \log p-\frac{2 d^{2} T^{2}}{p L^{2}} \log L\right\}
$$

is large: its value will provide a lower bound for $\log \mathrm{M}(\alpha)$. Choose for instance the parameters as follows:

$$
T=\left[5 \frac{\log d}{\log \log d}\right] \quad \text { and } \quad L=d T^{2}
$$

Since

$$
\frac{d T^{2}}{L}>\frac{p}{2 T^{2} \log p}+\frac{2 d^{2} T^{3} \log L}{L^{2} \log p},
$$

one deduces the lower bound

$$
\log \mathrm{M}(\alpha) \geq \frac{1}{2 T^{3}},
$$

which yields the conclusion of Theorem 3.17.
Let us come back to the first step: the construction of $F$. Using Dirichlet's box principle (see Exercise 3.12), Dobrowolski ([Do 1979], Lemma 1) shows the existence of $F \in \mathbb{Z}[\mathrm{X}]$ with a zero of multiplicity $\geq T$ at $\alpha$ and with the following upper bound for its height:

$$
\mathrm{H}(F) \leq\left(\left(2^{3 / 2}(L+1) L^{(T-1) / 2}\right)^{d T} \mathrm{M}(\alpha)^{T L}\right)^{1 /(L-d T)}
$$

In order to deduce the desired upper bound for the length of $F$, it suffices to check

$$
2^{3 d T / 2}(L+1)^{L} \mathbf{M}(\alpha)^{T L} \leq L^{\left(3 d T^{2} / 2\right)-\left(2 d^{2} T^{3} / L\right)+(d T / 2)}
$$

Given our choice of parameters (recall that $d$ is sufficiently large), this estimate is satisfied as soon as $\log \mathrm{M}(\alpha) \leq(1 / 11) \log \log d$, an assumption which of course does not involve any loss of generality for the proof of Theorem 3.17.

In order to complete the proof of Theorem 3.17, we only need to prove the zero estimate of the second step: one at least of the numbers $F\left(\alpha^{p}\right)$, with $p$ prime in the range $2 \leq p \leq p_{0}$, is not zero. The number of primes in this range is $>L / d$. We are going to check that the set

$$
\left\{\sigma \alpha^{p} ; \sigma \in \Sigma, p \leq p_{0}\right\}
$$

has more than $L$ elements. It will follow that the nonzero polynomial $F \in \mathbb{Z}[\mathrm{X}]$ cannot vanish at all points in this set, which is what we want.

By Lemma 3.19, for $p_{1} \neq p_{2}$ and for any $\sigma$ and $\tau$ in $\Sigma$, we have $\sigma \alpha^{p_{1}} \neq \tau \alpha^{p_{2}}$. If there is a prime $p$ for which the elements $\sigma \alpha^{p}(\sigma \in \Sigma)$, are not pairwise distinct, then $\alpha^{p}$ is of degree $<d$, and we complete the proof of our claim by means of an inductive argument, thanks to the following lemma (compare with Lemma 3 of [ Ra 1985]):

Lemma 3.22. Let $\alpha$ be a nonzero algebraic integer which is not a root of unity. Define $d=[\mathbb{Q}(\alpha): \mathbb{Q}]$. Assume that there exists a positive integer $n$ such that $\left[\mathbb{Q}\left(\alpha^{n}\right): \mathbb{Q}\right]<d$. Then there exists an algebraic integer $\beta$ such that

$$
[\mathbb{Q}(\beta): \mathbb{Q}] \leq \frac{d}{2} \quad \text { and } \quad \mathrm{M}(\beta) \leq \mathrm{M}(\alpha) .
$$

Proof. Define $k=\mathbb{Q}\left(\alpha^{n}\right)$ and notice that $\alpha$ is a root of $X^{n}-\alpha^{n} \in k[X]$. Hence the irreducible polynomial $g$ of $\alpha$ over $k$ is a divisor of $X^{n}-\alpha^{n}$ in $k[X]$. It follows that the constant term, say $\beta \in k$, of $g$, can be written $\zeta \alpha^{r}$, where $r=[\mathbb{Q}(\alpha): k]$ is the degree of $g$, while $\zeta$ is a $n$-th root of unity. Therefore we have

$$
\mathrm{h}(\beta)=r \mathrm{~h}(\alpha)
$$

and

$$
[\mathbb{Q}(\beta): \mathbb{Q}] \leq[k: \mathbb{Q}]=\frac{d}{r}=\frac{1}{r}[\mathbb{Q}(\alpha): \mathbb{Q}],
$$

hence

$$
\mathrm{M}(\beta) \leq \mathrm{M}(\alpha)
$$

It is interesting to compare the previous sketch of proof with the usual one in transcendental number theory: a nonzero number is constructed and its absolute value is estimated from above and from below. But here, in place of a sharp analytic upper bound (Schwarz' Lemma) and a weak arithmetic lower bound (Liouville's inequality), we have a sharp arithmetic lower bound (coming from Fermat's little Theorem) and a trivial upper bound. However it is possible to give the proof in a way which is closer to the usual one, involving a sharp (ultrametric) upper bound together with the product formula. Here is the needed $p$-adic estimate.

Lemma 3.23. Let $\alpha$ be an algebraic number of degree $d=[\mathbb{Q}(\alpha): \mathbb{Q}]$. Let $p$ be a prime number, $F \in \mathbb{Z}[X]$ a polynomial of degree $L$ which vanishes at $\alpha$ with multiplicity at least $T$ and $v$ a place of $\mathbb{Q}(\alpha)$ which extends the p-adic valuation of $\mathbb{Q}$. Then

$$
\left|F\left(\alpha^{p}\right)\right|_{v} \leq p^{-T} \max \left\{1,|\alpha|_{v}\right\}^{p L}
$$

Proof. Consider first the case where $F$ is the minimal polynomial $f$ of $\alpha$ over $\mathbb{Z}$. Using Lemma 3.18 with $k=1$, we can write $f\left(X^{p}\right)=f(X)^{p}+p g(X)$ for some $g \in \mathbb{Z}[X]$ of degree $\leq p d$. Hence

$$
|g(\alpha)|_{v} \leq \max \left\{1,|\alpha|_{v}\right\}^{p d}
$$

and

$$
\left|f\left(\alpha^{p}\right)\right|_{v}=|p g(\alpha)|_{v} \leq p^{-1} \max \left\{1,|\alpha|_{v}\right\}^{p d},
$$

which is what we wanted.
In the general case, $F$ is divisible by $f^{T}$ : let $G \in \mathbb{Z}[X]$ satisfy $F=f^{T} G$. Hence $G$ has degree $L-d T$ and

$$
\left|G\left(\alpha^{p}\right)\right|_{v} \leq \max \left\{1,|\alpha|_{v}\right\}^{p(L-d T)} .
$$

Therefore

$$
\left|F\left(\alpha^{p}\right)\right|_{v}=\left|f\left(\alpha^{p}\right)\right|_{v}^{T}\left|G\left(\alpha^{p}\right)\right|_{v} \leq p^{-T} \max \left\{1,|\alpha|_{v}\right\}^{p L}
$$

Remark 1. From Lemma 3.23 one deduces the following lower bound, which could be used in the proof of Theorem 3.17 in place of the one which we derived from Lemma 3.20 : Under the assumptions of Lemma 3.23, assume that $\alpha$ is an algebraic integer and $F\left(\alpha^{p}\right) \neq 0$. Let $\Sigma$ the set of embeddings of $\mathbb{Q}(\alpha)$ into $\mathbb{C}$. Then

$$
\prod_{\tau \in \Sigma}\left|F\left(\tau \alpha^{p}\right)\right| \geq p^{d T}
$$

This follows from the product formula

$$
\left(\prod_{\tau \in \Sigma}\left|F\left(\tau \alpha^{p}\right)\right|\right)\left(\prod_{v}\left|F\left(\alpha^{p}\right)\right|_{v}\right)=1
$$

where $v$ runs over the set of ultrametric absolute values of $\mathbb{Q}(\alpha)$, using the upper bound $\left|F\left(\alpha^{p}\right)\right|_{v} \leq 1$ for any ultrametric absolute value $v$ of $\mathbb{Q}(\alpha)$ such that $|p|_{v}=1$.

Remark 2. Under the hypotheses of Lemma 3.23, assume further that $\alpha$ is an integer. Then one can derive the conclusion in the general case from the special case $F=f$ by means of an ultrametric Schwarz' lemma as follows.

Let $\Sigma_{v}$ be the set of embeddings of $\mathbb{Q}(\alpha)$ into an algebraically closed field $\mathbb{C}_{v}$ containing the completion of $\mathbb{Q}(\alpha)$ at $v$. The analytic function $z \mapsto F(z)$ on $\mathbb{C}_{v}$ vanishes at the points $z=\sigma \alpha\left(\sigma \in \Sigma_{v}\right)$ with multiplicity $\geq T$. Since $|\sigma \alpha|_{v} \leq 1$ for any $\sigma \in \Sigma_{v}$, we deduce

$$
\left|\frac{F(w)}{\prod_{\sigma \in \Sigma_{v}}(w-\sigma \alpha)^{T}}\right|_{v} \leq R^{-d T} \sup _{|z|_{v}=R}|F(z)|_{v}
$$

for any $w \in \mathbb{C}_{v}$ with $|w|_{v} \leq 1$ and any $R>1$. Let $R \rightarrow 1$ : for the same $w \in \mathbb{C}_{v}$, we obtain

$$
|F(w)|_{v} \leq \prod_{\sigma \in \Sigma_{v}}|w-\sigma \alpha|_{v}^{T}=|f(w)|_{v}^{T} .
$$

Remark 3. In [AmD 1999], Th. 3.1, F. Amoroso and S. David prove a multidimensional generalization of Lemma 3.23. They first prove the corresponding estimate when $\alpha$ is an integer, and deduce the general case by means of the strong approximation Theorem.

### 3.6.6 Proof of Theorem 3.17 Following Cantor-Straus and Rausch

We shall now provide the details of the proof of Theorem 3.17 by means of the idea of Cantor, Straus and Rausch which does not use Dirichlet's box principle, but replaces the auxiliary function by a determinant.

We proceed by induction on the degree $d=[\mathbb{Q}(\alpha): \mathbb{Q}]$. We may assume that $d$ is sufficiently large, and that the conclusion of Theorem 3.17 holds for any algebraic integer of degree $<d$. Let $\alpha$ be an algebraic integer of degree $d$. By Lemma 3.22, we may assume that for any prime number $p$, the number $\alpha^{p}$ has degree $d$ over $\mathbb{Q}$.

Let $P=\left\{p_{1}, \ldots, p_{r}\right\}$ be a set of $r$ distinct primes. Define $L=d(T+r)$. As we have seen, Dobrowolski's original proof involved the construction of a nonzero auxiliary polynomial $f$ of degree $<L$ which vanishes at the points $\sigma_{1} \alpha, \ldots, \sigma_{d} \alpha$ with multiplicity $\geq T$. The statement that not all of the numbers $f\left(\sigma_{i} \alpha^{p_{j}}\right)$ are zero will be called the zero estimate.

In place of this construction, Cantor, Straus and Rausch consider the system of equations which occurs in the zero estimate, namely

$$
\begin{cases}\frac{1}{t!}\left(\frac{d}{d X}\right)^{t} f\left(\sigma_{i} \alpha\right)=0, & (0 \leq t<T, \\ 1 \leq i \leq d) \\ f\left(\sigma_{i} \alpha^{p_{j}}\right)=0, & (1 \leq j \leq r, \\ 1 \leq i \leq d)\end{cases}
$$

where the unknowns are the coefficients of $f \in \mathbb{Z}[X]$ with $\operatorname{deg} f<L$. The number of unknowns (the coefficients of $f$ ) is $L$, which is also the number of equations. Let $\Delta$ be the determinant of this system. We are going to write down $\Delta$ explicitly.

We consider the set $\left\{\zeta_{1}, \zeta_{2}, \ldots, \zeta_{L}\right\}$ of complex numbers defined by

$$
\begin{cases}\zeta_{(i-1) T+j}=\sigma_{i} \alpha & \text { for } 1 \leq i \leq d \text { and } 1 \leq j \leq T, \\ \zeta_{d T+d(j-1)+i}=\sigma_{i} \alpha^{p_{j}} & \text { for } 1 \leq i \leq d \text { and } 1 \leq j \leq r .\end{cases}
$$

This means that

- each of the $d$ numbers $\sigma_{1} \alpha, \ldots, \sigma_{d} \alpha$ is repeated $T$ times,
- each of the $d r$ numbers $\sigma_{i} \alpha^{p_{j}}(1 \leq i \leq d, 1 \leq j \leq r)$ occurs just once.

Next define nonnegative integers $\left\{t_{1}, \ldots, t_{L}\right\}$ by

$$
\begin{cases}t_{(i-1) T+j}=j-1 & \text { for } 1 \leq i \leq d \text { and } 1 \leq j \leq T, \\ t_{d T+i}=0 & \text { for } 1 \leq i \leq d r .\end{cases}
$$

Therefore, for $1 \leq \lambda \leq L$,

$$
t_{\lambda}=\operatorname{Card}\left\{\mu ; 1 \leq \mu<\lambda, \zeta_{\mu}=\zeta_{\lambda}\right\}< \begin{cases}T & \text { if } \zeta_{\lambda} \text { is of the form } \sigma_{i}(\alpha), \\ 1 & \text { if } \zeta_{\lambda} \text { is of the form } \sigma_{i} \alpha^{p_{j}}\end{cases}
$$

and we have

$$
\Delta=\operatorname{det}\left(\binom{\mu-1}{t_{\lambda}} \zeta_{\lambda}^{\mu-1-t_{\lambda}}\right)_{1 \leq \lambda, \mu \leq L}
$$

where the binomial coefficient $\binom{m}{n}$ is defined as 0 for $n>m$.
We first check (zero estimate) $\Delta \neq 0$. Indeed, otherwise, there would exist a nonzero polynomial of degree $<L$ vanishing at $\sigma_{1} \alpha, \ldots, \sigma_{d} \alpha$ with multiplicity $\geq T$, and with a root at each point $\sigma_{i} \alpha^{p_{j}}(1 \leq i \leq d, 1 \leq j \leq r)$. Since the $d(r+1)$ numbers

$$
\sigma_{1} \alpha, \ldots, \sigma_{d} \alpha \quad \text { and } \quad \sigma_{i} \alpha^{p_{j}}, \quad(1 \leq i \leq d, 1 \leq j \leq r)
$$

are pairwise distinct (recall Lemmas 3.19 and 3.22), and since a nonzero polynomial of degree $<L$ has not more than $L-1$ roots (counting multiplicities), that is not possible.

We now invoke Fermat's little Theorem (Lemma 3.20) in order to get a lower bound for the absolute value of the interpolation determinant $\Delta$.

Lemma 3.24. We have

$$
|\Delta| \geq \prod_{j=1}^{r} p_{j}^{d T}
$$

Proof. For $T_{1}, \ldots, T_{m}$ positive integers with $T_{1}+\cdots+T_{m}=L$, consider the determinant $D \in \mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]$ of the following $L \times L$ matrix

$$
\boldsymbol{M}=\left(\begin{array}{llll}
\boldsymbol{M}_{1} & \boldsymbol{M}_{2} & \cdots & \boldsymbol{M}_{m}
\end{array}\right)
$$

where, for $1 \leq j \leq m, \boldsymbol{M}_{j}$ denotes the $L \times T_{j}$ block

$$
\boldsymbol{M}_{j}=\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
X_{j} & 1 & \cdots & 0 \\
X_{j}^{2} & 2 X_{j} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
X_{j}^{\mu-1} & (\mu-1) X_{j}^{\mu-2} & \cdots & \binom{\mu-1}{T_{j}-1} X_{j}^{\mu-T_{j}} \\
\vdots & \vdots & \ddots & \vdots \\
X_{j}^{L-1} & (L-1) X_{j}^{L-2} & \cdots & \binom{L-1}{T_{j}-1} X_{j}^{L-T_{j}}
\end{array}\right) .
$$

The square of $D$ is a symmetric polynomial in $X_{1}, \ldots, X_{m}$. Moreover for $1 \leq i<$ $j \leq m$ the polynomial $D$ is divisible, in the ring $\mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]$, by $\left(X_{i}-X_{j}\right)^{T_{i} T_{j}}$.

Choose $m=d(r+1), T_{1}=\cdots=T_{d}=T, T_{d+1}=\cdots=T_{m}=1$. If we define, for $0 \leq j \leq r$ and $1 \leq i \leq d$,

$$
\xi_{j d+i}=\sigma_{i} \alpha^{p_{j}}
$$

where $p_{0}=1$, then we have $\Delta= \pm D\left(\xi_{1}, \ldots, \xi_{m}\right)$. It follows from Lemma 3.20 that $\Delta^{2}$ is a rational integer, which is divisible by $p_{j}^{2 d T}$ for $1 \leq j \leq r$.

Next we produce an upper bound for the absolute value of $\Delta$ :

Lemma 3.25. We have

$$
|\Delta| \leq L^{d\left(T^{2}+r\right) / 2} \mathrm{M}(\alpha)^{L\left(T+p_{1}+\cdots+p_{r}\right)}
$$

Proof. We use the so-called Hadamard's inequality (see for instance [F 1982], Appendix C):

- the determinant $\Delta$ of a $L \times L$ matrix $\left(a_{\lambda \mu}\right)_{1 \leq \lambda, \mu \leq L}$ satisfies the inequality

$$
|\Delta|^{2} \leq \prod_{\lambda=1}^{L} \sum_{\mu=1}^{L}\left|a_{\lambda \mu}\right|^{2}
$$

Here we get

$$
|\Delta|^{2} \leq \prod_{\lambda=1}^{L} \sum_{\mu=1}^{L}\binom{\mu-1}{t_{\lambda}}^{2} \max \left\{1,\left|\zeta_{\lambda}\right|\right\}^{2(\mu-1)} .
$$

We split the product on $\lambda$ in two parts: the first one is

$$
\begin{aligned}
\prod_{\lambda=1}^{d T} \sum_{\mu=1}^{L}\binom{\mu-1}{t_{\lambda}}^{2} \max \left\{1,\left|\zeta_{\lambda}\right|\right\}^{2(\mu-1)} & =\prod_{i=1}^{d} \prod_{j=1}^{T} \sum_{\mu=1}^{L}\binom{\mu-1}{j-1}^{2} \max \left\{1,\left|\sigma_{i} \alpha\right|\right\}^{2 L} \\
& \leq \prod_{i=1}^{d} \prod_{t=0}^{T-1} L^{2 t+1} \max \left\{1,\left|\sigma_{i} \alpha\right|\right\}^{2 L} \\
& \leq L^{d T^{2}} \mathrm{M}(\alpha)^{2 L T}
\end{aligned}
$$

and the second

$$
\begin{aligned}
\prod_{\lambda=d T+1}^{L} \sum_{\mu=1}^{L}\binom{\mu-1}{t_{\lambda}}^{2} \max \left\{1,\left|\zeta_{\lambda}\right|\right\}^{2(\mu-1)} & =\prod_{i=1}^{d} \prod_{j=1}^{r} \sum_{\mu=1}^{L} \max \left\{1,\left|\sigma_{i} \alpha^{p_{j}}\right|\right\}^{2 L} \\
& \leq L^{d r} \mathrm{M}(\alpha)^{2 L\left(p_{1}+\cdots+p_{r}\right)} .
\end{aligned}
$$

We now complete the proof of Theorem 3.17. From Lemmas 3.24 and 3.25 we derive

$$
\prod_{j=1}^{r} p_{j}^{d T} \leq L^{d\left(T^{2}+r\right) / 2} \mathrm{M}(\alpha)^{L\left(T+p_{1}+\cdots+p_{r}\right)}
$$

Recall that $L=d(T+r)$. Take for $p_{1}, \ldots, p_{r}$ the first $r$ primes with $r=T^{2}-T$, and define

$$
T=\left[5 \frac{\log d}{\log \log d}\right]
$$

From the prime number Theorem ([HaWr 1938], Th. 6 and Chap. 22) one deduces

$$
\sum_{j=1}^{r} \log p_{j} \simeq r \log r \quad \text { and } \quad \sum_{j=1}^{r} p_{j} \simeq \frac{1}{2} r^{2} \log r
$$

as $r \rightarrow \infty$. Since, as soon as $d$ is sufficiently large, we have

$$
\frac{d T^{2}}{L}>\frac{d T \log L}{2 L \log T}+\frac{4}{5},
$$

we deduce

$$
\log \mathrm{M}(\alpha)>\frac{1}{T^{3}} .
$$

### 3.6.7 Further Related Questions and Results

Several related results are worth mentioning.
A. Schinzel, E. Dobrowolski and W. Lawton gave lower bounds for the height for an algebraic number $\alpha$ (which is neither zero nor a root of unity) in terms of the number of non-vanishing coefficients of a polynomial $f \in \mathbb{Z}[X]$ such that $f(\alpha)=0$.

In [Mi 1979], M. Mignotte gave a lower bound for $|\alpha-1|$ which is stronger than Liouville's one in terms of the degree; this is specially interesting when $\alpha$ has a small Mahler's measure. The proof involved an auxiliary polynomial. This estimate was improved in [MiW 1994] by means of an interpolation determinant. A $p$-adic analogue has been obtained by Y. Bugeaud [Bu 1998a]. Further refinements are due to E. M. Matveev [Mat 1996b], and F. Amoroso [Am 1996] and [Am 1998]. A remarkable connection with Riemann's hypothesis is described in [Am 1996] , while [Am 1998] contains a survey of such results.

Higher dimensional generalizations of Kronecker's Theorem, Lehmer's problem and Dobrowolski's estimate have been considered from different points of view.

In [AmD 1999], F. Amoroso and S. David extend Dobrowolski's result to simultaneous approximation. Lehmer's Problem is related to the multiplicative group $\mathbb{G}_{\mathrm{m}}$. Here is a generalization to $\mathbb{G}_{\mathrm{m}}^{n}$ suggested in [AmD 1999].

Conjecture 3.26. For each positive integer $n \geq 1$ there exists a positive number $c_{1}(n)$ such that, if $\underline{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is a $n$-tuple of multiplicatively independent algebraic numbers and if $\omega(\underline{\alpha})$ denotes the minimum degree of a nonzero polynomial in $\mathbb{Q}\left[X_{1}, \ldots, X_{n}\right]$ which vanishes at $\underline{\alpha}$, then

$$
\begin{equation*}
\mathrm{h}\left(1: \alpha_{1}: \cdots: \alpha_{n}\right) \geq \frac{c_{1}(n)}{\omega(\underline{\alpha})} \tag{3.27}
\end{equation*}
$$

A partial result is proved in [AmD 1999]:

$$
\mathrm{h}\left(1: \alpha_{1}: \cdots: \alpha_{n}\right) \geq \frac{c_{2}(n)}{\omega(\underline{\alpha})(1+\log \omega(\underline{\alpha}))^{\kappa(n)}}
$$

for some positive constants $c_{2}(n)$ and $\kappa(n)$ which depend only on $n$.
A consequence (see Exercise 3.13) of Conjecture 3.26 is the following open problem:
(?) For each positive integer $n \geq 1$ there exist a positive number $c_{3}(n)$ having the following property. Let $\alpha_{1}, \ldots, \alpha_{n}$ be multiplicatively independent algebraic numbers. Define $D=\left[\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{n}\right): \mathbb{Q}\right]$. Then

$$
\begin{equation*}
\prod_{i=1}^{n} \mathrm{~h}\left(\alpha_{i}\right) \geq \frac{c_{3}(n)}{D} . \tag{3.28}
\end{equation*}
$$

A weaker estimate of the form

$$
\begin{equation*}
\prod_{i=1}^{n} \mathrm{~h}\left(\alpha_{i}\right) \geq \frac{c_{4}(n)}{D(1+\log D)^{n \kappa(n)}} \tag{3.29}
\end{equation*}
$$

is proved in [AmD 1999].
Another kind of higher dimensional Lehmer type problem arose from a work of S. Zhang in 1992 on positive line bundles on arithmetic varieties. He showed that if $\mathcal{V}$ is a curve of a linear torus which is not a translate of a subtorus of positive dimension by a torsion point, then there exists a positive constant $c$ such that $\mathcal{V}$ has only finitely many algebraic points of height $\leq c$. Hence for sufficiently small $c$ these points have a vanishing height. A more elementary proof of this result for the special case of the curve $x+y=1$ in the torus $\mathbb{G}_{\mathrm{m}}^{2}$ was given by D . Zagier, with the best possible value for the constant: any solution $(x, y) \in \overline{\mathbb{Q}}^{2}$ of the equation $x+y=1$ with $x \neq 0$ and $x^{6} \neq 1$ satisfies

$$
\mathrm{h}(x)+\mathrm{h}(y) \geq \frac{1}{2} \log \left(\frac{1+\sqrt{5}}{2}\right)
$$

F. Beukers and D. Zagier gave sharp explicit results on this question and mentioned a number of applications. W. M. Schmidt, then E. Bombieri and U. Zannier, and then W. M. Schmidt again, extended Zagier's elementary argument to higher dimensional subvarieties of $\mathbb{G}_{\mathrm{m}}^{n}$. A survey on this topic is given by W. M. Schmidt in [Sc 1999].

Algebraic units $u$ such that $1-u$ is also a unit are sometimes called exceptional units. See [Sil 1996] for a survey of this topic.

One main tool is the notion of height for subvarieties of an affine or projective space. So far we have considered only the height of an algebraic point, which has dimension 0 .

Subvarieties of codimension 1 are hypersurfaces. Lemma 3.9 suggested to Mahler a natural extension of his measure to polynomials in several variables (see [S 1999]):

$$
\log \mathrm{M}(f)=\int_{0}^{1} \ldots \int_{0}^{1} \log \left|f\left(e^{2 i \pi t_{1}}, \ldots e^{2 i \pi t_{n}}\right)\right| d t_{1} \cdots d t_{n}
$$

The name generalized cyclotomic polynomial is sometimes used for a polynomial $f$ (in several variables) which defines a hypersurface $\mathcal{V}$ of a torus containing a translate of a subtorus by a torsion point. By a result of D. Boyd, W. Lawton and C. Smyth, an irreducible polynomial $f$ which is not a generalized cyclotomic polynomial has $\mathrm{M}(f)>1$.

For a subvariety of any dimension, H. Gillet, C. Soulé, G. Faltings and P. Philippon introduced closely related notions of height ${ }^{9}$. For instance (see [DP 1999]) the canonical height of a hypersurface defined by $F=0$ (where $F$ is an irreducible polynomials with coefficients in $\mathbb{Z}$ ) is nothing else than $\log \mathrm{M}(F)$ where M is Mahler's measure (in several variables).

In the case (which we are interested in) of a subvariety of a torus, a canonical height can be defined (à la Néron-Tate), which vanishes exactly for the subvarieties containing a translate of a subtorus by a torsion point. For a hypersurface $V$ of $\mathbb{G}_{\mathrm{m}}^{n}$ defined over $\mathbb{Q}$, say $f=0$, which is not an algebraic subgroup of $\mathbb{G}_{\mathrm{m}}$, a lower bound for $\mathrm{h}(V)$ (that is for $\log \mathrm{M}(f)$ ) has been given in [AmD 2000].

An interesting related topic (see for instance [DP 1999]) is then to compare the height of the variety $\mathcal{V}$ with the minimum height of algebraic points on $\mathcal{V}$. The limit distribution of small points on algebraic tori has been studied by Y. Bilu.

These problems are the multiplicative analogues of a conjecture of F. A. Bogomolov about the discreteness of algebraic points on an algebraic curve of genus at least 2 with respect to the distance induced by the Néron-Tate height on the Jacobian. We do not deal here with Abelian varieties, and we shall only refer to work by L. Szpiro, J-F. Burnol, S. Zhang, E. Bombieri and U. Zannier, E. Ullmo, S. David and P. Philippon (extensions to semi-abelian varieties have also been considered by B. Poonen and A. Chambert-Loir).

There are further lower bounds for the height of algebraic numbers. For instance A. Schinzel and E. Dobrowolski got estimates which depend on the number of nonzero coefficients of the minimal polynomial. In [Mat 1996a], E. M. Matveev proves, for some classes of algebraic integers, a sharper estimate than Dobrowolski's one including the discriminant $\Delta$ of $\alpha$ : he replaces the degree $d$ of $\alpha$ by $d / \Delta^{1 / d}$.

Other estimates are due to M. Langevin; on one hand he proves [La 1986]: Let $\mathcal{V}$ be a neighborhood of a point of the unit circle. There exists two effectively computable constants $c>1$ and $D_{0}>0$ such that for any nonzero algebraic number $\alpha$ of degree $D \geq D_{0}$, all of whose conjugates are outside $\mathcal{V}$, the inequality $\mathrm{M}(\alpha)>c^{D}$ holds. On the other hand, after a joint work with E. Reyssat and G. Rhin, he answered two questions of Favard by proving lower bounds for the diameter of an algebraic integer $\alpha$, which is defined as

$$
\operatorname{diam}(\alpha)=\max _{1 \leq i \neq j \leq d}\left|\alpha_{i}-\alpha_{j}\right|,
$$

where $\left\{\alpha_{1}, \ldots, \alpha_{d}\right\}$ is the set of conjugates of $\alpha$. These lower bounds are

$$
\operatorname{diam}(\alpha) \geq \sqrt{3} \quad \text { for } d=[\mathbb{Q}(\alpha): \mathbb{Q}] \geq 2
$$

[^8]and, for any $\epsilon>0$,
$$
\operatorname{diam}(\alpha) \geq 2-\epsilon \quad \text { for } d \geq d_{0}(\epsilon)
$$

For further results and references on the height of algebraic numbers, see Chap. 7 of [BerDGPS 1992], [S 1999] and [Sc 1999].

## Open Problems

1. (Lehmer's problem [Le 1933] - see § 3.6). Does there exist an absolute constant $c_{0}>0$ such that, for any nonzero algebraic number which is not a root of unity, $d \mathrm{~h}(\alpha) \geq c_{0}$.
2. (Conjecture of Schinzel and Zassenhaus [SZa 1965]). Does there exist an absolute constant $c>0$ such that, for any nonzero algebraic integer of degree $d$ which is not a root of unity, $|\alpha| \geq 1+(c / d)$ ?

Since, for any algebraic integer $\alpha$ of degree $d$, we have $\mathrm{h}(\alpha) \leq \log \mid \alpha \leq d \mathrm{~h}(\alpha)$, the conjecture of Schinzel and Zassenhaus would follow from a positive answer to Lehmer's problem 1 above.
3. (A. Dubickas) Check that for any nonzero algebraic integer $\alpha$ of degree $d$ which is not a root of unity,

$$
\log \max \left\{|\alpha| ; \mid \overline{\alpha^{-1} \mid}\right\} \geq \frac{1}{d} \log 2
$$

4. (D. Boyd [Boy 1980]) The minimal value for $|\alpha|$ when $\alpha$ is a nonzero algebraic integer of degree $d$ which is not a root of unity should be reached for the roots of

$$
X^{d}+X^{2 d / 3}-1
$$

with $d$ multiple of 3 . An example is $X^{3}+X^{2}-1$.
5. In the case $f(X)=q X-p$ with $p$ and $q$ rational integers, Liouville's inequality (Theorem 1.1) gives an estimate for the approximation of algebraic numbers by rational numbers. In this special case this lower bound is not the best known (Theorem 1.10 of Thue-Siegel-Roth-Schmidt; see [Sc 1980]). Is it possible to improve the estimate in the general case of Proposition 3.14? Even an ineffective result might be useful.

## Exercises

Exercise 3.1. Let $\alpha_{1}, \ldots, \alpha_{s}$ be algebraic numbers. Define $k=\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{s}\right)$ and $d=[k: \mathbb{Q}]$. Show that there exist rational integers $a_{2}, \ldots, a_{s}$ with $0 \leq a_{i} \leq d(d-1) / 2$ such that the number $\gamma=\alpha_{1}+a_{2} \alpha_{2}+\cdots+a_{s} \alpha_{s}$ satisfies $k=\mathbb{Q}(\gamma)$.

Hint. See [MiW 1977] Lemme 3.

## Exercise 3.2.

a) For $f \in \mathbb{C}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{t}\right]$, we denote by $|f|_{1}$ the upper bound of $|f(\underline{z})|$ on the unit polydisc:

$$
|f|_{1}=\sup \left\{\left|f\left(z_{1}, \ldots, z_{t}\right)\right| ; \underline{z} \in \mathbb{C}^{t},\left|z_{i}\right|=1,1 \leq i \leq t\right\}
$$

Hence $|f|_{1} \leq \mathrm{L}(f)$. Show that in Lemmas 3.7, 3.8 and Proposition 3.14, one can replace $\log \mathrm{L}(f)$ by $\log |f|_{1}$.

Hint. Start by proving the following statement: if $a_{0}, \ldots, a_{N}, y$ are complex numbers, then

$$
\left|\sum_{i=0}^{N} a_{i} y^{i}\right| \leq \sup _{|z|=1}\left|\sum_{i=0}^{N} a_{i} z^{i}\right| \cdot \max (1,|y|)^{N}
$$

When $|y| \leq 1$, this inequality follows from the maximum modulus principle for $a_{0}+a_{1} z+\cdots+$ $a_{N} z^{N}$. When $|y|>1$, perform the change of variables $z^{\prime}=1 / z$.

Deduce by induction: for a polynomial $f \in \mathbb{C}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{t}\right]$, when $y_{1}, \ldots, y_{t}$ are complex numbers,

$$
\left|f\left(y_{1}, \ldots, y_{t}\right)\right| \leq|f|_{1} \prod_{i=1}^{t} \max \left(1,\left|y_{i}\right|\right)^{\operatorname{deg}_{x_{i}} f}
$$

b) For an algebraic number $\gamma$ of degree $d$ and minimal polynomial

$$
a_{0} X^{d}+\cdots+a_{d}=a_{0} \prod_{i=1}^{d}\left(X-\gamma_{i}\right)
$$

define a modified Mahler's measure by

$$
\tilde{\mathrm{M}}(\gamma)=a_{0} \prod_{i=1}^{d} \sqrt{1+\left|\gamma_{i}\right|}
$$

and a modified absolute logarithmic height by

$$
\tilde{\mathrm{h}}(\gamma)=\frac{1}{d} \log \tilde{\mathrm{M}}(\gamma)
$$

Check, under the assumptions of Lemma 3.7,

$$
\widetilde{\mathrm{h}}\left(f\left(\gamma_{1}, \ldots, \gamma_{t}\right)\right) \leq \log \mathrm{H}(f)+\sum_{i=1}^{t}\left(\operatorname{deg}_{\mathrm{x}_{i}} f\right) \widetilde{\mathrm{h}}\left(\gamma_{i}\right) .
$$

Hint. Compare with [Sc 1991], Chap. I, § 7, Lemma 7D.
c) Let $k$ be a number field of degree $d$. For $\underline{\gamma}=\left(\gamma_{0}: \cdots: \gamma_{\nu}\right) \in \mathbb{P}_{\nu}(k)$, define

$$
\tilde{\mathrm{h}}(\underline{\gamma})=\frac{1}{d} \sum_{v \in M_{k}} d_{v} \log \|\underline{\gamma}\|_{v},
$$

where

$$
\|\underline{\gamma}\|_{v}= \begin{cases}\max \left\{\left|\gamma_{0}\right|_{v}, \ldots,\left|\gamma_{v}\right|_{v}\right\} & \text { for } v \text { ultrametric } \\ \sqrt{\left|\gamma_{0}\right|_{v}^{2}+\cdots+\left|\gamma_{v}\right|_{v}^{2}} & \text { for } v \text { Archimedean. }\end{cases}
$$

Check that one can replace the height $h$ by this modified height $\tilde{h}$ and at the same time the length L by the usual height H in Lemmas 3.7, 3.8 and 3.14.

## Exercise 3.3.

a) Let $N$ and $M$ be positive integers and $\vartheta_{1}, \ldots, \vartheta_{N}, \theta_{1}, \ldots, \theta_{M}$ algebraic numbers. Check that

$$
\mathrm{h}\left(1: \vartheta_{1}: \cdots: \vartheta_{N}: \theta_{1}: \cdots: \theta_{M}\right) \leq \mathrm{h}\left(1: \vartheta_{1}: \cdots: \vartheta_{N}\right)+\mathrm{h}\left(1: \theta_{1}: \cdots: \theta_{M}\right)
$$

Deduce, for algebraic numbers $\vartheta_{0}, \ldots, \vartheta_{s}$, not all of which are zero,

$$
\mathrm{h}\left(\vartheta_{0}: \cdots: \vartheta_{s}\right) \leq \sum_{i=0}^{s} \mathrm{~h}\left(\vartheta_{i}\right)
$$

b) Let $a_{1}, \ldots, a_{n}$ be rational integers, $b_{1}, \ldots, b_{n}$ be non-vanishing integers and $\beta_{1}, \ldots, \beta_{n}$ algebraic numbers. Define

$$
N=\max \left\{\left|a_{1}\right|,\left|b_{1}\right|, \ldots,\left|a_{n}\right|,\left|b_{n}\right|\right\}
$$

and

$$
\gamma=\frac{a_{1}}{b_{1}} \beta_{1}+\cdots+\frac{a_{n}}{b_{n}} \beta_{n} .
$$

Then

$$
\mathrm{h}(\gamma) \leq n(n+1) \log N+\log n+\sum_{i=1}^{n} \mathrm{~h}\left(\beta_{i}\right)
$$

Hint. This is Lemma 2.7 of [W 1980].
c) Let $L_{1}, \ldots, L_{k}, N_{1}, \ldots, N_{k}$ and $M$ be positive integers. For $1 \leq i \leq k$, let $\gamma_{0 i}, \ldots, \gamma_{N_{i} i}$ be algebraic numbers. Assume that for each $i=1, \ldots, k$, at least one of the numbers $\gamma_{0 i}, \ldots, \gamma_{N_{i} i}$ is nonzero and denote by $\gamma_{i}$ the point in $\mathbb{P}_{N_{i}}(\overline{\mathbb{Q}})$ with projective coordinates $\left(\gamma_{0 i}: \cdots: \gamma_{N_{i} i}\right)$. We will also write $\underline{\gamma}$ for the point $\left(\gamma_{v i}\right)_{0 \leq v \leq N_{i}, 1 \leq i \leq k}$ in $\overline{\mathbb{Q}}^{N_{1}+\cdots+N_{k}+k}$. Furthermore, let $F_{0}, \ldots, F_{M}$ be polynomials in $N_{1}+\cdots+N_{k}+k$ variables, with coefficients in $\mathbb{Z}$, each of which is homogeneous of degree $L_{i}$ with respect to the $N_{i}+1$ variables $\mathrm{X}_{0 i}, \ldots, \mathrm{X}_{N_{i} i}$. Assume that one at least of the $M+1$ numbers $\theta_{\mu}=F_{\mu}(\gamma) \quad(0 \leq \mu \leq M)$ is nonzero, and define $\theta$ as the point in $\mathbb{P}_{M}(\overline{\mathbb{Q}})$ with projective coordinates $\left(\overline{\theta_{0}}: \cdots: \theta_{M}\right)$. Then

$$
\mathrm{h}(\theta) \leq \log \max _{0 \leq \mu \leq M} \mathrm{~L}\left(F_{\mu}\right)+\sum_{i=1}^{k} L_{i} \mathrm{~h}\left(\gamma_{i}\right) .
$$

d) Let $P \in \overline{\mathbb{Q}}\left[\mathrm{X}_{0}, \ldots, \mathrm{X}_{n}, Y\right]$ be a homogeneous polynomial in $n+2$ variables such that $P(0, \ldots, 0,1) \neq 0$. Let $\left(\alpha_{0}: \cdots: \alpha_{n}: \beta\right) \in \mathbb{P}_{n+1}(\overline{\mathbb{Q}})$ satisfy $P\left(\alpha_{0}: \cdots: \alpha_{n}: \beta\right)=0$. Then

$$
\mathrm{h}\left(\alpha_{0}: \cdots: \alpha_{n}: \beta\right) \leq \mathrm{h}\left(\alpha_{0}: \cdots: \alpha_{n}\right)+\mathrm{h}(p)+\log N
$$

where $N+1$ is the number of monomials in $P$ and $p$ is the projective point which is defined by the sequence of coefficients of $P$.
(Compare with [Ser 1989], § 2.3, $\mathrm{N}^{\circ} 4$, Prop. 14.)
e) For any polynomial $F \in \mathbb{Z}[X, T]$, there exists a constant $c>0$ such that, if $\alpha$ and $\beta$ are algebraic numbers with $F(\alpha, \beta)=0$, and if the polynomial $F(\alpha, T) \in \mathbb{Q}(\alpha)[T]$ is not zero, then $\mathrm{h}(\beta) \leq c \max \{1, \mathrm{~h}(\alpha)\}$.

Exercise 3.4. For $f \in \mathbb{Z}[\mathrm{X}]$ a nonzero polynomial, define $t(f)=\operatorname{deg} f+\log \mathrm{H}(f)$. For an algebraic number $\alpha$ with minimal polynomial $f_{\alpha} \in \mathbb{Z}[\mathrm{X}]$, define $t(\alpha)=t\left(f_{\alpha}\right)$. Check the following Liouville's inequality:

$$
\begin{aligned}
& \text { If } f \in \mathbb{Z}[\mathrm{X}] \text { and } \alpha \in \overline{\mathbb{Q}} \text { satisfy } f(\alpha) \neq 0 \text {, then } \\
& \qquad|f(\alpha)| \geq e^{-t(f) t(\alpha)} .
\end{aligned}
$$

Hint. One may use Proposition 3.14 together with the estimates

$$
(N+1)^{d-1}(d+1)^{N / 2} \leq e^{d N} \quad \text { for integers } d \geq 1 \text { and } N \geq 0
$$

Remark. Another way of proving a lower bound for $|f(\alpha)|$ is to use the fact that the resultant of $f$ and $f_{\alpha}$ is a nonzero rational integer - see [Bor 1899].

Exercise 3.5. Show that in Proposition 3.14, if the Archimedean absolute value $v$ is not real, then the conclusion can be refined as

$$
\log |f(\underline{\gamma})|_{v} \geq-\left(\frac{d}{2}-1\right) \log |f|_{1}-\frac{d}{2} \sum_{i=1}^{t} N_{i} \mathrm{~h}\left(1: \gamma_{i 1}: \cdots: \gamma_{i v_{i}}\right)
$$

Show also that if $v$ is an ultrametric absolute value of $k$, then

$$
\log |f(\underline{\gamma})|_{v} \geq-\frac{d}{d_{v}}\left(\log |f|_{1}+\sum_{i=1}^{t} N_{i} \mathrm{~h}\left(1: \gamma_{i 1}: \cdots: \gamma_{i v_{i}}\right)\right)
$$

where $d_{v}$ is, as usual, the local degree at $v$.

Hint. Use Exercise 3.2.a.

Exercise 3.6. Let $f \in \mathbb{Z}[X]$ be a nonzero polynomial of degree $d$ with leading coefficient $a_{0}>0$ and let $\alpha \in \mathbb{C}$ be a zero of $f$.
a) Let $p / q$ be a rational number with $q>0$ such that $f(p / q) \neq 0$. Show that

$$
\left|\alpha-\frac{p}{q}\right| \geq \frac{\max \{1,|\alpha|\}}{q(|p|+q)^{d-1} \mathrm{M}(f)}
$$

b) Deduce that for an algebraic number $\alpha$ of degree $d$, if we set

$$
c(\alpha)= \begin{cases}\frac{1}{2^{d-1} \mathrm{M}(\alpha)} & \text { if }|\alpha| \leq 1, \\ \frac{|\alpha|}{(2+|\alpha|)^{d-1} \mathrm{M}(\alpha)} & \text { if }|\alpha|>1,\end{cases}
$$

then for all $p / q \in \mathbb{Q}$ with $p / q \neq \alpha$ we have

$$
\left|\alpha-\frac{p}{q}\right| \geq \frac{c(\alpha)}{q^{d}}
$$

c) Show that, for each $\kappa>\left|f^{\prime}(\alpha)\right|$, there are only finitely many $p / q \in \mathbb{Q}$ with

$$
\left|\alpha-\frac{p}{q}\right| \leq \frac{1}{\kappa q^{d}}
$$

Example: Let $\alpha$ be a real quadratic number, which is root of a polynomial $a X^{2}+b X+c$ of discriminant $\Delta=b^{2}-4 a c>0$. Then for each $\kappa>\sqrt{\Delta}$ there exist $q_{0}>0$ such that, for $p / q \in \mathbb{Q}$ with $q>q_{0}$,

$$
\left|\alpha-\frac{p}{q}\right|>\frac{1}{\kappa q^{2}}
$$

## Exercise 3.7.

a) Let $\beta$ be a nonzero algebraic number and $\lambda$ a nonzero logarithm of an algebraic number. Define $\alpha=e^{\lambda}$ and $D=[\mathbb{Q}(\alpha, \beta): \mathbb{Q}]$. Then

$$
|\beta \lambda|>\left(2 e^{\mathrm{h}(\alpha)+\mathrm{h}(\beta)}\right)^{-D}
$$

Hint. Using (3.13), deduce $|\beta| \geq e^{-D \mathrm{~h}(\beta)}$. Using Proposition 3.14, show that $|\alpha-1| \geq$ $2\left(2 e^{\mathrm{h}(\alpha)}\right)^{-D}$ if $\alpha \neq 1$. From Exercise 1.1, deduce $\left.\min \{|\alpha-1|, 1\}<2|\lambda|\right\}$.
b) Let $\lambda_{1}, \ldots, \lambda_{m}$ be logarithms of algebraic numbers and $b_{1}, \ldots, b_{m}$ rational integers. Let $D$ be the degree of a number field containing the $m$ algebraic numbers $\alpha_{j}=\exp \left(\lambda_{j}\right)(1 \leq j \leq m)$. If the number

$$
\Lambda=b_{1} \lambda_{1}+\cdots+b_{m} \lambda_{m}
$$

is nonzero, then

$$
|\Lambda| \geq 2^{-D} \exp \left\{-D \sum_{j=1}^{m}\left|b_{j}\right| \mathrm{h}\left(\alpha_{j}\right)\right\}
$$

Exercise 3.8. Let $\alpha_{1}, \ldots, \alpha_{n+1}$ be nonzero algebraic numbers and $\beta_{1}, \ldots, \beta_{n}$ be algebraic numbers. Denote by $D$ the degree of the number field

$$
\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{n+1}, \beta_{1}, \ldots, \beta_{n}\right)
$$

Let $T_{0}, T_{1}, S_{1}, \ldots, S_{n+1}$ be positive rational integers. Define $L=\binom{T_{0}+n}{n}\left(2 T_{1}+1\right)$ and $S^{*}=\max \left\{S_{1}, \ldots, S_{n+1}\right\}$. Further let $\underline{s}^{(1)}, \ldots, \underline{s}^{(L)}$ be any elements in the set $\mathbb{Z}^{n+1}(\underline{S})$ of $\underline{s}=\left(s_{1}, \ldots, s_{n+1}\right) \in \mathbb{Z}^{n+1}$ which satisfy $\left|s_{i}\right| \leq S_{i}(1 \leq i \leq n+1)$. Let $\Delta$ be the determinant of the $L \times L$ matrix

$$
\left(\left(s_{1}^{(\mu)}+s_{n+1}^{(\mu)} \beta_{1}\right)^{\tau_{1}} \cdots\left(s_{n}^{(\mu)}+s_{n+1}^{(\mu)} \beta_{n}\right)^{\tau_{n}}\left(\alpha_{1}^{s_{1}^{(\mu)}} \cdots \alpha_{n+1}^{s_{n+1}^{(\mu)}}\right)^{t}\right){\underset{\substack{(\tau, t) \\ 1 \leq \mu \leq L}}{ }, ., ~, ~}
$$

where $(\tau, t)$ ranges over the set of elements $\left(\tau_{1}, \ldots, \tau_{n}, t\right) \in \mathbb{N}^{n} \times \mathbb{Z}$ for which $\tau_{1}+\cdots+\tau_{n} \leq T_{0}$ and $|t| \leq T_{1}$. Assume $\Delta \neq 0$. Prove
$\frac{1}{L} \log |\Delta| \geq-(D-1)\left(T_{0} \log \left(2 S^{*}\right)+\log L\right)-D\left(T_{1}+1\right) \sum_{i=1}^{n+1} S_{i} \mathrm{~h}\left(\alpha_{i}\right)-D T_{0} \mathrm{~h}\left(1: \beta_{1}: \cdots: \beta_{n}\right)$.

Hint. Use Lemma 3.15 with $\ell=2 n+3$,

$$
\begin{gathered}
v_{1}=\cdots=v_{2 n+2}=1, \quad v_{2 n+3}=n, \\
p_{\lambda \mu}=\prod_{j=1}^{n}\left(s_{j}^{(\mu)}+s_{n+1}^{(\mu)} \mathrm{X}_{2 n+3, j}\right)^{\tau_{j}} \cdot \prod_{i=1}^{n+1}\left(\mathrm{X}_{i 1}^{\max \left\{t s_{i}^{(\mu)}, 0\right\}} \mathrm{X}_{n+1+i, 1}^{\max \left\{t s_{i}^{(\mu)}, 0\right\}}\right)
\end{gathered}
$$

where $(\tau, t)$ corresponds to the index $\lambda$,

$$
N_{i \lambda}=N_{n+1+i, \lambda}=t \max \left|s_{i}^{(\mu)}\right| \leq t S_{i} \quad(1 \leq i \leq n+1)
$$

and $N_{2 n+3, \lambda} \leq T_{0}$, so that $L\left(p_{\lambda \mu}\right) \leq\left(2 S^{*}\right)^{T_{0}}$,

$$
\sum_{\lambda=1}^{L} N_{i \lambda}=\sum_{\lambda=1}^{L} N_{n+1+i, \lambda} \leq \frac{1}{2} L\left(T_{1}+1\right) S_{i} \quad(1 \leq i \leq n+1)
$$

and

$$
\sum_{\lambda=1}^{L} N_{2 n+3, \lambda} \leq L T_{0}
$$

Next apply Proposition 3.14 with $\gamma_{i 1}=\alpha_{i}$ for $1 \leq i \leq n+1, \gamma_{i 1}=\alpha_{i-n-1}^{-1}$ for $n+2 \leq i \leq 2 n+2$ and $\gamma_{2 n+3, j}=\beta_{j}$ for $1 \leq j \leq n$.

## Exercise 3.9.

a) Check that for a nonzero algebraic number $\alpha$, of degree $d \in\{1,2,3,4,5\}$, which is not a root of unity, the number $d \mathrm{~h}(\alpha)=\log \mathrm{M}(\alpha)$ is bounded from below by the value given in table 3.30 (the last column provides a polynomial which yields the minimum).

Table 3.30

| $d=$ | $d \mathrm{~h}(\alpha) \geq$ | minimum for |
| :---: | :---: | :---: |
| 1 | $\log 2=0.6931 \ldots$ | $X-2$ |
| 2 | $\log ((1+\sqrt{5}) / 2)=0.4812 \ldots$ | $X^{2}-X-1$ |
| 3 | $0.2811 \ldots$ | $X^{3}-X-1$ |
| 4 | $0.3223 \ldots$ | $X^{4}-X-1$ |
| 5 | $0.2998 \ldots$ | $X^{5}-X^{4}+X^{3}-X+1$ |

b) Show that the proof (see $\S 3.6$ ) of Kronecker's result is effective: if $d$ is a positive integer, there exists a positive number $c(d)$ such that, for any nonzero algebraic numbers $\alpha$ which is not a root of unity and is of degree at most $d$, the inequality $\mathrm{h}(\alpha) \geq c(d)$ is valid.

Hint. Let $\alpha$ be an algebraic number of degree at most $d$. Assume that there exists a positive integer $\ell$ such that

$$
\mathrm{M}(\alpha)^{\ell}<1+2^{-d} \quad \text { and } \quad \ell \geq d\left(2^{d+1}+1\right)^{d+1}
$$

Check $\mathrm{H}\left(\alpha^{j}\right) \leq 2^{d}$ for $0 \leq j \leq \ell$ and deduce that the numbers $1, \alpha, \ldots, \alpha^{\ell}$ are not pairwise distinct.
c) Let $A$ and $d$ be two positive integers, $H$ and $C$ two positive real numbers, and $\alpha$ a nonzero algebraic number of degree $d$. Assume

$$
d \mathrm{~h}(\alpha) \leq \frac{1}{H}, \quad \frac{1}{C^{2}}=\left(\frac{\pi}{A}\right)^{2}+\left(\frac{2 A-1}{H}\right)^{2}
$$

and

$$
C>2^{d} e^{(2 A-1) / H}
$$

Show that $\alpha$ is a root of unity of order $<2 A$.

Hint. Show that there exists an integer $r$ in the range $1 \leq r \leq 2 A-1$ such that $\left|\log \left(\alpha^{r}\right)\right| \leq 1 / C$. Deduce $\left|\alpha^{r}-1\right|<2 / C$. Use Liouville's inequality (3.14) for $f(X)=X^{r}-1$ and conclude.
d) Deduce from c) that a suitable value for $c(d)$ in question b ) above is $2^{-2 d-4}$ (compare with [SZa 1965]).

Hint. Choose $A=2^{d+2}, H=A^{2}$.

Exercise 3.10. (see [CaStr 1982] and [Ra 1985]). Let $a, b, c$ be positive real numbers and $\alpha$ an algebraic integer of degree $\leq d$ which is not a root of unity. Assume that there is a prime $p$ in the range $a d<p \leq b d$. Assume also

$$
\left(1+\frac{c}{d^{2}}\right)^{b d^{2}} \leq \frac{a}{2}
$$

Deduce

$$
|\alpha|>1+\frac{c}{d^{2}}
$$

See also [Do 1978] for a much stronger estimate.

Exercise 3.11. Show that the polynomial $D$ which occurs in the proof of Lemma 3.24 (namely the so-called confluent Vandermonde determinant) is equal to

$$
\pm \prod_{1 \leq i<j \leq m}\left(X_{i}-X_{j}\right)^{T_{i} T_{j}}
$$

## Exercise 3.12.

a) Let $v, \mu, \ell$ be positive integers, $p_{i j}(1 \leq i \leq v, 1 \leq j \leq \mu)$ polynomials in $\mathbb{Z}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{\ell}\right]$
and $\underline{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{\ell}\right)$ a tuple of algebraic numbers in a number field of degree $D$. Define, for $1 \leq \bar{j} \leq \mu$ and $1 \leq k \leq \ell$,

$$
N_{k j}=\max _{1 \leq i \leq v} \operatorname{deg}_{\mathrm{x}_{k}} p_{i j}
$$

and

$$
V_{j}=\left(\sum_{i=1}^{v} \mathrm{~L}\left(p_{i j}\right)\right) \prod_{k=1}^{\ell} e^{N_{k j} \mathrm{~h}\left(\gamma_{k}\right)}
$$

Assume $v>D \mu$. Show that there exist $x_{1} \ldots, x_{v}$ in $\mathbb{Z}$ satisfying

$$
\sum_{i=1}^{\nu} x_{i} p_{i j}(\underline{\gamma})=0 \quad(1 \leq j \leq \mu)
$$

and

$$
0<\max _{1 \leq i \leq \nu}\left|x_{i}\right| \leq 2+\left(2^{\mu}\left(V_{1} \cdots V_{\mu}\right)^{D}\right)^{1 /(\nu-\mu D)}
$$

Hint. Use Dirichlet's box principle as in the proof of Lemmas 4.11 and 4.12. See also Lemma 4 of [MiW 1978] and Lemma 1 of [Do 1979].
b) Deduce the existence of $F$ for the first step of the proof of Dobrowolski's Theorem given in § 3.6.5.

Exercise 3.13. Let $\alpha_{1}, \ldots, \alpha_{n}$ be nonzero algebraic numbers. Denote by $[\mathbb{Q}(\underline{\alpha}): \mathbb{Q}]$ the degree of the number field they generate.
a) Recall the notation $\omega(\underline{\alpha})$ in Conjecture 3.26. Check

$$
\omega(\underline{\alpha}) \leq n[\mathbb{Q}(\underline{\alpha}): \mathbb{Q}]^{1 / n} .
$$

Hint. Using linear algebra, for any integer $\delta$ satisfying

$$
\binom{\delta+n}{n}>[\mathbb{Q}(\underline{\alpha}): \mathbb{Q}]
$$

show that there exists a nonzero polynomial $P \in \mathbb{Q}[\underline{X}]$ of total degree $\leq \delta$ such that $P(\underline{\alpha})=0$.
b) Assume $\alpha_{1}, \ldots, \alpha_{n}$ are multiplicatively independent. Let $\epsilon>0$. Show that there exist multiplicatively independent algebraic numbers $\gamma_{1}, \ldots, \gamma_{n}$ such that

$$
[\mathbb{Q}(\underline{\alpha}): \mathbb{Q}] \mathrm{h}\left(\alpha_{1}\right) \cdots \mathrm{h}\left(\alpha_{n}\right) \geq(1-\epsilon)[\mathbb{Q}(\underline{\gamma}): \mathbb{Q}] \mathrm{h}\left(1: \gamma_{1}: \cdots: \gamma_{n}\right)^{n}
$$

Hint. Since $\alpha_{1}, \ldots, \alpha_{n}$ are multiplicatively independent, we have $\mathrm{h}\left(\alpha_{i}\right)>0$ for $1 \leq i \leq n$. Let $N$ be a sufficiently large integer. Define $A_{i}=\left[N \mathrm{~h}\left(\alpha_{i}\right)\right]$ and select $\gamma_{i}=\alpha_{i}^{1 / A_{i}}$.
c) Deduce that Conjecture 3.28 is a consequence of Conjecture 3.26
d) Check also that (3.29) follows from (3.27).

Hint. Use Theorem 3.16.

Exercise 3.14. Let $P \in \mathbb{C}[X]$ be a nonzero polynomial of degree $\leq d$ and let $p$ be a prime number. Check

$$
\prod_{\zeta}|P(\zeta)| \leq p^{d} \mathbf{M}(P)^{p-1}
$$

where $\zeta$ (in the product of the left hand side) ranges over the set with $p-1$ elements of primitive $p$-th roots of unity.

## Annex to Chapter 3. Inequalities Between Different Heights of a Polynomial - From a Manuscript by Alain Durand

Let $f \in \mathbb{C}[X]$ be a nonzero polynomial with complex coefficients of degree $d$ :

$$
f=a_{0} X^{d}+a_{1} X^{d-1}+\cdots+a_{d}=a_{0} \prod_{i=1}^{d}\left(X-\alpha_{i}\right)
$$

There are several notions of height for $f$. For instance we have Mahler's measure of $f$ (see § 3.3):

$$
\mathrm{M}(f)=\left|a_{0}\right| \prod_{i=1}^{d} \max \left\{1,\left|\alpha_{i}\right|\right\}
$$

the usual height of $f$ (see § 3.4):

$$
\mathrm{H}(f)=\max \left\{\left|a_{0}\right|,\left|a_{1}\right|, \ldots,\left|a_{d}\right|\right\},
$$

the Euclidean norm of $f$ :

$$
\mathrm{L}_{2}(f)=\left(\left|a_{0}\right|^{2}+\left|a_{1}\right|^{2}+\cdots+\left|a_{d}\right|^{2}\right)^{1 / 2}=\left(\int_{0}^{1}\left|f\left(e^{2 i \pi t}\right)\right|^{2} d t\right)^{1 / 2}
$$

the sup norm on the unit disc (or on the unit circle, which is the same by the maximum modulus principle):

$$
|f|_{1}=\sup _{|z| \leq 1}|f(z)|=\sup _{|z|=1}|f(z)|,
$$

and finally the length of $f$ (see § 3.2):

$$
\mathrm{L}(f)=\left|a_{0}\right|+\left|a_{1}\right|+\cdots+\left|a_{d}\right|
$$

Inequalities like

$$
(d+1)^{-1 / 2} \mathrm{M}(f) \leq \mathrm{H}(f) \leq \mathrm{L}_{2}(f) \leq|f|_{1} \leq \mathrm{L}(f) \leq 2^{d} \mathrm{M}(f)
$$

relate these functions. Table 3.31 below (due to the late Alain Durand) provides an upper bound for the quotient of one of the norms (left column) by another one (first row). In each case but two, below the upper bound is displayed one polynomial for which the estimate is optimal (where $f_{d}$ denotes the polynomial $1+X+\cdots+X^{d}$ ). There are two exceptions where the optimal result is not known:
(1) By (3.12),

$$
\mathrm{M}(f) \leq \sqrt{d+1} \mathrm{H}(f)
$$

There are examples which show that for $d$ sufficiently large, there exist polynomials $f$ of degree $d$ with $\mathrm{H}(f)=1$ and $\mathrm{M}(f) \geq \sqrt{d+1}-(\log d) / 2$ (see [Dur 1990], p.56).
(2) One can also prove that

$$
\mathrm{L}(f) \leq \sqrt{d}|f|_{1}
$$

## Table 3.31

|  | $\mathrm{M}(f)$ | $\mathrm{H}(f)$ | $\mathrm{L}_{2}(f)$ | $\|f\|_{1}$ | $\mathrm{L}(f)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{M}(f) \leq$ | 1 | $\sqrt{d+1}$ | 1 | 1 | 1 |
|  |  | (1) | $X^{d}$ | $X^{d}$ | $X^{d}$ |
| $\mathrm{H}(f) \leq$ | $\binom{d}{[d / 2]}$ $(X+1)^{d}$ | 1 |  |  |  |
|  |  |  | $X^{d}$ | $X^{d}$ | $X^{d}$ |
| $\mathrm{L}_{2}(f) \leq$ | $\begin{aligned} & \binom{2 d}{d}^{1 / 2} \\ & (X+1)^{d} \end{aligned}$ |  | 1 |  |  |
|  |  | $f_{d}$ |  | $X^{d}$ | $X^{d}$ |
| $\|f\|_{1} \leq$ | $\begin{gathered} 2^{d} \\ (X+1)^{d} \end{gathered}$ | $d+1$ | $\sqrt{d+1}$ | 1 | 1 |
|  |  | $f_{d}$ | $f_{d}$ |  | $X^{d}$ |
| $\mathrm{L}(f) \leq$ | $\begin{gathered} 2^{d} \\ (X+1)^{d} \end{gathered}$ | $d+1$ | $\sqrt{d+1}$ | $\sqrt{d}$ | 1 |
|  |  | $f_{d}$ | $f_{d}$ | (2) |  |

and give examples of polynomials $f$ of degree $d$ with $|f|_{1}=1$ and $\mathrm{L}(f) \geq \sqrt{d}-3 d^{1 / 6}$ for $d$ sufficiently large (again see A. Durand, op. cit., 64-65, or J-P. Kahane, Sur les polynômes à coefficients unimodulaires, Bull. London Math. Soc., 12 (1980), 321-342).

## 4. The Criterion of Schneider-Lang

Baker's Theorem 1.6 was proved in 1966. In 1980, D. Bertrand and D. W. Masser realized that it was a consequence of a result which was known earlier, namely the criterion of Schneider-Lang for Cartesian products [BertMa 1980], [Ma 1981a]. The main purpose of this chapter is to explain this argument (§ 4.2).

We shall state the criterion of Schneider-Lang (§4.1) only for entire functions (there is an extension to meromorphic functions, which is relevant for the study of analytic subgroups of commutative algebraic groups). We shall give a proof (§ 4.6) only of the special case which we use for the proof of Baker's Theorem, namely when one considers exponential polynomials.

It is possible to prove the main result of this chapter (Corollary 4.2) by means of interpolation determinants, using the multiplicity estimate of P. Philippon (see Chap. 8). It is possible also to prove it with interpolation determinants and without zero estimate (see [W 1997b]). Here, we shall use the old fashioned argument which rests on Thue-Siegel's Lemma and the construction of an auxiliary function (§ 4.5). This classical method deserves a place in these lectures: we remind the reader that, until recently, all known transcendence proofs of the theorems of Gel'fond-Schneider, Baker, or the six exponentials Theorem, involved a construction of an auxiliary function by means of Thue-Siegel's Lemma.

We need also a Schwarz' Lemma for entire functions which vanish with a high multiplicity on a Cartesian product (§4.3). This lemma is usually proved by means of integral formulae. Here we shall prove it by induction.

### 4.1 Algebraic Values of Entire Functions Satisfying Differential Equations

The criterion of Schneider-Lang is a general statement dealing with values of meromorphic functions of one or several complex variables, satisfying differential equations.

The first general result dealing with analytic or meromorphic functions of one variable and containing the solution to Hilbert's seventh problem appears in [Sch 1949]. In fact one can deduce the transcendence of $\alpha^{\beta}$ (Gel'fond-Schneider Theorem 1.4) from this criterion, either by using the two functions $z$ and $\alpha^{z}$ without derivatives (Schneider's method), or else $e^{z}$ and $e^{\beta z}$ with derivatives (Gel'fond's
method). The statement is rather complicated, and Th. Schneider made successful attempts to simplify it [Sch 1957]. Schneider's criteria in [Sch 1957], Chap. II, § 3, Th. 12 and 13 deal only with Gel'fond's method, i.e. involve derivatives. Further simplifications have been introduced by S. Lang later: either for Schneider's method (see [L 1966], Chap. III, § 1, Th.1), or else for Gel'fond's method and functions satisfying differential equations (see [L 1965b], [L 1966], Chap. III, § 1, Th. 1 and [L 1993], Appendix 1). This last result is known as the criterion of Schneider-Lang. It has been extended by S. Lang to functions of several variables [L 1965b], [L 1966], Chap. IV, § 1, Th.1. Incidentally, the first transcendence proof involving functions of several variables goes back to [Sch 1941], where Th. Schneider proved the transcendence of the values $B(a, b)$ of the Beta function at rational points. Until 1970, all transcendence results in several variables involved only Cartesian products. The introduction of deeper tools from complex function theory occurred in the joint work [BoL 1970] of E. Bombieri and S. Lang, where Lelong's measure of the zeroes of an analytic function plays an important role (see [LelGru 1986], Chap. VI, §. 2 and [W 1979b], § 7.4). Then E. Bombieri [Bo 1970], introducing Hörmander's $L^{2}$-estimates into the subject (see also [LelGru 1986], Chap. VI, §. 2, Th. 1 and [W 1979b], Th. 5.1.1), answered a question of Nagata raised in [L 1966]: in this context it turns out that the convenient generalization of a finite set of $\mathbb{C}$ to higher dimension is the notion of hypersurface, and the number of elements is replaced by the degree of the hypersurface. However the special case (dealing with Cartesian products) which was considered by Th. Schneider and S. Lang is sufficient for our purpose.

The criterion of Schneider-Lang has many consequences. The one variable case already contains the theorems of Hermite-Lindemann and Gel'fond-Schneider (see [L 1993], Appendix 1: the transcendence of $e$ and $\pi$ ). Here for simplicity we state the criterion only for entire functions in $\mathbb{C}^{n}$, and we prove it only for exponentials and polynomials.

We denote by $\mathcal{A}_{n}$ the ring of entire functions in $\mathbb{C}^{n}$. We introduce the following definition: an entire function $f$ in $\mathbb{C}^{n}$ is of finite order of growth if

$$
\limsup _{R \rightarrow \infty} \frac{\log \log |f|_{R}}{\log R}<\infty, \quad \text { where } \quad|f|_{R}=\sup _{|\underline{z}| \leq R}|f(\underline{z})|
$$

For instance a polynomial, or an exponential function $e^{t_{1} z_{1}+\cdots+t_{n} z_{n}}$, satisfy this property (the left hand side is 0 if $f$ is a polynomial, 1 for an exponential function).

Theorem 4.1* (Criterion of Schneider-Lang for entire functions ${ }^{10}$ ). Let $d$ and $n$ be two integers with $d>n \geq 1, K$ be a number field, and $f_{1}, \ldots, f_{d}$ be algebraically independent entire functions of finite order of growth. Assume, for $1 \leq v \leq n$ and $1 \leq i \leq d$, that the partial derivative $\left(\partial / \partial z_{v}\right) f_{i}$ of $f_{i}$ belongs to the ring $K\left[f_{1}, \ldots, f_{d}\right]$. Further, let $\left(\underline{y}_{1}, \ldots, \underline{y}_{n}\right)$ be a basis of $\mathbb{C}^{n}$ over $\mathbb{C}$. Then the numbers

[^9]$$
f_{i}\left(s_{1} \underline{y}_{1}+\cdots+s_{n} \underline{y}_{n}\right), \quad\left(1 \leq i \leq d, \quad\left(s_{1}, \ldots, s_{n}\right) \in \mathbb{Z}^{n}\right)
$$
do not all belong to $K$.

An important point in this criterion is that two bases of $\mathbb{C}^{n}$ are concerned: the first one, implicit, is the canonical basis. The $\overline{\mathbb{Q}}$-structure of $\mathbb{C}^{n}$ is involved by the fact that the partial derivatives of the functions are supposed to be polynomials in $f_{1}, \ldots, f_{d}$ with algebraic coefficients. The second basis $\left(\underline{y}_{1}, \ldots, \underline{y}_{n}\right)$ is not supposed to be defined over $\overline{\mathbb{Q}}$.

We shall prove (and use) only the following corollary.
Corollary 4.2 (Criterion of Schneider-Lang for $\left.\mathbb{C}^{d_{0}} \times\left(\mathbb{C}^{\times}\right)^{d_{1}}\right)$. Let $d_{0}$, $d_{1}$ and $n$ be three integers with $0 \leq d_{0} \leq n<d_{0}+d_{1}$. Let $\underline{x}_{1}, \ldots, \underline{x}_{d_{1}}$ be $\mathbb{Q}$-linearly independent elements of $\overline{\mathbb{Q}}^{n}$, and $\left(\underline{y}_{1}, \ldots, \underline{y}_{n}\right)$ be a basis of $\mathbb{C}^{n}$ over $\mathbb{C}$. Write $\underline{y}_{j}=\left(y_{1 j}, \ldots, y_{n j}\right)$ $(1 \leq j \leq n)$. Then one at least of the following $\left(d_{0}+d_{1}\right) n$ numbers

$$
y_{h j}, \quad e^{\underline{x}_{i} \underline{y}_{j}}, \quad\left(1 \leq h \leq d_{0}, 1 \leq i \leq d_{1}, 1 \leq j \leq n\right)
$$

is transcendental.

Proof of Corollary 4.2 as a consequence of Theorem 4.1. Define

$$
d=d_{0}+d_{1}, \quad f_{h}(\underline{z})=z_{h}, \quad\left(1 \leq h \leq d_{0}\right)
$$

and

$$
f_{d_{0}+i}(\underline{z})=e^{\underline{x}} \underline{z}^{z}, \quad\left(1 \leq i \leq d_{1}\right)
$$

From the assumption of linear independence of $\underline{x}_{1}, \ldots, \underline{x}_{d_{1}}$ over $\mathbb{Q}$, it follows easily (see Exercise 2.4) that the functions $f_{1}, \ldots, f_{d}$ are algebraically independent. These functions satisfy differential equations, for $1 \leq j \leq n$,

$$
\frac{\partial}{\partial z_{j}} f_{h}=\delta_{h j}=\left\{\begin{array}{ll}
0 & \text { if } h \neq j, \\
1 & \text { if } h=j,
\end{array} \quad\left(1 \leq h \leq d_{0}\right)\right.
$$

and

$$
\frac{\partial}{\partial z_{j}} f_{d_{0}+i}=x_{j i} f_{d_{0}+i}, \quad\left(1 \leq i \leq d_{1}\right)
$$

where $\underline{x}_{i}=\left(x_{1 i}, \ldots, x_{n i}\right)\left(1 \leq i \leq d_{1}\right)$. Let $K$ be the field generated over $\mathbb{Q}$ by the $\left(d_{0}+2 d_{1}\right) n$ numbers

$$
\begin{aligned}
x_{j i}, \quad f_{h}\left(\underline{y}_{j}\right)=y_{h j} \quad \text { and } \quad & f_{d_{0}+i}\left(\underline{y}_{j}\right)=e^{\underline{x}_{i} \underline{y}_{j}}, \\
& \left(1 \leq h \leq d_{0}, \quad 1 \leq i \leq d_{1}, \quad 1 \leq j \leq n\right) .
\end{aligned}
$$

From the addition theorem which is satisfied by the exponential function, it follows that the values of $f_{1}, \ldots, f_{d}$ at the points of $s_{1} \underline{y}_{1}+\cdots+s_{n} \underline{y}_{n} \quad\left(\underline{s}=\left(s_{1}, \ldots, s_{n}\right) \in \mathbb{Z}^{n}\right)$ all belong to $K$. Hence we deduce from Theorem 4.1 that $\bar{K}$ is not a number field.

We shall use only two special cases of Corollary 4.2 (however, see Exercise 4.2). Here is the case $d_{0}=0$ :

Corollary 4.3. Let $\underline{x}_{1}, \ldots, \underline{x}_{d}$ be elements of $\overline{\mathbb{Q}}^{n}$ which generate a subgroup of rank at least $n+1$, and let $\left\{\underline{y}_{1}, \ldots, \underline{y}_{\ell}\right\}$ be a subset of $\mathbb{C}^{n}$ which contains a basis of $\mathbb{C}^{n}$ over $\mathbb{C}$. Then one at least of the d $\ell$ numbers $\underline{x}_{i} \underline{y}_{j}(1 \leq i \leq d, 1 \leq j \leq \ell)$ does not belong to $\mathcal{L}$.

For $n=1$, Corollary 4.3 is clearly equivalent to Theorem 1.4 (Gel'fondSchneider).

Next the case $d_{0}=1, d_{1}=n$.
Corollary 4.4. Let $\underline{x}_{1}, \ldots, \underline{x}_{d}$ be $\mathbb{Q}$-linearly independent elements in $\overline{\mathbb{Q}}^{d}$, and let $\left(\underline{y}_{1}, \ldots, \underline{y}_{d}\right)$ be a basis of $\mathbb{C}^{d}$ over $\mathbb{C}$. Write $\underline{y}_{j}=\left(y_{1 j}, \ldots, y_{d j}\right) \in \mathbb{C}^{d}$ and assume that the $d$ numbers $y_{1_{j}}(1 \leq j \leq d)$ are algebraic. Then one at least of the $d^{2}$ numbers $\underline{x}_{i} \underline{y}_{j}(1 \leq i \leq d, 1 \leq j \leq d)$ does not belong to $\mathcal{L}$.

For $d=1$ this is clearly equivalent to Theorem 1.2 (Hermite-Lindemann).
In § 4.2 we show that Theorem 1.5 (homogeneous case of Baker's Theorem) follows from Corollary 4.3, and Theorem 1.6 (nonhomogeneous case) from Corollary 4.4.

### 4.2 First Proof of Baker's Theorem

### 4.2.1 A Special Case

We explain the idea of D. Bertrand and D. W. Masser [BertMa 1980] in a special case, before considering the general case. Assume

$$
\ell_{1}+\sqrt[3]{2} \ell_{2}+\sqrt[3]{4} \ell_{3}=0
$$

where $\ell_{1}, \ell_{2}, \ell_{3}$ are nonzero elements of $\mathcal{L}$. Using Theorem 1.4 of Gel'fondSchneider (i.e. the case $n=1$ of Corollary 4.3), one deduces that the three numbers $\ell_{1}, \ell_{2}, \ell_{3}$ are linearly independent over $\mathbb{Q}$.

We multiply the given relation by $\sqrt[3]{2}$ and by $\sqrt[3]{4}$ :

$$
2 \ell_{3}+\sqrt[3]{2} \ell_{1}+\sqrt[3]{4} \ell_{2}=0 \quad \text { and } \quad 2 \ell_{2}+2 \sqrt[3]{2} \ell_{3}+\sqrt[3]{4} \ell_{1}=0
$$

Therefore the three functions $e^{z_{1}}, e^{z_{2}}$ and $e^{\sqrt[3]{2} z_{1}+\sqrt[3]{4} z_{2}}$ take algebraic values at the points $\underline{y}_{1}=\left(\ell_{2}, \ell_{3}\right), \underline{y}_{2}=\left(\ell_{1}, \ell_{2}\right)$ and $\underline{y}_{3}=\left(2 \ell_{3}, \ell_{1}\right)$. We define $\underline{x}_{1}=(1,0), \underline{x}_{2}=(0,1)$ and $\underline{x}_{3}=(\sqrt[3]{2}, \sqrt[3]{4})$, so that

$$
\begin{array}{lrr}
\underline{x}_{1} \underline{y}_{1}=\ell_{2}, & \underline{x}_{1} \underline{y}_{2}=\ell_{1}, & \underline{x}_{1} \underline{y}_{3}=2 \ell_{3} \\
\underline{x}_{2} \underline{y}_{1}=\ell_{3}, & \underline{x}_{2} \underline{y}_{2}=\ell_{2}, & \underline{x}_{2} \underline{y}_{3}=\ell_{1} \\
\underline{x}_{3} \underline{y}_{1}=-\ell_{1}, & \underline{x}_{3} \underline{y}_{2}=-2 \ell_{3}, & \underline{x}_{3} \underline{y}_{3}=-2 \ell_{2}
\end{array}
$$

By Theorem 1.12 (six exponentials Theorem), the matrix

$$
\left(\begin{array}{ccc}
\ell_{2} & \ell_{1} & 2 \ell_{3} \\
\ell_{3} & \ell_{2} & \ell_{1}
\end{array}\right)
$$

has rank 2, hence $\left\{\underline{y}_{1}, \underline{y}_{2}, \underline{y}_{3}\right\}$ contains a basis of $\mathbb{C}^{2}$ over $\mathbb{C}$. This is in contradiction with Corollary 4.3. Hence a relation $\ell_{1}+\sqrt[3]{2} \ell_{2}+\sqrt[3]{4} \ell_{3}=0$ with $\ell_{i} \in \mathscr{L}$ implies $\ell_{1}=\ell_{2}=\ell_{3}=0$.

There is a better way of proving the same result, where Theorem 1.12 is not needed: instead of multiplying by $\sqrt[3]{2}$ and $\sqrt[3]{4}$, we make use of the three embeddings of the field $K=\mathbb{Q}(\sqrt[3]{2})$ into $\mathbb{C}$. We deal with the general case using this way.

### 4.2.2 The Main Result

Theorem 4.5. Let $K$ be a number field of degree d over $\mathbb{Q}$, let $\left(\beta_{1}, \ldots, \beta_{d}\right)$ be a basis of the $\mathbb{Q}$-vector space $K$, and let $\ell_{1}, \ldots, \ell_{d}$ be elements of $\mathcal{L}$. Assume $\beta_{1} \ell_{1}+\cdots+\beta_{d} \ell_{d} \in \overline{\mathbb{Q}}$. Then $\ell_{1}=\ldots=\ell_{d}=0$.

We first deduce (in § 4.2.4) Theorem 4.5 from Corollaries 4.3 and 4.4. Next (§ 4.2.5) we shall show that Baker's Theorem 1.6 follows from Theorem 4.5 (compare with Lemma 1.7).

### 4.2.3 Trace

We shall need a well-known result from algebraic number theory which we now recall:

Lemma 4.6. Let $K$ be a number field. Then $(x, y) \mapsto \operatorname{Tr}(x y)$ is a nondegenerate bilinear form on $K$.

The trace $K \rightarrow \mathbb{Q}$ is a $\mathbb{Q}$-linear map $\operatorname{Tr}=\operatorname{Tr}_{K / \mathbb{Q}}$ which can be defined as follows: $\operatorname{Tr}(\gamma)=\sum_{\sigma} \gamma^{\sigma}$, where $\sigma$ runs over the set of complex embeddings of $K$ (this is a finite set with $[K: \mathbb{Q}]$ elements; see Chap. 3), while $\gamma^{\sigma} \in \mathbb{C}$ stands for the image of $\gamma \in K$ under $\sigma$. If $a_{0} X^{n}+a_{1} X^{n-1}+\cdots+a_{n}$ is the minimal polynomial of $\gamma$ over $\mathbb{Z}$, then the sum of the complex conjugates of $\gamma$ is $-a_{1} / a_{0}$, and $\operatorname{Tr}(\gamma)=-[K: \mathbb{Q}(\gamma)] a_{1} / a_{0} \in \mathbb{Q}$.

Let $\left(\beta_{1}, \ldots, \beta_{d}\right)$ is a basis of the $\mathbb{Q}$-vector space $K$ (with $d=[K: \mathbb{Q}]$ ). The non-degeneracy of the trace means that the determinant $\operatorname{det}\left(\operatorname{Tr}\left(\beta_{i} \beta_{j}\right)\right)_{1 \leq i, j \leq d}$ is not zero.

Proof. Define $B=\left(\beta_{k}^{\sigma_{i}}\right)_{1 \leq i, k \leq d}$. A simple computation shows that the product of $B$ by its transpose is $\left(\operatorname{Tr}\left(\beta_{i} \beta_{j}\right)\right)_{1 \leq i, j \leq d}$, hence

$$
\operatorname{det}\left(\operatorname{Tr}\left(\beta_{i} \beta_{j}\right)\right)_{1 \leq i, j \leq d}=(\operatorname{det} B)^{2}
$$

The fact we need is that det $B$ is not zero. If $c_{\sigma}$ are complex numbers such that

$$
\sum_{\sigma} c_{\sigma} \beta_{i}^{\sigma}=0 \quad \text { for } \quad 1 \leq i \leq d
$$

since $\left(\beta_{1}, \ldots, \beta_{d}\right)$ is a basis of $K$ over $\mathbb{Q}$, it follows by linearity

$$
\sum_{\sigma} c_{\sigma} \beta^{\sigma}=0 \quad \text { for all } \quad \beta \in K
$$

This implies $c_{\sigma}=0$ for all $\sigma$, as shown by the theorem of linear independence of characters (the restrictions of $\sigma$ to $K^{\times}$are distinct characters of the multiplicative group $K^{\times}$in $\mathbb{C}^{\times}$, hence they are linearly independent; see for instance [L 1993], Chap. VI, Theorem 4.1).

### 4.2.4 Proof of Theorem 4.5 Using Corollaries 4.3 and 4.4

Denote by $\left\{\sigma_{1}, \ldots, \sigma_{d}\right\}$ the embeddings of $K$ into $\mathbb{C}$. For $1 \leq i \leq d$, define the complex number $\lambda_{i}$ by

$$
\lambda_{i}=\sum_{k=1}^{d} \beta_{k}^{\sigma_{i}} \ell_{k}
$$

We consider three cases.
First case: One at least (but not all) of $\lambda_{1}, \ldots, \lambda_{d}$ vanishes. We choose an ordering of $\left\{\sigma_{1}, \ldots, \sigma_{d}\right\}$ so that

$$
\lambda_{1} \neq 0, \ldots, \lambda_{n} \neq 0, \quad \lambda_{n+1}=\cdots=\lambda_{d}=0 .
$$

By assumption we have $1 \leq n<d$.
For $1 \leq i \leq d$, define $\underline{x}_{i} \in \mathbb{C}^{n}$ by

$$
\underline{x}_{i}=\left(\beta_{i}^{\sigma_{1}}, \ldots, \beta_{i}^{\sigma_{n}}\right) .
$$

If $a_{1}, \ldots, a_{d}$ are rational numbers such that $a_{1} \underline{x}_{1}+\cdots+a_{d} \underline{x}_{d}=0$, then $\sum_{i=1}^{d} a_{i} \beta_{i}=0$, hence $a_{1}=\cdots=a_{d}=0$. This shows that $\underline{x}_{1}, \ldots, \underline{x}_{d}$ are $\mathbb{Q}$-linearly independent.

For $1 \leq j \leq d$, we define $\underline{y}_{j} \in \mathbb{C}^{n}$ by

$$
\underline{y}_{j}=\left(\beta_{j}^{\sigma_{1}} \lambda_{1}, \ldots, \beta_{j}^{\sigma_{n}} \lambda_{n}\right) .
$$

From Lemma 4.6 we deduce that the matrix $B$ has rank $d$. It follows that the $d \times n$ matrix $B_{n}=\left(\beta_{k}^{\sigma_{i}}\right)_{1 \leq k \leq d, 1 \leq i \leq n}$ has rank $n$ (its $n$ columns are independent in $K^{d}$ ). The product of $B_{n}$ by the $n \times \bar{n}$ diagonal matrix $\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ is the $d \times n$ matrix whose row vectors are $\underline{y}_{1}, \ldots, \underline{y}_{d}$ :

$$
\left(\begin{array}{ccc}
\beta_{1}^{\sigma_{1}} \lambda_{1} & \cdots & \beta_{1}^{\sigma_{n}} \lambda_{n} \\
\vdots & \ddots & \vdots \\
\beta_{d}^{\sigma_{1}} \lambda_{1} & \cdots & \beta_{d}^{\sigma_{n}} \lambda_{n}
\end{array}\right)=\left(\begin{array}{ccc}
\beta_{1}^{\sigma_{1}} & \cdots & \beta_{1}^{\sigma_{n}} \\
\vdots & \ddots & \vdots \\
\beta_{d}^{\sigma_{1}} & \cdots & \beta_{d}^{\sigma_{n}}
\end{array}\right)\left(\begin{array}{ccc}
\lambda_{1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \lambda_{n}
\end{array}\right) .
$$

Therefore $\left\{\underline{y}_{1}, \ldots, \underline{y}_{d}\right\}$ contains a basis of $\mathbb{C}^{n}$.

Finally, we check $\underline{x}_{i} \underline{y}_{j} \in \mathcal{L}$ as follows: from the assumption $\lambda_{n+1}=\cdots=\lambda_{d}=0$, we deduce

$$
\underline{x}_{i} \underline{y}_{j}=\sum_{\nu=1}^{n} \beta_{i}^{\sigma_{v}} \beta_{j}^{\sigma_{v}} \lambda_{\nu}=\sum_{\nu=1}^{d} \beta_{i}^{\sigma_{v}} \beta_{j}^{\sigma_{\nu}} \lambda_{\nu}=\sum_{\nu=1}^{d} \beta_{i}^{\sigma_{v}} \beta_{j}^{\sigma_{v}} \sum_{k=1}^{d} \beta_{k}^{\sigma_{\nu}} \ell_{k}=\sum_{k=1}^{d} c_{i j k} \ell_{k}
$$

with

$$
c_{i j k}=\sum_{\nu=1}^{d} \beta_{i}^{\sigma_{\nu}} \beta_{j}^{\sigma_{v}} \beta_{k}^{\sigma_{v}}=\operatorname{Tr}\left(\beta_{i} \beta_{j} \beta_{k}\right) \in \mathbb{Q} .
$$

Using Corollary 4.3 we conclude that this case is impossible.
Second case: None of the numbers $\lambda_{1}, \ldots, \lambda_{d}$ is zero. One of the embeddings of $K$ into $\mathbb{C}$, say $\sigma_{1}$, is the natural embedding given by the fact that $\beta_{1}, \ldots, \beta_{d}$ are complex numbers. Therefore $\lambda_{1} \in \overline{\mathbb{Q}}$. For $1 \leq k \leq d$, define $\underline{x}_{k} \in \mathbb{C}^{d}$ by $\underline{x}_{k}=\left(\beta_{k}^{\sigma_{1}}, \ldots, \beta_{k}^{\sigma_{d}}\right)$. By Lemma 4.6, the matrix $B=\left(\beta_{k}^{\sigma_{i}}\right)_{1 \leq i, k \leq d}$ is regular. Hence these $d$ elements $\underline{x}_{1}, \ldots, \underline{x}_{d}$ of $\overline{\mathbb{Q}}^{d}$ are linearly independent over $\overline{\mathbb{Q}}$.

For $1 \leq j \leq d$, define $\underline{y}_{j} \in \mathbb{C}^{d}$ by $\underline{y}_{j}=\left(\beta_{j}^{\sigma_{1}} \lambda_{1}, \ldots, \beta_{j}^{\sigma_{d}} \lambda_{d}\right)$. Since $B$ has rank $d$ and since

$$
\left(\begin{array}{ccc}
\beta_{1}^{\sigma_{1}} \lambda_{1} & \cdots & \beta_{1}^{\sigma_{d}} \lambda_{d} \\
\vdots & \ddots & \vdots \\
\beta_{d}^{\sigma_{1}} \lambda_{1} & \cdots & \beta_{d}^{\sigma_{d}} \lambda_{d}
\end{array}\right)=\left(\begin{array}{ccc}
\beta_{1}^{\sigma_{1}} & \cdots & \beta_{1}^{\sigma_{d}} \\
\vdots & \ddots & \vdots \\
\beta_{d}^{\sigma_{1}} & \cdots & \beta_{d}^{\sigma_{d}}
\end{array}\right)\left(\begin{array}{ccc}
\lambda_{1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \lambda_{d}
\end{array}\right),
$$

it follows that $\left(\underline{y}_{1}, \ldots, \underline{y}_{d}\right)$ is a basis of $\mathbb{C}^{d}$.
Finally, we have $y_{1 j} \in \overline{\mathbb{Q}}$ for $1 \leq j \leq d$ and, as in the first case,

$$
\underline{x}_{i} \underline{y}_{j}=\sum_{k=1}^{d} \operatorname{Tr}\left(\beta_{i} \beta_{j} \beta_{k}\right) \ell_{k} \in \mathcal{L} \quad \text { for } 1 \leq i \leq d \text { and } 1 \leq j \leq d .
$$

From Corollary 4.4 we deduce again that this case is impossible.
Third case: $\lambda_{1}=\cdots=\lambda_{d}=0$. Since the first and second case are excluded, we have $\lambda_{1}=\cdots=\lambda_{d}=0$, which is what we wanted to prove.

### 4.2.5 Proof of Baker's Theorem 1.6 as a Consequence of Theorem 4.5

Let $\ell_{1}, \ldots, \ell_{m}$ be $\mathbb{Q}$-linearly independent elements in $\mathcal{L}$ and $\gamma_{0}, \gamma_{1}, \ldots, \gamma_{m}$ be algebraic numbers. Assume

$$
\gamma_{0}+\gamma_{1} \ell_{1}+\cdots+\gamma_{m} \ell_{m}=0
$$

We shall deduce $\gamma_{0}=\cdots=\gamma_{m}=0$.
Define $K=\mathbb{Q}\left(\gamma_{1}, \ldots, \gamma_{m}\right)$, choose a basis $\left(\beta_{1}, \ldots, \beta_{d}\right)$ of the $\mathbb{Q}$-vector space $K$, and write the elements $\gamma_{j}$ (for $1 \leq j \leq m$ ) as linear combinations of the $\beta_{i}$ with rational coefficients $c_{j i}$ :

$$
\gamma_{j}=\sum_{i=1}^{d} c_{j i} \beta_{i}, \quad(1 \leq j \leq m) .
$$

Then we have the relation

$$
\sum_{i=1}^{d} \beta_{i} \ell_{i}^{\prime} \in \overline{\mathbb{Q}}
$$

where

$$
\ell_{i}^{\prime}=\sum_{j=1}^{m} c_{j i} \ell_{j} \in \mathcal{L},
$$

and Theorem 4.5 implies $\ell_{1}^{\prime}=\cdots=\ell_{d}^{\prime}=0$. However the linear independence of $\ell_{1}, \ldots, \ell_{m}$ over $\mathbb{Q}$ shows that the relations

$$
\sum_{j=1}^{m} c_{j i} \ell_{j}=0, \quad(1 \leq i \leq d)
$$

imply $c_{j i}=0$ for $1 \leq i \leq d$ and $1 \leq j \leq m$, hence $\gamma_{1}=\cdots=\gamma_{m}=0$, and finally $\gamma_{0}=0$.

### 4.3 Schwarz' Lemma for Cartesian Products

Schwarz' Lemma for analytic functions of a single variable provides a sharp upper bound for the values of a function having lot of zeroes. It is a difficult (and interesting) problem to extend this lemma to functions of several variables (see Chap. 7 of [W 1979b]). We shall deal with Cartesian products. After the work of Th. Schneider [Sch 1941] and S. Lang [L 1966] connected with the proof of the criterion of SchneiderLang, F. Gross [Gr 1969] used interpolation formulae for Cartesian products and extended Pólya's Theorem (cf. Exercise 4.5) to several variables. Here we use an inductive argument in place of such integral formulae.

Here is the main result of this section.
Proposition 4.7. Let $\varepsilon_{1}, \ldots, \varepsilon_{n}$ be subsets of $\mathbb{C}$, each with $S_{1}$ elements. Define $\mathcal{E}=\mathcal{E}_{1} \times \cdots \times \mathcal{E}_{n} \subset \mathbb{C}^{n}$. Let $r>0$ satisfy $r \geq \max _{1 \leq i \leq n} \max _{\zeta \in \mathcal{E}_{i}}|\zeta|$. Let $R$ be a positive real number such that $R \geq 18^{n} r$. Let $f$ be an entire function of $n$ variables such that

$$
D^{\underline{\sigma}} f(\underline{\xi})=0 \quad \text { for all } \underline{\xi} \in \mathcal{E} \text { and all } \underline{\sigma} \in \mathbb{N}^{n} \text { with }|\underline{\sigma}|<S_{0} .
$$

Then

$$
|f|_{r} \leq|f|_{R}\left(\frac{R}{18^{n} r}\right)^{-S_{0} S_{1}}
$$

The proof of Proposition 4.7 will rest on the study of the ideal in $\mathcal{A}_{n}$ generated by $n$ polynomial functions $P_{1}\left(z_{1}\right), \ldots, P_{n}\left(z_{n}\right)$.

When $P \in \mathbb{C}[X]$ is a polynomial in one variable and $\zeta$ a complex zero of $P$, we denote by $\mathrm{m}_{P}(\zeta)$ the multiplicity of $\zeta$ as a zero of $P$. We also consider that the zero polynomial has degree -1 .

For a function $f \in \mathcal{A}_{n}$, an index $j$ with $1 \leq j \leq n$ and an integer $p$, we say that $f$ is a polynomial in $z_{j}$ of degree $<p$ if the Taylor expansion at the origin of $f$ involves only $z_{j}^{h}$ with $0 \leq h<p$. We insist that $f$ is not necessarily assumed to be a polynomial in $z_{i}$ for $i \neq j$.

Lemma 4.8. Let $m$ and $n$ be rational integers with $1 \leq m \leq n$. For $m \leq i \leq n$, let $P_{i} \in \mathbb{C}[X]$ be a nonzero monic polynomial of degree $p_{i}$ and let $\varepsilon_{i}=P_{i}^{-1}(0) \subset \mathbb{C}$ be the set of zeroes of $P_{i}$. Denote by $\ell$ the ideal, in the ring $\mathcal{A}_{n}$ of entire functions of $n$ complex variables, generated by the $n-m+1$ functions $P_{m}\left(z_{m}\right), \ldots, P_{n}\left(z_{n}\right)$. Further define $\mathcal{E}=\mathcal{E}_{m} \times \cdots \times \mathcal{E}_{n} \subset \mathbb{C}^{n-m+1}$.
a) If $f \in \ell$ is a polynomial of degree $<p_{i}$ in $z_{i}$ for $m \leq i \leq n$, then $f=0$.
b) The ideal $\ell$ consists of the elements $f \in \mathcal{A}_{n}$ which satisfy

$$
\mathbb{D}^{\underline{\kappa}} f\left(z_{1}, \ldots, z_{m-1}, \zeta_{m}, \ldots, \zeta_{n}\right)=0
$$

for all $\left(\zeta_{m}, \ldots, \zeta_{n}\right) \in \mathcal{E}$, and for all $\left(\kappa_{1}, \ldots, \kappa_{n}\right) \in \mathbb{N}^{n}$ with $\kappa_{i}=0$ for $1 \leq i<m$ and $0 \leq \kappa_{i}<\mathrm{m}_{P_{i}}\left(\zeta_{i}\right)$ for $m \leq i \leq n$.
c) For each function $f$ in $\mathcal{A}_{n}$, there is a unique family $\left(f_{0}, f_{m}, \ldots, f_{n}\right)$ of $n-m+2$ functions in $\mathcal{A}_{n}$ satisfying the following properties:

$$
\begin{equation*}
f(\underline{z})=f_{0}(\underline{z})+\sum_{i=m}^{n} f_{i}(\underline{z}) P_{i}\left(z_{i}\right) . \tag{i}
\end{equation*}
$$

(ii) For $m \leq j \leq n, f_{0}$ is a polynomial in $z_{j}$ of degree $<p_{j}$.
(iii) For $m \leq i<j \leq n, f_{i}$ is a polynomial in $z_{j}$ of degree $<p_{j}$.
d) Let $r$ and $R$ be positive real numbers with $R \geq 5 r$. Assume each $\mathcal{E}_{i}$ is contained in the disc of the complex plane of radius $r$. Then for $i \in\{0, m, m+1, \ldots, n\}$, we have

$$
\left|f_{i}\right|_{R} \leq 9^{(n-m+1) p} R^{-p_{i}}|f|_{R}
$$

where $p=\max \left\{p_{m}, \ldots, p_{n}\right\}$ and $p_{0}=0$.
e) Let $k \in\{1, \ldots, n\}$. If $f$ is a polynomial in $z_{k}$ of degree $\leq d$, then so are $f_{0}, f_{m}, \ldots, f_{n}$.

Remark 1. The decomposition given in c) is unique, but not canonical: for $n>m$ it depends on the ordering of $P_{m}\left(z_{m}\right), \ldots, P_{n}\left(z_{n}\right)$. In any case a choice should be made if we want unicity in the decomposition of, say, $P_{1}\left(z_{1}\right) P_{2}\left(z_{2}\right)$ for $m=1$ and $n=2$. For instance when $m=1, n=2, p_{1} \geq 1$ and $p_{2}=0$, the decomposition which arises from Lemma 4.8 is trivial: $f_{0}=f_{1}=0, f_{2}=f$, while for $p_{1}=0$ and $p_{2} \geq 1$, the decomposition $f(\underline{z})=f_{1}(\underline{z})+f_{2}(\underline{z}) P_{2}\left(z_{2}\right)$ is not trivial.

Remark 2. From a) and c) we deduce

$$
f \in \ell \quad \text { if and only if } \quad f_{0}=0 .
$$

Remark 3. For the proof of Proposition 4.7, it will be sufficient to use the case $m=1$ of Lemma 4.8. To a certain extent, this amounts to take $P_{1}=\cdots=P_{m-1}=0$, and this is very useful for the inductive argument in the proof of Lemma 4.8.

Proof of Lemma 4.8. We split the proof into several steps.
Step 1. We first notice that one inclusion in b) is obvious: for $m \leq i \leq n$, the polynomial $P_{i}$ obviously satisfies

$$
\left(\frac{d}{d X}\right)^{\kappa_{i}} P_{i}\left(\zeta_{i}\right)=0
$$

for all $\zeta_{i} \in \mathcal{E}_{i}$ and for all $\kappa_{i} \in \mathbb{N}$ with $0 \leq \kappa_{i}<\mathrm{m}_{P_{i}}\left(\zeta_{i}\right)$. Therefore each $f \in \ell$ satisfies the vanishing condition stated in b).

Step 2. The proof of Lemma 4.8 will use induction on $n$. In this second step (which is split into five substeps) we prove the case $m=n$ together with a slight refinement of d), namely with

$$
\left|f_{0}\right|_{R} \leq 3^{p}|f|_{R} \quad \text { and } \quad\left|f_{n}\right|_{R} \leq\left(\frac{3}{R}\right)^{p}|f|_{R}
$$

This refinement will be useful for the induction hypothesis in step 3.6.
We shall sometimes write $z$ for $z_{n}, P$ in place of $P_{n}, \mathcal{E}$ for $\mathcal{E}_{n}, p$ for $p_{n}$, and also $f(z)$ for $f\left(z_{1}, \ldots, z_{n-1}, z\right)$ when $z_{1}, \ldots, z_{n-1}$ are fixed in $\mathbb{C}^{n-1}$.

Step 2.1. We prove property b). The ideal $\ell$ is the principal ideal of $\mathcal{A}_{n}$ generated by the polynomial $P\left(z_{n}\right)$. Let $f \in \mathcal{A}_{n}$ satisfy

$$
\left(\frac{\partial}{\partial z_{n}}\right)^{\kappa} f\left(z_{1}, \ldots, z_{n-1}, \zeta\right)=0
$$

for all $\zeta \in \mathcal{E}$ and for all $\kappa \in \mathbb{N}$ with $0 \leq \kappa<\mathrm{m}_{P}(\zeta)$.
The function

$$
g\left(z_{1}, \ldots, z_{n}\right)=\frac{f\left(z_{1}, \ldots, z_{n-1}, z_{n}\right)}{P\left(z_{n}\right)}
$$

is continuous on $\mathbb{C}^{n}$, is an entire function of $z_{n} \in \mathbb{C}$ for each $\left(z_{1}, \ldots, z_{n-1}\right) \in \mathbb{C}^{n-1}$ and is an entire function of $\left(z_{1}, \ldots, z_{n-1}\right) \in \mathbb{C}^{n}$ for each $z_{n} \in \mathbb{C}$ (one could restrict to $z_{n} \in \mathbb{C} \backslash \mathcal{E}$ but it is true also for all $z_{n} \in \mathbb{C}$ ). Hence $g \in \mathcal{A}_{n}$ and therefore $f \in \ell$.

Step 2.2. Property a) readily follows: if $f=g P$ is a polynomial in $z_{n}$ of degree $<p$, then $g=f / P$ is a polynomial in $z_{n}$ of degree $<0$, hence $g=0$.

Step 2.3. Unicity in c) is a consequence of a): if $f_{0}+f_{n} P=0$ then $f_{0} \in \ell$; the condition $\operatorname{deg}_{z_{n}} f_{0}<p$ yields $f_{0}=0$, hence $f_{n} P=0$ and finally $f_{n}=0$.

Step 2.4. We now prove the existence of a decomposition in c):

$$
f(z)=f_{0}(z)+f_{n}(z) P(z)
$$

with

$$
\operatorname{deg}_{z_{n}} f_{0}<p, \quad\left|f_{0}\right|_{R} \leq 3^{p}|f|_{R} \quad \text { and } \quad\left|f_{n}\right|_{R} \leq\left(\frac{3}{R}\right)^{p}|f|_{R}
$$

which includes the announced refinement of the estimate for d ).
For $p=0$ we have $P=1$ and we take $f_{0}=0, f_{n}=f$.
For $p=1$, we write $P(X)=X-\zeta$ and we define

$$
\begin{gathered}
f_{0}\left(z_{1}, \ldots, z_{n}\right)=f\left(z_{1}, \ldots, z_{n-1}, \zeta\right) \\
f_{n}\left(z_{1}, \ldots, z_{n}\right)=\frac{f\left(z_{1}, \ldots, z_{n}\right)-f\left(z_{1}, \ldots, z_{n-1}, \zeta\right)}{z_{n}-\zeta}
\end{gathered}
$$

so that $f_{0}$ and $f_{n}$ are in $\mathscr{A}_{n}$.
We deduce the estimate (valid for $p=1$ ):

$$
\left|f_{0}\right|_{R} \leq|f|_{R} \quad \text { and } \quad\left|f_{n}\right|_{R} \leq \frac{2}{R-r}|f|_{R}
$$

Assume $p \geq 2$. We prove the existence of $f_{0}$ and $f_{n}$ together with an estimate

$$
\left|f_{0}\right|_{R} \leq A_{p}|f|_{R} \quad \text { and } \quad\left|f_{n}\right|_{R} \leq\left(\frac{2}{R-r}\right)^{p}|f|_{R}
$$

with some number $A_{p} \geq 1$, by induction on $p$. Since $R \geq 3 r$ (indeed we assumed $R \geq 5 r)$, we have $2 /(R-r) \leq 3 / R$, and the desired estimate for $\left|f_{n}\right|_{R}$ will follow. At the end of this step 2.4 we shall check the inequality $A_{p} \leq 3^{p}$.

Let $\zeta$ be a root of $P$. Define $Q(X)=P(X) /(X-\zeta)$. We first write, as before,

$$
f(z)=f(\zeta)+(z-\zeta) g(z)
$$

where $g \in \mathcal{A}_{n}$ satisfies

$$
|g|_{R} \leq \frac{2}{R-r}|f|_{R}
$$

We use the induction hypothesis: there exist $g_{0}$ and $f_{n}$ in $\mathcal{A}_{n}$, where $g_{0}$ is a polynomial in $z=z_{n}$ of degree $<p-1$, such that $g(z)=g_{0}(z)+Q(z) f_{n}(z)$ where

$$
\left|g_{0}\right|_{R} \leq A_{p-1}|g|_{R} \quad \text { and } \quad\left|f_{n}\right|_{R} \leq\left(\frac{2}{R-r}\right)^{p-1}|g|_{R}
$$

The last inequality yields

$$
\left|f_{n}\right|_{R} \leq\left(\frac{2}{R-r}\right)^{p}|f|_{R}
$$

as wanted. Define $f_{0}(z)=f(\zeta)+(z-\zeta) g_{0}(z)$, so that $f(z)=f_{0}(z)+P(z) f_{n}(z)$, and $f_{0} \in \mathcal{A}_{n}$ is a polynomial in $z=z_{n}$ of degree $<p$. We have

$$
\left|f_{0}\right|_{R} \leq|f|_{R}+(R+r)\left|g_{0}\right|_{R} \leq|f|_{R}\left(1+2 A_{p-1} \frac{R+r}{R-r}\right)
$$

This proves the desired estimate for $f_{0}$, with $A_{p}=1+2 A_{p-1}(R+r) /(R-r)$. Since the estimate for $p=1$ holds with $A_{1}=1$, we deduce that it holds for $p \geq 2$ with

$$
\begin{aligned}
A_{p} & =1+\frac{2(R+r)}{R-r}+\cdots+\left(\frac{2(R+r)}{R-r}\right)^{p-1} \\
& =\frac{R-r}{R+3 r}\left(\left(\frac{2(R+r)}{R-r}\right)^{p}-1\right) \\
& <2^{p} \frac{R+r}{R+3 r}\left(\frac{R+r}{R-r}\right)^{p-1} \\
& <2 \cdot 3^{p-1}<3^{p},
\end{aligned}
$$

because $R \geq 5 r$.
Step 2.5. We now check property e) by induction on $p$. Let $k \in\{1, \ldots, n\}$ and $d$ satisfy $\operatorname{deg}_{z k} f \leq d$. Recall the construction in step 2.4.

For $p=0$ since $f_{0}=0$ and $f_{n}=f$ we have $\operatorname{deg}_{z_{k}} f_{0} \leq d$ and $\operatorname{deg}_{z_{k}} f_{n} \leq d$.
For $p=1$ again $\operatorname{deg}_{z_{k}} f_{0} \leq d$ and $\operatorname{deg}_{z_{k}} f_{n} \leq d$. Moreover, if $k=n$, then $\operatorname{deg}_{z_{n}} f_{n} \leq d-1$.

For $p \geq 2$ and $k<n$ we have (with the notation of step 2.4)

$$
f(z)=f(\zeta)+(z-\zeta) g(z), g(z)=g_{0}(z)+Q(z) f_{n}(z), f_{0}(z)=f(\zeta)+(z-\zeta) g_{0}(z)
$$

and we find successively, using the induction hypothesis on $p$,

$$
\operatorname{deg}_{z_{k}} g \leq d, \quad \operatorname{deg}_{z_{k}} g_{0} \leq d, \quad \operatorname{deg}_{z_{k}} f_{n} \leq d, \quad \operatorname{deg}_{z_{k}} f_{0} \leq d
$$

For $p \geq 2$ and $k=n$ we have

$$
\operatorname{deg}_{z_{k}} g \leq d-1, \quad \operatorname{deg}_{z_{k}} g_{0} \leq d-1, \quad \operatorname{deg}_{z_{k}} f_{n} \leq d-1, \quad \operatorname{deg}_{z_{k}} f_{0} \leq d
$$

This completes the proof of Lemma 4.8 in the special case $m=n$.
Step 3. We now prove Lemma 4.8 by induction on $m$, for decreasing values $m=n, n-1, \ldots, 1$. The start of the induction is $m=n$ which has been carried out in step 2 . Let $m$ satisfy $1 \leq m<n$. Assume the result holds for $m+1$.

Step 3.1. We prove the existence of a decomposition in c). Let $f \in \mathcal{A}_{n}$. Write $\underline{z}$ for $\left(z_{1}, \ldots, z_{n}\right)$. Using step 2 (with a renumbering of $\left.z_{m}, \ldots, z_{n}\right)$, we get a decomposition

$$
f(\underline{z})=\varphi_{0}(\underline{z})+\varphi_{1}(\underline{z}) P_{m}\left(z_{m}\right)
$$

with $\varphi_{0}$ and $\varphi_{1}$ in $\mathcal{A}_{n}$ and $\varphi_{0}$ a polynomial in $z_{m}$ of degree $<p_{m}$. The induction hypothesis (with $m+1$ ) yields

$$
\varphi_{0}(\underline{z})=\psi_{0}(\underline{z})+\psi_{m+1}(\underline{z}) P_{m+1}\left(z_{m+1}\right)+\cdots+\psi_{n}(\underline{z}) P_{n}\left(z_{n}\right)
$$

and

$$
\varphi_{1}(\underline{z})=\theta_{0}(\underline{z})+\theta_{m+1}(\underline{z}) P_{m+1}\left(z_{m+1}\right)+\cdots+\theta_{n}(\underline{z}) P_{n}\left(z_{n}\right)
$$

with $\psi_{0}$ and $\theta_{0}$ in $\mathscr{A}_{n}$ polynomials of degree $<p_{j}$ in $z_{j}$ for $m+1 \leq j \leq n$. Further, for $m+1 \leq i<j \leq n, \psi_{i}$ and $\theta_{i}$ in $\mathcal{A}_{n}$ are polynomials of degree $<p_{j}$ in $z_{j}$. Furthermore, by step 2.5 , since $\varphi_{0}$ is a polynomial of degree $<p_{m}$ in $z_{m}$, so are $\psi_{0}, \psi_{m+1}, \ldots, \psi_{n}$. The functions

$$
f_{0}(\underline{z})=\psi_{0}(\underline{z}), \quad f_{m}(\underline{z})=\theta_{0}(\underline{z})
$$

and

$$
f_{i}(\underline{z})=\psi_{i}(\underline{z})+\theta_{i}(\underline{z}) P_{m}\left(z_{m}\right) \quad(m+1 \leq i \leq n)
$$

are in $\mathscr{A}_{n}$ and satisfy

$$
f(\underline{z})=f_{0}(\underline{z})+f_{m}(\underline{z}) P_{m}\left(z_{m}\right)+\cdots+f_{n}(\underline{z}) P_{n}\left(z_{n}\right) .
$$

We already know that $f_{0}=\psi_{0}$ is a polynomial of degree $<p_{j}$ in $z_{j}$ for $m \leq j \leq n$ and that $f_{m}=\theta_{0}$ is a polynomial of degree $<p_{j}$ in $z_{j}$ for $m+1 \leq j \leq n$. Finally, for $m+1 \leq i<j \leq n, f_{i}(\underline{z})=\psi_{i}(\underline{z})+\theta_{i}(\underline{z}) P_{m}\left(z_{m}\right)$ is a polynomial of degree $<p_{j}$ in $z_{j}$.

Step 3.2. We prove property e). Recall the construction and notation in step 3.1.
If $f$ is a polynomial in $z_{k}$ of degree $\leq d$, it follows from step 2.5 that the same holds for $\varphi_{0}$ and $\varphi_{1}$, hence (by induction hypothesis) for each of $\psi_{i}$ and $\theta_{i}$, and finally also for each $f_{i}$ if $k \neq m$.

For $k=m$ we distinguish the case $p_{m}=0$ and $p_{m} \geq 1$. In the former case (where $P_{m}=1$ ) there is no difficulty. In the latter, since $f$ and $\varphi_{0}$ have degree $\leq d$ in $z_{m}$, we have $\operatorname{deg}_{z_{m}} \varphi_{1} \leq d-p_{m}$, hence $\operatorname{deg}_{z_{m}} \theta_{i} \leq d-p_{m}$ and the inequality $\operatorname{deg}_{z_{m}} f_{i} \leq d$ follows.

Step 3.3. We prove property a). Let $f \in \ell$ be a polynomial in $z_{i}$ of degree $<p_{i}$ for $i \geq m$. Let $\left(\zeta_{m+1}, \ldots, \zeta_{n}\right) \in \varepsilon_{m+1} \times \cdots \times \varepsilon_{n}$ (the case where this set is empty is trivial) and let $\underline{\kappa} \in \mathbb{N}^{n}$ satisfy $\kappa_{i}=0$ for $1 \leq i \leq m$ and $0 \leq \kappa_{i}<\mathrm{m}_{P_{i}}\left(\zeta_{i}\right)$ for $m+1 \leq i \leq n$. For any $\left(z_{1}, \ldots, z_{m-1}\right) \in \mathbb{C}^{m-1}$,

$$
Q=D^{\kappa} f\left(z_{1}, \ldots, z_{m-1}, X, \zeta_{m+1}, \ldots, \zeta_{n}\right)
$$

is a polynomial in $\mathbb{C}[X]$ of degree $<p_{m}$. Since $f \in \ell$, we deduce from step 1

$$
\left(\frac{d}{d X}\right)^{\kappa_{m}} Q\left(\zeta_{m}\right)=0
$$

for any $\zeta_{m} \in \mathcal{E}_{m}$ and any $\kappa_{m} \in \mathbb{N}$ in the range $0 \leq \kappa_{m}<\mathrm{m}_{P_{m}}\left(\zeta_{m}\right)$. The sum of multiplicities of $Q$ is

$$
\geq \sum_{\zeta_{m} \in \mathscr{E}_{m}} \mathrm{~m}_{P_{m}}\left(\zeta_{m}\right)=p_{m}
$$

Since $\operatorname{deg} Q<p_{m}$, we deduce $Q=0$.
We expand $f(z)$ :

$$
f(\underline{z})=\sum_{h=0}^{p_{m}-1} z_{m}^{h} \varphi_{h}\left(z_{1}, \ldots, z_{m-1}, z_{m+1}, \ldots, z_{n}\right)
$$

where $\varphi_{h}$ is a polynomial in $z_{j}$ of degree $<p_{j}$ for $m+1 \leq j \leq n$. Since $Q=0$ we have

$$
D^{\kappa} \varphi_{h}\left(z_{1}, \ldots, z_{m-1}, \zeta_{m+1}, \ldots, \zeta_{n}\right)=0 \quad \text { for } \quad 0 \leq h<p_{m} .
$$

Each $\varphi_{h}$ is an entire functions of $n-1$ variables. We use assertion b) of the induction hypothesis (with $n, m$ replaced by $n-1, m+1$ respectively): each $\varphi_{h}$ lies in the ideal of the ring of entire functions in $z_{1}, \ldots, z_{m-1}, z_{m+1}, \ldots, z_{n}$ generated by $P_{m+1}\left(z_{m+1}\right), \ldots, P_{n}\left(z_{n}\right)$. Using assertion a) of the inductive hypothesis with $m+1$, we obtain $\varphi_{h}=0$ for any $h=0, \ldots, p_{m}-1$, hence $f=0$.

It will be useful to point out the following result: if $f_{0}$ in the decomposition c ) satisfies

$$
\mathscr{D}^{\underline{\kappa}} f_{0}\left(z_{1}, \ldots, z_{m-1}, \zeta_{m}, \ldots, \zeta_{n}\right)=0
$$

for any $\underline{\zeta} \in \mathscr{E}$ and any $\underline{\kappa} \in \mathbb{N}^{n}$ with $\kappa_{1}=\cdots=\kappa_{m-1}=0$ and $0 \leq \kappa_{i}<\mathrm{m}_{P_{i}}\left(\zeta_{i}\right)$ for $m \leq i \leq n$, then $f_{0}=0$.

Step 3.4. We prove unicity of the decomposition in c). Assume

$$
f_{i}(\underline{z}) P_{i}\left(z_{i}\right)+\cdots+f_{n}(\underline{z}) P_{n}\left(z_{n}\right)=0
$$

for some $i$ in the range $\{0, m, m+1, \ldots, n\}$, where $P_{0}\left(z_{0}\right)=1$ if $i=0$. It suffices to check $f_{i}=0$.

If $i=0$ then

$$
f_{0}(\underline{z})=-f_{m}(\underline{z}) P_{m}\left(z_{m}\right)-\cdots-f_{n}(\underline{z}) P_{n}\left(z_{n}\right),
$$

hence $f_{0} \in \ell$. However $f_{0}$ is a polynomial in $z_{j}$ of degree $<p_{j}$ for $j \geq m$. From step 3.3 we infer $f_{0}=0$.

Assume now $m \leq i \leq n$ and consider the function $f_{i}(\underline{z}) P_{i}\left(z_{i}\right) \in \mathcal{A}_{n}$. On one hand it lies in the ideal of $\mathcal{A}_{n}$ generated by the polynomials $P_{i+1}\left(z_{i+1}\right), \ldots, P_{n}\left(z_{n}\right)$. On the other hand it is a polynomial in $z_{j}$ of degree $<p_{j}$ for $i+1 \leq j \leq n$. Assertion a) of the inductive hypothesis (with $m+1$ ) yields $f_{i}(z) P_{i}\left(z_{i}\right)=0$. Since $P_{i} \neq 0$, we conclude $f_{i}=0$.

Step 3.5. We prove property b). Let $f \in \mathcal{A}_{n}$ satisfy the vanishing conditions of $\mathbf{b}$ ):

$$
\mathcal{D}^{\kappa} f\left(z_{1}, \ldots, z_{m-1}, \zeta_{m}, \ldots, \zeta_{n}\right)=0
$$

for all $\underline{\zeta} \in \mathcal{E}$ and all $\underline{\kappa} \in \mathbb{N}^{n}$ with $\kappa_{i}=0$ for $1 \leq i<m$ and $0 \leq \kappa_{i}<\mathrm{m}_{P_{i}}\left(\zeta_{i}\right)$ for $m \leq i \leq n$.

Using c), write

$$
f(\underline{z})=f_{0}(\underline{z})+f_{m}(\underline{z}) P_{m}\left(z_{m}\right)+\cdots+f_{n}(\underline{z}) P_{n}\left(z_{n}\right) .
$$

Using step 1 we deduce that $f_{0}$ satisfies the same vanishing conditions $\mathscr{D}^{\underline{\kappa}}-f_{0}(\underline{z}, \underline{\zeta})=$ 0 . From the last remark of step 3.3 we deduce $f_{0}=0$, hence $f \in \ell$.

Step 3.6. For the proof of property d), we come back to the construction of $f_{i}$ in step 3.1. From step 2.4 we deduce

$$
\left|\varphi_{0}\right|_{R} \leq 3^{p_{m}}|f|_{R} \quad \text { and } \quad\left|\varphi_{1}\right|_{R} \leq\left(\frac{3}{R}\right)^{p_{m}}|f|_{R}
$$

By induction assume, for $j=0$ and for $m+1 \leq j \leq n$,

$$
\left|\psi_{j}\right|_{R} \leq C_{m+1} R^{-p_{j}}\left|\varphi_{0}\right|_{R} \quad \text { and } \quad\left|\theta_{j}\right|_{R} \leq C_{m+1} R^{-p_{j}}\left|\varphi_{1}\right|_{R}
$$

with $C_{m+1}=3^{p(n-m)}\left(1+2^{p}\right)^{n-m-1}$ (so that $\left.C_{n}=3^{p}\right)$. Using the inequalities

$$
C_{m+1}\left(3^{p_{m}}+2^{p_{m}} 3^{p_{m}}\right) \leq C_{m}
$$

and

$$
\left|P_{j}\right|_{R} \leq(R+r)^{p_{j}} \leq(2 R)^{p_{j}},
$$

we obtain, for $j=0, m+1, \ldots, n$,

$$
\begin{aligned}
\left|f_{j}\right|_{R} & \leq\left|\psi_{j}\right|_{R}+(2 R)^{p_{m}}\left|\theta_{j}\right|_{R} \\
& \leq C_{m+1} R^{-p_{j}}|f|_{R}\left(3^{p_{m}}+2^{p_{m}} 3^{p_{m}}\right) \\
& \leq C_{m} R^{-p_{j}}|f|_{R} .
\end{aligned}
$$

Since $f_{m}=\theta_{0}$, these estimates also hold for $j=m$. Finally the inequality $C_{m} \leq 9^{(n-m+1) p}$ concludes the proof of Lemma 4.8.

Proof of Proposition 4.7. Let $f \in \mathcal{A}_{n}$ satisfy the hypotheses of Proposition 4.7. From Lemma 4.8 with $m=n$, we deduce that $f$ belongs to the ideal $\ell$ generated in $\mathcal{A}_{n}$ by the functions $P_{1}\left(z_{1}\right), \ldots, P_{n}\left(z_{n}\right)$, where

$$
P_{i}(X)=\prod_{\xi \in \varepsilon_{i}}(X-\xi)^{S_{0}}, \quad(1 \leq i \leq n)
$$

and that there exist entire functions $f_{1}, \ldots, f_{n}$ in $\mathcal{A}_{n}$ with

$$
f(\underline{z})=f_{1}(\underline{z}) P_{1}\left(z_{1}\right)+\cdots+f_{n}(\underline{z}) P_{n}\left(z_{n}\right)
$$

and

$$
\left|f_{i}\right|_{R} \leq 9^{n p} R^{-p_{i}}|f|_{R}, \quad(1 \leq i \leq n) .
$$

Since $\left|P_{i}\right|_{r} \leq(2 r)^{S_{0} S_{1}}$ and $p=p_{1}=\cdots=p_{n}=S_{1} S_{0}$, using the maximum modulus principle $\left|f_{i}\right|_{r} \leq\left|f_{i}\right|_{R}$, we deduce

$$
|f|_{r} \leq \sum_{i=1}^{n}\left|f_{i}\right|_{r}(2 r)^{S_{0} S_{1}} \leq n 2^{p} 3^{2 n p}\left(\frac{r}{R}\right)^{p}|f|_{R}
$$

Finally, we bound $n 2^{p} 3^{2 n p}$ by $18^{n p}$.

### 4.4 Exponential Polynomials

Let $d_{1}, \ell_{1}$ and $n$ be positive integers, $\underline{x}_{1}, \ldots, \underline{x}_{d_{1}}$ and $\underline{y}_{1}, \ldots, \underline{y}_{\ell_{1}}$ be elements of $\mathbb{C}^{n}$. For $\underline{\tau} \in \mathbb{N}^{n}$ and $\underline{t} \in \mathbb{Z}^{d_{1}}$ we write $\underline{z} \underline{\tau}$ in place of $z_{1}^{\tau_{1}} \cdots z_{n}^{\tau_{n}}$ and $\underline{t x}$ in place of $t_{1} \underline{x}_{1}+\cdots+t_{d_{1}} \underline{x}_{d_{1}}$. Hence $\underline{t x} \underline{z}$ denotes the complex number $\sum_{i=1}^{d_{1}} \sum_{v=1}^{n} t_{i} x_{v i} z_{v}$ (scalar product of $\underline{t x}$ and $\underline{z}$ in $\mathbb{C}^{n}$ ). Consider the function

$$
\underline{z}^{\underline{\tau}} e^{t \underline{t x z}}=z_{1}^{\tau_{1}} \cdots z_{n}^{\tau_{n}} \exp \left(\left(t_{1} \underline{x}_{1}+\cdots+t_{d_{1}} \underline{x}_{d_{1}}\right) \underline{z}\right)
$$

We are interested in the derivative $\mathscr{D} \underline{\sigma}$, for $\underline{\sigma} \in \mathbb{N}^{n}$, of this function at the point $\underline{s} \underline{y}=s_{1} \underline{y}_{1}+\cdots+s_{\ell_{1}} \underline{y}_{\ell_{1}}$ where $\underline{s} \in \overline{\mathbb{Z}}^{\ell_{1}}$. In the next lemma we write explicitly this number $\mathscr{D}^{\underline{\sigma}}(\underline{z} \underline{\underline{\tau}} e \underline{t x z})(\underline{s} \underline{y})$. We state the result for values of complex exponential functions, but an equivalent algebraic statement holds over a field of zero characteristic.

Lemma 4.9. For $\underline{\tau} \in \mathbb{N}^{n}, \underline{t} \in \mathbb{Z}^{d_{1}}, \underline{\sigma} \in \mathbb{N}^{n}$ and $\underline{s} \in \mathbb{Z}^{\ell_{1}}$, define a polynomial $P_{\underline{\tau \underline{t}}}^{(\sigma \underline{s})}$ in $n\left(d_{1}+\ell_{1}\right)$ variables with coefficients in $\mathbb{Z}$ as follows:
$P_{\underline{\tau t}}^{\left(\frac{\sigma s}{}\right)}(X, Y)=$

$$
\sum_{\underline{\kappa}} \prod_{\nu=1}^{n}\left(\frac{\sigma_{\nu}!\tau_{\nu}!}{\kappa_{\nu}!\left(\sigma_{v}-\kappa_{\nu}\right)!\left(\tau_{\nu}-\kappa_{\nu}\right)!}\left(\sum_{i=1}^{d_{1}} t_{i} X_{\nu i}\right)^{\sigma_{\nu}-\kappa_{v}}\left(\sum_{j=1}^{\ell_{1}} s_{j} Y_{\nu j}\right)^{\tau_{v}-\kappa_{\nu}}\right)
$$

where $\underline{\kappa}=\left(\kappa_{1}, \ldots, \kappa_{n}\right)$ runs over the set of elements in $\mathbb{N}^{n}$ for which

$$
0 \leq \kappa_{v} \leq \min \left\{\sigma_{\nu}, \tau_{\nu}\right\} \quad \text { for } \quad 1 \leq v \leq n
$$

Then we have

$$
\mathscr{D} \underline{\sigma}\left(\underline{z}^{\underline{\tau}} e^{\underline{t x z}}\right)(\underline{s} \underline{y})=P_{\underline{\tau} \underline{\sigma}}^{(\underline{\sigma s})}(\underline{x}, \underline{y}) \cdot \prod_{i=1}^{d_{1}} \prod_{j=1}^{\ell_{1}} e^{x_{i} \underline{y}_{j} t_{i} s_{j}}
$$

where $\underline{x}$ stands for $\left(x_{v i}\right)_{1 \leq \nu \leq n, 1 \leq i \leq d_{1}}$ and $\underline{y}$ for $\left(y_{v j}\right)_{1 \leq \nu \leq n, 1 \leq j \leq \ell_{1}}$. The total degree of $P_{\underline{\tau t}}^{\left(\frac{\sigma s}{}\right)}$ with respect to the $n d_{1}$ variables $X_{v i}$ (resp. to the $n \ell_{1}$ variables $Y_{\nu j}$ ) is bounded by $\|\underline{\sigma}\|($ resp. $\|\underline{\tau}\|)$. If $T$ and $S$ are positive real numbers with $T \geq \max \{\|\underline{t}\|, 1\}$ and $S \geq \max \{\|\underline{s}\|, 1\}$, then the length of $P_{\underline{\tau} \underline{t}}^{(\sigma \underline{s})}$ is at most

$$
T^{\|\underline{\sigma}\|} S^{\|\underline{\tau}\|} \min \left\{\left(1+\frac{|\underline{\tau}|}{T S}\right)^{\|\underline{\underline{\|}}\|} ;\left(1+\frac{|\underline{\sigma}|}{T S}\right)^{\|\underline{\tau}\|}\right\} .
$$

Proof. A simple computation based on Leibniz' formula yields the relation between $\mathscr{D} \underline{\sigma}(\underline{z} \underline{\tau} e \underline{t x z})(s \underline{y})$ and $P_{\underline{\tau} \underline{t}}^{(\underline{\sigma})}(\underline{x}, \underline{y})$. The length of $P_{\underline{\tau} \underline{\underline{t}}}^{(\underline{\sigma})}$ is bounded as follows:

$$
\begin{aligned}
& L\left(P_{\underline{\tau t}}^{(\sigma \underline{t})}\right) \leq \sum_{\underline{\kappa}} \prod_{\nu=1}^{n}\left(\frac{\sigma_{\nu}!\tau_{\nu}!}{\kappa_{\nu}!\left(\sigma_{\nu}-\kappa_{\nu}\right)!\left(\tau_{v}-\kappa_{\nu}\right)!}\|\underline{t}\|^{\sigma_{\nu}-\kappa_{v}}\|\underline{s}\|^{\tau_{\nu}-\kappa_{\nu}}\right) \\
& \leq \prod_{\nu=1}^{n} \sum_{\kappa_{\nu}=0}^{\sigma_{\nu}} \frac{\sigma_{\nu}!}{\kappa_{\nu}!\left(\sigma_{\nu}-\kappa_{\nu}\right)!} \tau_{\nu}^{\kappa_{\nu}}\|\underline{t}\|^{\sigma_{\nu}-\kappa_{\nu}}\|\underline{s}\|^{\tau_{\nu}-\kappa_{\nu}} \\
& \leq \prod_{\nu=1}^{n} \sum_{\kappa_{\nu}=0}^{\sigma_{\nu}} \frac{\sigma_{\nu}!}{\kappa_{\nu}!\left(\sigma_{\nu}-\kappa_{\nu}\right)!} \tau_{\nu}^{\kappa_{\nu}} T^{\sigma_{\nu}-\kappa_{\nu}} S^{\tau_{\nu}-\kappa_{\nu}} \\
& \leq T^{\|\underline{\sigma}\|} S^{\|\underline{\tau}\|}\left(1+\frac{|\underline{\tau}|}{T S}\right)^{\|\underline{\Omega}\|} .
\end{aligned}
$$

Lemma 4.9 easily follows (by symmetry - see also § 13.7).

### 4.5 Construction of an Auxiliary Function

There are mainly two variants for the construction of an auxiliary function: either one shows that there is a nontrivial solution to a system of homogeneous linear equations, which forces the function to vanish at a finite collection of points; or else one builds a function which is small on a large disc. In either cases the construction of the auxiliary function involves Dirichlet's box principle, either for a system of equations (Thue-Siegel's Lemma), of for a system of inequalities. This alternative does not make too much difference: with both approaches one then proves by induction that the constructed function at the same time satisfies the vanishing conditions at the given points, and has a small maximum modulus on large discs. We choose here the second option for two reasons: firstly the other one is already explained at several other places ([L 1966], Chap. IV, [Bo 1970], [W 1979b], § 5.4, [LelGru 1986], Chap. 6). Secondly the construction we are going to work out would enable us to use Schwarz' Lemma only with a single point (in the construction of the auxiliary function) and to use instead a multiplicity estimate (see step 4 in $\S 4.6$ below).

The following auxiliary function arises from [W 1981].
Proposition 4.10. Let $L$ and $n$ be positive integers, $N, U, V, R, r$ positive real numbers and $\varphi_{1}, \ldots, \varphi_{L}$ entire functions in $\mathbb{C}^{n}$. Define $W=N+U+V$ and assume

$$
W \geq 12 n^{2}, \quad e \leq \frac{R}{r} \leq e^{W / 6}, \quad \sum_{\lambda=1}^{L}\left|\varphi_{\lambda}\right|_{R} \leq e^{U}
$$

and

$$
(2 W)^{n+1} \leq L N(\log (R / r))^{n} .
$$

Then there exist rational integers $p_{1}, \ldots, p_{L}$, with

$$
0<\max _{1 \leq \lambda \leq L}\left|p_{\lambda}\right| \leq e^{N},
$$

such that the function $F=p_{1} \varphi_{1}+\cdots+p_{L} \varphi_{L}$ satisfies

$$
|F|_{r} \leq e^{-V}
$$

A variant of Proposition 4.10 is given in Exercise 4.7.
The proof involves an application of Dirichlet's box principle which goes back to the work of A. Thue and C. L. Siegel. We also use a simple interpolation formula obtained by truncating the Taylor expansion at the origin of an entire function.

We start with the following version of Thue-Siegel's Lemma (cf. [W 1974], lemme 1.3.2):

Lemma 4.11. Let $v_{i j}(1 \leq i \leq v, 1 \leq j \leq \mu)$ be real numbers, $U$ a positive integer satisfying

$$
U \geq \max _{1 \leq j \leq \mu} \sum_{i=1}^{\nu}\left|v_{i j}\right|,
$$

and $X, \ell$ positive integers such that

$$
\ell^{\mu}<(X+1)^{\nu} .
$$

Then there exist rational integers $\xi_{1}, \ldots, \xi_{v}$ with

$$
0<\max _{1 \leq i \leq \nu}\left|\xi_{i}\right| \leq X,
$$

and

$$
\max _{1 \leq j \leq \mu}\left|\sum_{i=1}^{\nu} v_{i j} \xi_{i}\right| \leq \frac{U X}{\ell} .
$$

Proof. We consider the mapping $\varphi$ from the set

$$
\mathcal{E}=\left\{\underline{\xi}=\left(\xi_{1}, \ldots, \xi_{v}\right) \in \mathbb{Z}^{\nu} ; 0 \leq \xi_{i} \leq X,(1 \leq i \leq \nu)\right\}
$$

to $\mathbb{R}^{\mu}$ which maps $\underline{\xi}$ to $\underline{\eta}=\left(\eta_{1}, \ldots, \eta_{\mu}\right)$ with

$$
\eta_{j}=\sum_{i=1}^{\nu} v_{i j} \xi_{i}, \quad(1 \leq j \leq \mu)
$$

For $1 \leq j \leq \mu$, denote by $-V_{j}$ (resp. $W_{j}$ ) the sum of negative (resp. positive) elements among $\left\{v_{1 j}, \ldots, v_{v j}\right\}$ :

$$
V_{j}=\sum_{i=1}^{\nu} \max \left\{0,-v_{i j}\right\}, \quad W_{j}=\sum_{i=1}^{\nu} \max \left\{0, v_{i j}\right\} \quad(1 \leq j \leq \mu),
$$

so that $V_{j}+W_{j} \leq U$ for $1 \leq j \leq \mu$. For $\underline{\xi} \in \mathcal{E}$, the image $\underline{\eta}=\varphi(\underline{\xi})$ belongs to the set

$$
\mathcal{F}=\left\{\underline{\eta}=\left(\eta_{1}, \ldots, \eta_{\mu}\right) \in \mathbb{R}^{\mu} ;-X V_{j} \leq \eta_{j} \leq X W_{j},(1 \leq j \leq \mu)\right\} .
$$

For $1 \leq j \leq \mu$, we decompose the interval $\left[-X V_{j}, X W_{j}\right]$ into $\ell$ intervals, each of length at most $U X / \ell$, so that $\mathcal{F}$ is cut into $\ell^{\mu}$ pieces $\mathscr{F}_{k}\left(1 \leq k \leq \ell^{\mu}\right)$. Since

$$
\ell^{\mu}<(1+X)^{v}=\operatorname{Card} \varepsilon,
$$

Dirichlet's box principle shows that there exist two distinct elements $\underline{\xi}^{\prime}$ and $\underline{\xi}^{\prime \prime}$ in $\mathcal{E}$ whose images under $\varphi$ belong to the same $\mathcal{F}_{k}$. Denote by $\underline{\xi}$ the difference $\underline{\xi}^{\prime}=\underline{\xi}^{\prime \prime}$ in $\mathbb{Z}^{v}$, and by $\underline{\eta}$ the image $\varphi(\underline{\xi})$ of $\underline{\xi}$. We deduce

$$
\underline{\xi}=\left(\xi_{1}, \ldots, \xi_{v}\right) \in \mathbb{Z}^{v}, \quad 0<\max _{1 \leq i \leq v}\left|\xi_{i}\right| \leq X,
$$

and

$$
\underline{\eta}=\left(\eta_{1}, \ldots, \eta_{\mu}\right) \in \mathbb{R}^{\mu}, \quad \max _{1 \leq j \leq \mu}\left|\eta_{j}\right| \leq \frac{U X}{\ell},
$$

which concludes the proof of Lemma 4.11.
We apply Lemma 4.11 as follows:
Lemma 4.12. Let $X$ be a positive integer, $U, V$ be positive real numbers and $u_{i j}$ $(1 \leq i \leq v, 1 \leq j \leq \mu)$ be complex numbers. Assume

$$
\sum_{i=1}^{\nu}\left|u_{i j}\right| \leq e^{U}, \quad(1 \leq j \leq \mu)
$$

and

$$
\left(\sqrt{2} X e^{U+V}+1\right)^{2 \mu} \leq(X+1)^{\nu} .
$$

Then there exists $\left(\xi_{1}, \ldots, \xi_{v}\right) \in \mathbb{Z}^{v}$ satisfying

$$
0<\max _{1 \leq i \leq v}\left|\xi_{i}\right| \leq X
$$

and

$$
\max _{1 \leq j \leq \mu}\left|\sum_{i=1}^{\nu} u_{i j} \xi_{i}\right| \leq e^{-V}
$$

It is important to notice that the numbers $u_{i j}$ are not supposed to be algebraic, there are just complex numbers.

Proof. By homogeneity, replacing if necessary $u_{i j}$ by $u_{i j} e^{-U}$ and $V$ by $U+V$, we may assume $U=0$. From the hypothesis one deduces that there exists an integer $\ell$ which satisfies

$$
\ell^{2 \mu}<(X+1)^{\nu} \quad \text { and } \quad \sqrt{2} \frac{X}{\ell} \leq e^{-V}
$$

We solve the system of linear inequalities

$$
\left\{\begin{array}{l}
\max _{1 \leq j \leq \mu}\left|\sum_{i=1}^{\nu} \operatorname{Re}\left(u_{i j}\right) \xi_{i}\right| \leq \frac{X}{\ell}, \\
\max _{1 \leq j \leq \mu}\left|\sum_{i=1}^{\nu} \operatorname{Im}\left(u_{i j}\right) \xi_{i}\right| \leq \frac{X}{\ell},
\end{array}\right.
$$

by means of Lemma 4.11.

Here is the simple interpolation formula we need:
Lemma 4.13. Let $r$ and $R$ be real numbers satisfying $0<r<R, T$ a positive integer, and $F$ an entire function in $\mathbb{C}^{n}$. Then

$$
|F|_{r} \leq(1+\sqrt{T})\left(\frac{r}{R}\right)^{T}|F|_{R}+\sum_{\|\underline{\|}\|<T}\left|D^{\underline{\tau}} F(0)\right| \frac{r\|\underline{\tau}\|}{\underline{\tau}!} .
$$

Exercise 4.6 gives a variant of Lemma 4.13.
Proof. We truncate the Taylor expansion of $F$ at the origin: define

$$
G(\underline{z})=F(\underline{z})-\sum_{\|\underline{\tau}\|<T} D^{\underline{\tau}} F(0) \frac{z^{\underline{\tau}}}{\underline{\underline{\tau}}!} .
$$

Let $\underline{z}_{0} \in \mathbb{C}^{n}$ satisfy $\left|\underline{z}_{0}\right|=r$ and $\left|F\left(\underline{z}_{0}\right)\right|=|F|_{r}$. Define two entire functions $f$ and $g$ of a single variable $w$ by

$$
f(w)=F\left(\underline{z}_{0} w\right), \quad g(w)=G\left(\underline{z}_{0} w\right) .
$$

Since $g$ has a zero of multiplicity at least $T$ at the origin, Schwarz' Lemma yields

$$
\left|f\left(\underline{z}_{0}\right)\right|=|g(1)| \leq\left(\frac{r}{R}\right)^{T}|g|_{R / r}
$$

Using Cauchy-Schwarz' inequality

$$
\left|\sum_{t=0}^{T-1} x_{t} y_{t}\right|^{2} \leq\left(\sum_{t=0}^{T-1}\left|x_{t}\right|^{2}\right)\left(\sum_{t=0}^{T-1}\left|y_{t}\right|^{2}\right)
$$

and Parseval's formula

$$
\sum_{t=0}^{\infty}\left|a_{t}\right|^{2} \varrho^{2 t}=\frac{1}{2 \pi \varrho} \int_{|w|=\varrho}|f(w)|^{2} d w \leq|f|_{\varrho}^{2}
$$

for

$$
f(w)=\sum_{t=0}^{\infty} a_{t} w^{t} \quad \text { and } \quad \varrho>0
$$

we deduce that the polynomial

$$
P(w)=f(w)-g(w)=\sum_{t=0}^{T-1} a_{t} w^{t}
$$

satisfies

$$
|P|_{R / r}^{2} \leq\left(\sum_{t=0}^{T-1}\left|a_{t}\right|\left(\frac{R}{r}\right)^{t}\right)^{2} \leq T|f|_{R / r}^{2}
$$

Hence

$$
|g|_{R / r} \leq\left(1+T^{1 / 2}\right)|f|_{R / r} \quad \text { and } \quad\left|G\left(\underline{z}_{0}\right)\right| \leq\left(1+T^{1 / 2}\right)\left(\frac{r}{R}\right)^{T}|F|_{R} .
$$

We conclude

$$
|F|_{r}=\left|F\left(\underline{z}_{0}\right)\right| \leq\left|G\left(\underline{z}_{0}\right)\right|+\sum_{\|\underline{\tau}\|<T}\left|D^{\underline{\tau}} F(0)\right| \frac{\mid \underline{z}_{0}\| \| \underline{\underline{\tau}} \|}{\underline{\tau}!} .
$$

Proof of Proposition 4.10. Define the integer $T$ by

$$
\frac{4}{3} W \leq T \log \frac{R}{r}<\frac{4}{3} W+\log \frac{R}{r} .
$$

For $1 \leq \lambda \leq L$ and $\underline{\tau} \in \mathbb{N}^{n}$, define

$$
u_{\lambda \underline{\tau}}=2 T^{n} \mathscr{D}^{\underline{\tau}} \varphi_{\lambda}(0) \frac{r\|\underline{\tau}\|}{\underline{\tau}!} .
$$

We consider the linear system of inequalities:

$$
\left|\sum_{\lambda=1}^{L} p_{\lambda} u_{\lambda \underline{\tau}}\right| \leq e^{-V}, \quad\left(\underline{\tau} \in \mathbb{N}^{n},\|\underline{\tau}\|<T\right)
$$

The unknowns are $p_{1}, \ldots, p_{L}$ in $\mathbb{Z}$, and the number $\mu$ of inequalities is $\binom{T+n-1}{n} \leq T^{n}$. For $\|\underline{\tau}\|<T$ we have

$$
\sum_{\lambda=1}^{L}\left|D^{\underline{\tau}} \varphi_{\lambda}(0)\right| \frac{r\|\underline{\tau}\|}{\underline{\tau}!} \leq \sum_{\lambda=1}^{L}\left|\varphi_{\lambda}\right|_{r} \leq e^{U}
$$

hence

$$
\sum_{\lambda=1}^{L}\left|u_{\lambda \underline{\tau}}\right| \leq 2 T^{n} e^{U}
$$

From the assumptions $R / r \geq e$ and $W \geq 12 n^{2}$ we deduce

$$
T \leq \frac{4}{3} W+1 \quad \text { and } \quad 3\left(\frac{4}{3} W+1\right)^{n}<e^{W / 3}
$$

Therefore $3 T^{n}<e^{W / 3}$, which gives

$$
2 \sqrt{2} T^{n} e^{W}+1 \leq e^{4 W / 3}
$$

Since $R / r \leq e^{W / 6}$ we have $T \log (R / r)<(3 / 2) W$. We use the upper bound for $(2 W)^{n+1}$ in the hypothesis of Proposition 4.10 and we bound $(3 / 2)^{n-1}$ by $2^{n-1}$ in order to get $(8 / 3) W T^{n} \leq L N$. Therefore we have

$$
\left(2 \sqrt{2} T^{n} e^{W}+1\right)^{2 T^{n}}<e^{L N}
$$

which enables us to use Lemma 4.12 with $X=\left[e^{N}\right]$ and with $e^{U}$ replaced by $\left.2 T^{n} e^{U}\right)$. We deduce that there exists a nontrivial solution $\left(p_{1}, \ldots, p_{L}\right) \in \mathbb{Z}^{L}$ with $\max _{1 \leq \lambda \leq L}\left|p_{\lambda}\right| \leq e^{N}$. The function $F=p_{1} \varphi_{1}+\cdots+p_{L} \varphi_{L}$ then satisfies

$$
\sum_{\|\underline{\tau}\|<T}\left|\mathcal{D}^{\underline{\tau}} F(0)\right| \frac{r^{\| \tau} \|}{\underline{\tau}!} \leq \frac{1}{2} e^{-V}
$$

From the estimates

$$
|F|_{R} \leq \sum_{\lambda=1}^{L}\left|p_{\lambda}\right|\left|\varphi_{\lambda}\right|_{R} \leq e^{N+U}
$$

and $1+\sqrt{T} \leq(1 / 2) e^{W / 3}$, we deduce

$$
(1+\sqrt{T})\left(\frac{r}{R}\right)^{T}|F|_{R} \leq \frac{1}{2} e^{W / 3}\left(\frac{R}{r}\right)^{-T} e^{N+U} \leq \frac{1}{2} e^{-V}
$$

Lemma 4.13 provides the conclusion

$$
|F|_{r} \leq e^{-V} .
$$

### 4.6 Direct Proof of Corollary 4.2

We already deduced Corollary 4.2 from Theorem 4.1, but since we did not include a proof of Theorem 4.1, we produce a direct proof of Corollary 4.2. We decompose it into several steps.

Step 1. Introducing the parameters
Assume that the numbers $y_{h j}$ and $e^{x_{i} y_{j}}$ which occur in the conclusion of Corollary 4.2 all belong to a number field $K$. Choose rational integers $T_{0}, T_{1}, S_{0}$ and $S_{1}$, all of which are at least 2 . We shall see that an admissible choice is to take for $S_{1}$ a large, fixed, positive integer, to take $T_{0}=T_{1}\left(=T\right.$, say ) and $S_{0}$ integers which tend to infinity and are related by

$$
S_{0} S_{1}=c_{0} T^{d / n}
$$

where $c_{0}>1$ is a suitable integer which depends only on the $\underline{x}_{i}$ 's and the $\underline{y}_{j}$ 's. All numbers $c_{1}, \ldots, c_{13}$ below are positive real numbers which can be explicitly computed in terms of $\underline{y}_{1}, \ldots, \underline{y}_{n}, \underline{x}_{1}, \ldots, \underline{x}_{d_{1}}$.

Define $L=\left(T_{0}+1\right)^{d_{0}}\left(T_{1}+1\right)^{d_{1}}$, and denote by $\left\{\varphi_{1}, \ldots, \varphi_{L}\right\}$ the set of $L$ functions of $n$ complex variables:

$$
\left\{\underline{z}^{\underline{\tau}} e^{\underline{t x z}} ; 0 \leq \tau_{h} \leq T_{0},\left(1 \leq h \leq d_{0}\right), 0 \leq t_{i} \leq T_{1},\left(1 \leq i \leq d_{1}\right)\right\},
$$

where

$$
\underline{z}^{\underline{\tau}} e^{\underline{t x z}}=z_{1}^{\tau_{1}} \cdots z_{d_{0}}^{\tau_{d_{0}}} \exp \left(\left(t_{1} \underline{x}_{1}+\cdots+t_{d_{1}} \underline{x_{1}}\right) \underline{z}\right) .
$$

We embed $\mathbb{N}^{d_{0}}$ into $\mathbb{N}^{n}$ by $\left(\tau_{1}, \ldots, \tau_{d_{0}}\right) \mapsto\left(\tau_{1}, \ldots, \tau_{n}\right)$ with $\tau_{d_{0}+1}=\cdots=\tau_{n}=0$.
We shall consider the derivatives of these functions at the points $\underline{s} \underline{y}=s_{1} \underline{y}_{1}+\cdots+$ $s_{n} \underline{y}_{n}$ for $\underline{s} \in \mathbb{N}^{n}$ with $0 \leq s_{j}<S_{1}$.

Step 2. A lower bound: Liouville's estimate
The numbers $\mathscr{D}^{\underline{\sigma}}\left(\underline{z}^{\underline{\tau}} e^{t \underline{x} z}\right)(\underline{s} y)$ belong to the number field $K$. In order to use Liouville's inequality, we apply Lemma 4.9 with

$$
\underline{\tau} \in \mathbb{N}^{d_{0}}, \quad|\underline{\tau}| \leq T_{0} ; \quad \underline{t} \in \mathbb{N}^{d_{1}}, \quad|\underline{t}| \leq T_{1} ; \quad \ell_{1}=n, \quad \underline{s} \in \mathbb{N}^{n}, \quad|\underline{s}|<S_{1},
$$

so that the total degree of the polynomial $P_{\underline{\underline{\tau}}}^{(\sigma \underline{t})}$ in Lemma 4.9 is at most

$$
d_{0} T_{0}+\|\underline{\sigma}\|,
$$

and the length of the same polynomial is bounded by

$$
\left(d_{1} T_{1}\right)^{\|\underline{\sigma}\|}\left(n S_{1}+|\underline{\sigma}|\right)^{d_{0} T_{0}} .
$$

It follows that if $F=p_{1} \varphi_{1}+\cdots+p_{L} \varphi_{L}$ is a linear combination of $\varphi_{1}, \ldots, \varphi_{L}$ with integer coefficients $p_{\lambda}$, with $\max _{1 \leq \lambda \leq L}\left|p_{\lambda}\right| \leq e^{N}$ (for some $N>0$ ), and if $\underline{\sigma} \in \mathbb{N}^{n}$ and $\underline{s} \in \mathbb{N}^{n}$ with $|\underline{s}|<S_{1}$ are such that $\mathscr{D}^{\underline{\sigma}} F(\underline{s} \underline{y})$ does not vanish, then

$$
\begin{equation*}
\log \left|\mathscr{D}^{\underline{\sigma}} F(\underline{s} \underline{y})\right| \geq-c_{1}\left(N+\|\underline{\sigma}\| \log T_{1}+T_{0} \log \left(S_{1}+\|\underline{\sigma}\|\right)+T_{1} S_{1}\right) \tag{4.14}
\end{equation*}
$$

where $c_{1} \geq 1$ can be explicitly computed by means of Liouville's inequality (Lemma 2.1 or 3.14).

## Step 3. The auxiliary function

Our goal now is to choose the coefficients $p_{\lambda} \in \mathbb{Z}$ in a suitable way. Since $\underline{x}_{1}, \ldots, \underline{x}_{d_{1}}$ are linearly independent over $\mathbb{Q}$, the functions $z_{1}, \ldots, z_{n}, e^{\underline{x_{1}} z}, \ldots, e^{\underline{x}_{d_{1}} \underline{z}}$ are algebraically independent (see Exercise 2.5), hence the functions $\varphi_{1}, \ldots, \varphi_{L}$ are linearly independent over $\mathbb{C}$.

We introduce a new parameter $E \geq e$ (which we shall choose at the end of the proof). We are going to define four constants $c_{2}, \ldots, c_{5}$, and to check the hypotheses of Proposition 4.10 with

$$
r=c_{2} S_{1}, \quad R=E r, \quad U=V=c_{3} L^{1 / n} \log E, \quad N=c_{4} U,
$$

under the following assumption:

$$
\begin{equation*}
T_{0} \log \left(S_{1} E\right)+T_{1} S_{1} E \leq c_{5} L^{1 / n} \log E . \tag{4.15}
\end{equation*}
$$

We start with the definition of $c_{2}$. We shall need $1+|\underline{s} \underline{y}| \leq r$ for $\underline{s} \in \mathbb{N}^{n}$ with $|\underline{s}|<S_{1}$. We choose

$$
c_{2}=\left|\underline{y}_{1}\right|+\cdots+\left|\underline{y}_{n}\right|+2
$$

(the condition $c_{2} \geq 2$ will be useful). Next consider $c_{4}$ : the quantity $c_{1} N$, which occurs in the lower bound of step 2 , should be smaller than $U$. We take $c_{4}=1 /\left(2 c_{1}\right)$ (since $c_{1} \geq 1$, we have $c_{4}<1$, hence $N<U$ ).

The main assumption in Proposition 4.10 is

$$
(2 W)^{n+1} \leq L N(\log (R / r))^{n} .
$$

Here, $R / r=E, N=c_{4} U, U=c_{3} L^{1 / n} \log E, W \leq 3 U$, hence this condition is satisfied if $6^{n+1} c_{3}^{n} \leq c_{4}$. We define $c_{3}=c_{4}^{1 / n} 6^{-1-(1 / n)}$.

The conditions $W \geq 12 n^{2}$ and $W \geq 6 \log (R / r)$ can now be written $c_{3} L^{1 / n} \log E \geq \max \left\{6 n^{2}, 3 \log E\right\}$, or equivalently

$$
L \geq 3^{n} c_{3}^{-n} \max \left\{1,\left(\frac{2 n^{2}}{\log E}\right)^{n}\right\}
$$

Since $E \geq e$ and $c_{3}^{-n}=6^{n+1} c_{4}^{-1}=2^{n+2} 3^{n+1} c_{1}$, it is sufficient to assume $L \geq$ $6^{2 n+2} n^{2 n} c_{1}$.

Finally, we estimate $\left|\varphi_{\lambda}\right|_{R}$ :

$$
\begin{aligned}
\log \left|\varphi_{\lambda}\right|_{R} & \leq d_{0} T_{0} \log R+\left(\left\|\underline{x}_{1}\right\|+\cdots+\left\|\underline{x}_{d_{1}}\right\|\right) T_{1} R \\
& \leq d_{0} T_{0} \log \left(c_{2} S_{1} E\right)+c_{2}\left(\left\|\underline{x}_{1}\right\|+\cdots+\left\|\underline{x}_{d_{1}}\right\|\right) T_{1} S_{1} E .
\end{aligned}
$$

We use a very crude bound for the number $L$ :

$$
\log L=d_{0} \log \left(T_{0}+1\right)+d_{1} \log \left(T_{1}+1\right) \leq d_{0} T_{0}+d_{1} T_{1} \leq d_{0} T_{0}+c_{2} d_{1} T_{1} S_{1} E
$$

Therefore

$$
\log \sum_{\lambda=1}^{L}\left|\varphi_{\lambda}\right|_{R} \leq d_{0} T_{0} \log \left(e c_{2} S_{1} E\right)+c_{2}\left(d_{1}+\left\|\underline{x}_{1}\right\|+\cdots+\left\|\underline{x}_{d_{1}}\right\|\right) T_{1} S_{1} E .
$$

Since $S_{1} \geq 2, E \geq e$ and $c_{2} \geq 2$, we have $\log \left(e c_{2} S_{1} E\right) \leq c_{2} \log \left(S_{1} E\right)$, and we conclude

$$
\log \sum_{\lambda=1}^{L}\left|\varphi_{\lambda}\right|_{R} \leq c_{6}\left(T_{0} \log \left(S_{1} E\right)+T_{1} S_{1} E\right),
$$

with

$$
c_{6}=c_{2}\left(d_{0}+d_{1}+\left\|\underline{x}_{1}\right\|+\cdots+\left\|\underline{x}_{d_{1}}\right\|\right) .
$$

The condition (4.15) will guarantee $\log \sum_{\lambda=1}^{L}\left|\varphi_{\lambda}\right|_{R} \leq U$ if we take $c_{5}=c_{3} / c_{6}$.
Now $c_{2}, c_{4}, c_{3}, c_{6}, c_{5}$ have been successively defined, and the hypotheses of Proposition 4.10 have been checked. Let $F$ be the function which is constructed in this proposition: $\log |F|_{r} \leq-U$. Since $1+|\underline{s} \underline{y}| \leq r$, we deduce from Cauchy's inequalities $\left|D^{\underline{\sigma}} F(\underline{s} \underline{y})\right| \leq \underline{\sigma}!|F|_{r}$ :

$$
\begin{equation*}
\log \left|D^{\underline{\sigma}} F(\underline{s} \underline{y})\right| \leq-c_{3} L^{1 / n} \log E+\log (\underline{\sigma}!) \tag{4.16}
\end{equation*}
$$

for all $\underline{\sigma} \in \mathbb{N}^{n}$ and $\underline{s} \in \mathbb{N}^{n}$ with $|\underline{s}|<S_{1}$.
Step 4. Lower bound for the order of vanishing of $F$ at $s y$
We compare the upper bound (4.14) with the lower bound (4.16) for the number $\left|D^{\underline{\sigma}} F(\underline{s} \underline{y})\right|$, with $\underline{\sigma} \in \mathbb{N}^{n},|\underline{\sigma}|<S_{0}$, and $\underline{s} \in \mathbb{N}^{n},|\underline{s}|<S_{1}$. These two estimates are not consistent if the parameters satisfy

$$
c_{3} L^{1 / n} \log E>n S_{0} \log S_{0}+c_{1}\left(N+n S_{0} \log T_{1}+T_{0} \log \left(S_{1}+n S_{0}\right)+T_{1} S_{1}\right)
$$

Recall that $2 c_{1} N \leq c_{3} L^{1 / n} \log E$. We impose the following condition ${ }^{11}$ on the parameters (which includes all preceding ones)

$$
\begin{equation*}
L^{1 / n} \log E>c_{7}\left(S_{0} \log \left(S_{0} T_{1}\right)+T_{0} \log \left(S_{0} S_{1} E\right)+T_{1} S_{1} E\right) \tag{4.17}
\end{equation*}
$$

where $c_{7} \geq \max \left\{c_{5}^{-1}, 2 n c_{1} / c_{3}\right\}$. We deduce that for $\underline{\sigma} \in \mathbb{N}^{n}$ with $|\underline{\sigma}|<S_{0}$, the function $\mathscr{D} \underline{\sigma} F$ has a zero at each point $\underline{s} \underline{y}\left(\underline{s} \in \mathbb{N}^{n},|\underline{s}|<S_{1}\right)$.

We shall also choose the parameters so that $\left(S_{0} S_{1}\right)^{n}$ is large compared with $L=\left(T_{0}+1\right)^{d_{0}}\left(T_{1}+1\right)^{d_{1}}$ :

$$
\begin{equation*}
S_{0} S_{1} \geq c_{8} L^{1 / n} \tag{4.18}
\end{equation*}
$$

where $c_{8}$ is a sufficiently large number, namely $c_{8} \geq 1+2 c_{3}$. Hence, at this stage of the proof, we get a system of relations

$$
\left|D^{\underline{\sigma}} F(\underline{s} \underline{y})\right|=0, \quad \text { for } \underline{\sigma} \in \mathbb{N}^{n} \text { with }|\underline{\sigma}|<S_{0} \text { and for } \underline{s} \in \mathbb{N}^{n} \text { with }|\underline{s}|<S_{1},
$$

where the number $L$ of coefficients of the constructed polynomial is smaller than the number of relations. A good zero estimate (which takes care of the derivatives - this will be called a multiplicity estimate) would enable us to conclude the proof right now (without using the Schwarz’ Lemma of § 4.3). Such a result will be proved in Chap. 8. Here, we shall avoid such a multiplicity estimate, but use Proposition 4.7 instead.

[^10]Step 5. Upper bound for the first non-vanishing coefficient
We want to estimate the first non-vanishing coefficient in the Taylor expansion of $F$ at one of the $\underline{s} \underline{y}$. Let $S_{0}^{\prime}$ be the largest integer such that

$$
D^{\underline{\sigma}} F(\underline{s} \underline{y})=0 \quad \text { for all } \underline{s} \in \mathbb{N}^{n} \text { with }|\underline{s}|<S_{1} \text { and all } \underline{\sigma} \in \mathbb{N}^{n} \text { with }|\underline{\sigma}|<S_{0}^{\prime} .
$$

The existence of $S_{0}^{\prime}$ follows from the fact that the function $F$ does not vanish identically, as noticed before. We have already computed the lower bounds $S_{0}^{\prime} \geq S_{0}$. From the definition of $S_{0}^{\prime}$ we deduce that there exist $\underline{\sigma}^{0} \in \mathbb{N}^{n}$ and $\underline{s}^{0} \in \mathbb{N}^{n}$ with

$$
\mathscr{D}^{\underline{\sigma}^{0}} F\left(\underline{s}^{0} \underline{y}\right) \neq 0 \quad \text { and }\left|\underline{\sigma}^{0}\right|=S_{0}^{\prime},\left|\underline{s}^{0}\right|<S_{1}
$$

Since $\underline{y}_{1}, \ldots, \underline{y}_{n}$ is a basis of $\mathbb{C}^{n}$, there exists a positive constant $c_{9}$ such that, for $\underline{w} \in \mathbb{C}^{n}$ with $|\underline{w}|<\left|\underline{y}_{1}\right|+\cdots+\left|\underline{y}_{n}\right|+1$, there exists $\underline{z} \in \mathbb{C}^{n}$ with $\underline{w}=z_{1} \underline{y}_{1}+\cdots+z_{n} \underline{y}_{n}$ and $\left|z_{i}\right| \leq c_{9}$. Now we use Proposition 4.7 for the function $f(\underline{z})=F\left(z_{1} \underline{y}_{1}+\cdots+z_{n} \underline{y}_{n}\right)$, with a new parameter $E^{\prime} \geq E$, and with

$$
\varepsilon_{1}=\cdots=\varepsilon_{n}=\left\{0,1, \ldots, S_{1}-1\right\}, \quad r=c_{9} S_{1}, \quad R=18^{n} E^{\prime} r,
$$

(and also with $S_{0}$ and $E$ replaced by $S_{0}^{\prime}$ and $E^{\prime}$ respectively). We deduce the upper bound

$$
\log |f|_{r} \leq-S_{0}^{\prime} S_{1} \log E^{\prime}+\log |f|_{R}
$$

The same computation as before yields a constant $c_{10}$ such that

$$
\log |f|_{R} \leq N+c_{10}\left(T_{0} \log \left(S_{1} E^{\prime}\right)+T_{1} S_{1} E^{\prime}\right)
$$

On the other hand from the choice of $c_{9}$ and Cauchy's inequalities we deduce

$$
\begin{aligned}
\log \left|\mathscr{D}^{\sigma^{0}} F\left(\underline{s}^{0} \underline{y}\right)\right| & \leq n S_{0}^{\prime} \log S_{0}^{\prime}+\log |f|_{r} \\
& \leq-S_{0}^{\prime} S_{1} \log E^{\prime}+n S_{0}^{\prime} \log S_{0}^{\prime}+N+c_{10}\left(T_{0} \log \left(S_{1} E^{\prime}\right)+T_{1} S_{1} E^{\prime}\right)
\end{aligned}
$$

It is useful to notice that

$$
S_{0}^{\prime} S_{1} \log E^{\prime} \geq S_{0} S_{1} \log E>2 c_{3} L^{1 / n} \log E=2 U>2 N
$$

This enables us to deduce from the previous upper bound:

$$
\log \left|\mathscr{D}^{\sigma^{0}} F\left(\underline{s}^{0} \underline{y}\right)\right| \leq-\frac{1}{2} S_{0}^{\prime} S_{1} \log E^{\prime}+n S_{0}^{\prime} \log S_{0}^{\prime}+c_{10}\left(T_{0} \log \left(S_{1} E^{\prime}\right)+T_{1} S_{1} E^{\prime}\right)
$$

Step 6. Conclusion and choice of parameters
We shall be able to conclude the proof if the lower bound from step 2 does not match with the upper bound from step 5. This means that the parameters should satisfy

$$
\begin{aligned}
\frac{1}{2} S_{0}^{\prime} S_{1} \log E^{\prime}>c_{1}\left(N+n S_{0}^{\prime} \log \right. & T_{1}+ \\
& \left.T_{0} \log \left(S_{1}+n S_{0}^{\prime}\right)+T_{1} S_{1}\right)+ \\
& +n S_{0}^{\prime} \log S_{0}^{\prime}+c_{10}\left(T_{0} \log \left(S_{1} E^{\prime}\right)+T_{1} S_{1} E^{\prime}\right)
\end{aligned}
$$

We already know $S_{0} S_{1} \geq c_{8} L^{1 / n}$ from (4.18). By (4.17), we deduce that each of the two terms $c_{1} N$ and $T_{0} \log S_{1}$ is small compared with $(1 / 2) S_{0}^{\prime} S_{1} \log E^{\prime}$. Therefore it is sufficient to add the following constraint ${ }^{12}$ on the parameters:

$$
\begin{equation*}
S_{0}^{\prime} S_{1} \log E^{\prime}>c_{11}\left(S_{0}^{\prime} \log \left(S_{0}^{\prime} T_{1}\right)+T_{0} \log \left(S_{0}^{\prime} E^{\prime}\right)+T_{1} S_{1} E^{\prime}\right) \tag{4.19}
\end{equation*}
$$

The conditions on the parameters are (4.17), (4.18) and (4.19), with $E^{\prime} \geq E \geq e$, $L=\left(T_{0}+1\right)^{d_{0}}\left(T_{1}+1\right)^{d_{1}}$. In loose terms, that means: each of the numbers

$$
S_{0} \log \left(S_{0} T_{1}\right), \quad T_{0} \log \left(S_{0} S_{1} E\right), \quad T_{1} S_{1} E,
$$

is small compared to $L^{1 / n} \log E$, next each of the numbers

$$
S_{0}^{\prime} \log \left(S_{0}^{\prime} T_{1}\right), \quad T_{0} \log \left(S_{0}^{\prime} E^{\prime}\right), \quad T_{1} S_{1} E^{\prime},
$$

is small compared to $S_{0}^{\prime} S_{1} \log E^{\prime}$, and finally $L^{1 / n}$ is small compared to $S_{0} S_{1}$.
We are free to choose $T_{0}, T_{1}, S_{0}, S_{1}$ and $E$. The number $S_{0}^{\prime}$ cannot be chosen (we just know that it is at least $S_{0}$ ), but we can choose $E^{\prime}$ as a function of $S_{0}^{\prime}$.

Here is an admissible choice for the parameters: we start with a large integer $S_{1}$. How large it should be is easy to state explicitly in terms of $d, n, \underline{x}_{1}, \ldots, \underline{x}_{d_{1}}$, $\underline{y}_{1}, \ldots, \underline{y}_{n}$ and the degree $D$ of the number field $K$. Next we choose an integer $T$ (at the end $\bar{w}^{n}$ get the conclusion by letting $T$ tend to infinity, while $S_{1}$ is fixed) which is a $n$-th power and also a multiple of $S_{1}^{n}$ (both conditions are not important: they just enable us to avoid taking integral parts!). We define

$$
T_{0}=T_{1}=T, \quad S_{0}=\frac{c_{0} T^{d / n}}{S_{1}}, \quad E=S_{0}^{(d-n) / d}, \quad E^{\prime}=S_{0}^{\prime(d-n) / d} .
$$

The left hand side of (4.17) is equivalent to $((d / n)-1) T^{d / n} \log T$, while the right hand side is at $\operatorname{most}\left(c_{12} / S_{1}\right) T^{d / n} \log T$. In the same way the left hand side of (4.19) is $(1-(n / d)) S_{1} S_{0}^{\prime} \log S_{0}^{\prime}$, while the right hand side is at most $c_{13} S_{0}^{\prime} \log S_{0}^{\prime}$.

With this choice of parameters the conditions (4.17) and (4.19) are satisfied, and the proof of Corollary 4.2 is therefore complete.

## Exercises

Exercise 4.1. Prove Theorem 4.1 using the method of § 4.6.

[^11]Exercise 4.2. Deduce Corollary 4.2 from Baker's Theorem 1.6.
Remark. It follows that Corollary 4.1 can be deduced from Corollary 4.2 and Corollary 4.3 together. In particular the special case $d_{0} \leq 1$ of Corollary 4.1 implies the general case.

Hint. Using Theorem 1.5, prove the following statement (compare with Exercise 1.5):
Let $\mathcal{V}$ be a vector subspace of $\mathbb{C}^{m}$ defined by homogeneous linear equations $\sum_{v=1}^{m} z_{v} \ell_{\nu j}=0$ $(1 \leq j \leq \ell)$, with $\ell_{\nu j} \in \mathcal{L}$. If $\mathcal{V} \cap \mathbb{Q}^{m}=0$, then $\mathcal{V} \cap \overline{\mathbb{Q}}^{m}=0$
Deduce that Corollary 4.2 is a consequence of Theorem 1.5 (take $m=d r+1$, where $r$ is the dimension of the $\overline{\mathbb{Q}}$-vector space spanned by $\left.\underline{x}_{1}, \ldots, \underline{x}_{d}\right)$.

## Exercise 4.3.

a) (Blaschke products.) Let $z$ and $\zeta$ be two complex numbers. Define $r=|z|$ and $\varrho=|\zeta|$. Assume $R$ satisfies $r \leq R, \varrho \leq R$ and $r \varrho<R^{2}$. Check

$$
\frac{|r-\varrho|}{R^{2}-r \varrho} \leq\left|\frac{z-\zeta}{R^{2}-z \bar{\zeta}}\right| \leq \frac{r+\varrho}{R^{2}+r \varrho}
$$

b) Let $\zeta \in \mathbb{C}$ and $R>0$ satisfy $|\zeta| \leq R$. Check that the function

$$
z \longmapsto \frac{z-\zeta}{R^{2}-z \bar{\zeta}}
$$

can be continued as an analytic function on an open neighborhood of the closed disc $|z| \leq R$ with

$$
\left|\frac{z-\zeta}{R^{2}-z \bar{\zeta}}\right|=\frac{1}{R} \quad \text { for } \quad|z|=R
$$

Hint. For $|z|=R$ we have $R^{2}-z \bar{\zeta}=z(\bar{z}-\bar{\zeta})$.
c) Let $N, \kappa_{1}, \ldots, \kappa_{N}$ be positive integers and $r, R$ positive real numbers with $r \leq R$. Let $\zeta_{1}, \ldots, \zeta_{N}$ be distinct elements in the disc $|\zeta| \leq R$ and let $f$ be an analytic function in an open neighborhood of the closed disc $|z| \leq R$ which vanishes at each $\zeta_{i}$ with multiplicity $\geq \kappa_{i}$ $(1 \leq i \leq N)$. Check

$$
|f|_{r} \leq|f|_{R} \prod_{i=1}^{N}\left(\frac{R^{2}+r\left|\zeta_{i}\right|}{R\left(r+\left|\zeta_{i}\right|\right)}\right)^{-\kappa_{i}}
$$

d) Prove the following variant of Proposition 4.7.

Let $n, N_{1}, \ldots, N_{n}$ be positive integers and $E, \Theta$ positive real numbers with $E \geq 1$. For $1 \leq i \leq n$, let $r_{i}, \varrho_{i}, R_{i}$ be positive real numbers satisfying

$$
r_{i} \leq R_{i}, \quad \varrho_{i} \leq R_{i} \quad \text { and } \quad \frac{R_{i}^{2}+r_{i} \varrho_{i}}{R_{i}\left(r_{i}+\varrho_{i}\right)} \geq E
$$

and let $\varepsilon_{i}$ be a subset with $N_{i}$ elements of the disc $|z| \leq \varrho_{i}$ of $\mathbb{C}$. Define $\mathcal{E}=\varepsilon_{1} \times \cdots \times \mathcal{E}_{n} \subset \mathbb{C}^{n}$. Let $f$ be a complex function of $n$ variables which is analytic in an open neighborhood of the closed polydisc

$$
\left\{\underline{z} \in \mathbb{C}^{n} ;\left|z_{i}\right| \leq R_{i}(1 \leq i \leq n)\right\}
$$

Assume

$$
D^{\underline{\sigma}} f(\underline{\xi})=0 \quad \text { for any } \underline{\xi} \in \mathcal{E} \text { and any } \underline{\sigma} \in \mathbb{N}^{n} \text { with } \sigma_{1} N_{1}+\cdots+\sigma_{n} N_{n}<\Theta .
$$

Then

$$
|f|_{r} \leq E^{-\Theta}|f|_{R}
$$

Hint. See F. Gramain, Lemmes de Schwarz pour des produits Cartésiens, Publ. Math. St Etienne, to appear.

Exercise 4.4 (Schwarz' Lemma for complete intersections of hyperplanes without multiplicities).

Let $P_{1}, \ldots, P_{n}$ be $n$ polynomials in $\mathbb{C}\left[z_{1}, \ldots, z_{n}\right]$. Assume, for $1 \leq i \leq n$, that $P_{i}$ is a product of polynomials of degree 1 , and define $p_{j}=\operatorname{deg} P_{j}$. Assume that the set

$$
S=\left\{\underline{s} \in \mathbb{C}^{n} ; P_{1}(\underline{s})=\cdots=P_{n}(\underline{s})=0\right\}
$$

has exactly $p_{1} \cdots p_{n}$ elements. Define $p=\min \left\{p_{1}, \ldots, p_{n}\right\}$ and $r=\max \{|\underline{s}| ; \underline{s} \in S\}$. Show that there exists a constant $c>0$, which depends only on $P_{1}, \ldots, P_{n}$, and satisfies the following property: for all $R \geq \max \{1,2 r\}$ and all $f \in \mathcal{A}_{n}$ which vanishes at each point of $S$, there exist $f_{1}, \ldots, f_{n}$ in $\mathscr{A}_{n}$ such that

$$
\left|f_{j}\right|_{R} \leq c\left(\frac{r}{R}\right)^{-p}|f|_{R}, \quad(1 \leq j \leq n)
$$

Deduce the following Schwarz' Lemma for a function $f$ which vanishes on $S$ :

$$
|f|_{r} \leq c^{\prime}\left(\frac{r}{R}\right)^{-p}|f|_{R}
$$

where $c^{\prime}$ depends only on $P_{1}, \ldots, P_{n}$.
Remark. In the case $n=2$, the assumption that $P_{1}$ and $P_{2}$ are products of linear polynomials can be slightly relaxed: one of them is any polynomial, the other is product of polynomials of degree 1 or 2; see [W 1983].

Exercise 4.5. Let $n$ be a positive integer. Show that there exists a positive number $c=c(n)$ with the following property: let $f$ be an entire function in $\mathbb{C}^{n}$ which satisfies $f\left(\mathbb{N}^{n}\right) \subset \mathbb{Z}$ and

$$
\log |f|_{R} \leq c R \quad \text { for all sufficiently large } R
$$

Then $f$ is a polynomial.
Compare with [Gr 1969].
Remark. By Pólya's Theorem (see for instance [F 1982], Chap. 2, § 3, Th. 1.2), an entire function $f$ of a single variable such that

$$
f(\mathbb{N}) \subset \mathbb{Z} \quad \text { and } \quad \limsup _{R \rightarrow \infty} \frac{1}{R} \log |f|_{R}<\log 2
$$

is a polynomial.

Exercise 4.6. Let $R_{1}, \ldots, R_{n}$ be positive real numbers. Denote by $D(0, R)$ the polydisc

$$
\left\{\underline{z} \in \mathbb{C}^{n} ;\left|z_{v}\right| \leq R_{v},(1 \leq v \leq n)\right\} .
$$

Let $F$ be an analytic function in an open neighborhood of this polydisc. Write the Taylor expansion of $F$ at the origin

$$
F(\underline{z})=\sum_{\underline{\tau} \in \mathbb{N}} a_{\underline{\tau}} \underline{z} \underline{\underline{\tau}} .
$$

Let $r_{1}, \ldots, r_{n}$ be positive real numbers with $r_{v} \leq R_{v}(1 \leq v \leq n)$ and let $T_{1}, \ldots, T_{n}$ be positive integers.
a) Assume $a_{\underline{\tau}}=0$ for $0 \leq \tau_{v}<T_{v}(1 \leq v \leq n)$. Check

$$
\sup _{\underline{z} \in D(0, r)}|F(\underline{z})| \leq \sup _{\underline{z} \in D(0, R)}|F(\underline{z})| \max _{1 \leq v \leq n}\left(\frac{R_{v}}{r_{v}}\right)^{-T_{v}} .
$$

b) Check

$$
\sup _{\underline{z} \in D(0, r)}|F(\underline{z})| \leq\left(1+\sqrt{T_{1} \cdots T_{n}}\right) \sup _{\underline{z} \in D(0, R)}|F(\underline{z})| \max _{1 \leq \nu \leq n}\left(\frac{R_{v}}{r_{v}}\right)^{-T_{v}}+\sum_{\substack{0 \leq \tau_{v}<T_{v} \\ 1 \leq v \leq n}}\left|a_{\underline{\tau}}\right| r^{\underline{\tau}}
$$

and also

$$
\sup _{\underline{z} \in D(0, r)}|F(\underline{z})| \leq \sup _{\underline{z} \in D(0, R)}|F(\underline{z})| \max _{1 \leq \nu \leq n}\left(\frac{R_{v}}{r_{v}}\right)^{-T_{v}}+2 \sum_{\substack{0 \leq \tau_{v}<T_{v} \\ 1 \leq v \leq n}}\left|a_{\underline{\tau}}\right| r^{\tau} .
$$

Exercise 4.7. Let $L, n$ be positive integers and $N, U, V, R_{1}, \ldots, R_{n}, r_{1}, \ldots, r_{n}$ be positive real numbers. Define $W=N+U+V$ and assume

$$
W \geq 20 n^{3}, \quad e \leq \frac{R_{v}}{r_{v}} \leq e^{W / 9 n}, \quad(1 \leq v \leq n)
$$

and

$$
3 W^{n+1} \leq L N \prod_{v=1}^{n} \log \frac{R_{v}}{r_{v}}
$$

Let $\varphi_{1}, \ldots, \varphi_{L}$ be entire functions in $\mathbb{C}^{n}$ satisfying

$$
\sum_{\lambda=1}^{L} \sup _{\substack{|z v| \leq R_{V} \\ 1 \leq v \leq n}}\left|\varphi_{\lambda}(\underline{z})\right| \leq e^{U}
$$

Show that there exist rational integers $p_{1}, \ldots, p_{L}$, with

$$
0<\max _{1 \leq \lambda \leq L}\left|p_{\lambda}\right| \leq e^{N}
$$

such that the function $F=p_{1} \varphi_{1}+\cdots+p_{L} \varphi_{L}$ satisfies

$$
|F|_{r} \leq e^{-V}
$$

Exercise 4.8. Let $n_{0}, n_{1}, \ldots, n_{L}, N$ be nonnegative integers, $\zeta_{0}, \ldots, \zeta_{N}$ pairwise distinct complex numbers and $r_{1}, \ldots, r_{L}, R_{1}, \ldots, R_{L}$ positive real numbers satisfying

$$
0=n_{0} \leq n_{1}<n_{2}<\cdots<n_{L}=N
$$

and

$$
R_{\mu} \geq r_{\mu} \geq \max _{0 \leq i \leq n_{\mu}}\left|\zeta_{i}\right| \quad(1 \leq \mu \leq L)
$$

Let $f_{1}, \ldots, f_{L}$ be complex functions of a single variable which are analytic in a neighborhood of the closed disc $|z| \leq \max _{1 \leq \mu \leq L} R_{\mu}$. Define $F=\left(f_{1}, \ldots, f_{L}\right)$. Assume that for $0 \leq v<L$ and $n_{v} \leq i<n_{v+1}$, the $L \times(v+1)$ matrix

$$
\left(F\left(\zeta_{n_{1}}\right), \ldots, F\left(\zeta_{n_{v}}\right), F\left(\zeta_{i}\right)\right)
$$

has rank $\leq v$. Show that the determinant of the $L \times L$ matrix

$$
A=\left(F\left(\zeta_{n_{1}}\right), \ldots, F\left(\zeta_{n_{L}}\right)\right)
$$

has absolute value bounded by

$$
|\operatorname{det} A| \leq L!\left(\prod_{\mu=1}^{L}\left(\frac{R_{\mu}^{2}+r_{\mu}^{2}}{2 R_{\mu} r_{\mu}}\right)^{-n_{\mu}}\right) \max _{\tau \in \mathfrak{G}_{L}} \prod_{\lambda=1}^{L}\left|f_{\lambda}\right|_{R_{\tau(\lambda)}}
$$

where $\mathfrak{S}_{L}$ denotes the symmetric group on $\{1, \ldots, L\}$.

## 5. Zero Estimate, by Damien Roy

In this chapter, we present the zero estimate of P. Philippon [P 1986a] in the context of linear commutative algebraic groups when no order of vanishing is prescribed. This result takes into account the multidegrees of the obstruction subgroup and improves in this way the earlier zero estimates of D. W. Masser [Ma 1981b] and D. W. Masser and G. Wüstholz [MaWü 1981]. A refinement will be given in Chap. 8 when multiplicities are introduced.

### 5.1 The Main Result

Let $K$ be an algebraically closed field of characteristic zero and let $d_{0}, d_{1}$ be nonnegative integers with $d=d_{0}+d_{1}>0$. We denote by $\mathbb{G}_{\mathrm{a}}^{d_{0}} \times \mathbb{G}_{\mathrm{m}}^{d_{1}}$, or more simply by $G$, the group $K^{d_{0}} \times\left(K^{\times}\right)^{d_{1}}$ with its group law written additively.

The basic functions on $G$ are the polynomials in

$$
X_{1}, \ldots, X_{d_{0}}, Y_{1}, \ldots, Y_{d_{1}}, Y_{1}^{-1}, \ldots, Y_{d_{1}}^{-1}
$$

They form a subring

$$
K[G]=K\left[X_{1}, \ldots, X_{d_{0}}, Y_{1}, \ldots, Y_{d_{1}}, Y_{1}^{-1}, \ldots, Y_{d_{1}}^{-1}\right]
$$

of the field $K(\underline{X}, \underline{Y})$ of rational functions in $\underline{X}, \underline{Y}$. Given nonnegative integers $D_{0}, D_{1}, \ldots, D_{d_{1}}$, we say that an element $P$ of $K[G]$ is of multidegree $\leq$ $\left(D_{0}, D_{1}, \ldots, D_{d_{1}}\right)$ if its total degree in $X_{1}, \ldots, X_{d_{0}}$ is $\leq D_{0}$ and if, for $j=1, \ldots, d_{1}$, its degree in $Y_{j}$ and its degree in $Y_{j}^{-1}$ are $\leq D_{j}$.

The object of a zero estimate is to give constraints between the multidegrees of a nonzero element of $K[G]$ vanishing at each point of a given subset of $G$. Here, we use the group structure on $G$ by assuming that this subset has the form

$$
\Sigma[d]=\left\{\sigma_{1}+\cdots+\sigma_{d} ;\left(\sigma_{1}, \ldots, \sigma_{d}\right) \in \Sigma^{d}\right\}
$$

for some positive integer $d$ and some other subset $\Sigma$ of $G$ containing the neutral element $e$ of $G$.

In § 3, we recall the notion of algebraic subgroup $G^{*}$ of $G$ and show that these are products of the form $G^{*}=\mathcal{V} \times \boldsymbol{T}_{\Phi}$ where $\mathcal{V}$ is a subspace of $K^{d_{0}}, \Phi$ is a subgroup of $\mathbb{Z}^{d_{1}}$ and $\boldsymbol{T}_{\Phi}$ is given by

$$
\boldsymbol{T}_{\Phi}=\left\{\left(y_{1}, \ldots, y_{d_{1}}\right) \in\left(K^{\times}\right)^{d_{1}} ; y_{1}^{\varphi_{1}} \cdots y_{d_{1}}^{\varphi_{d_{1}}}=1 \text { for all } \underline{\varphi}=\left(\varphi_{1}, \ldots, \varphi_{d_{1}}\right) \in \Phi\right\} .
$$

We show that the dimension of $G^{*}$ is $d^{*}=d_{0}^{*}+d_{1}^{*}$ where $d_{0}^{*}=\operatorname{dim}(\mathcal{V})$ and $d_{1}^{*}=d_{1}-\operatorname{rank}(\Phi)$, and that $G^{*}$ is connected if and only if $\Phi$ is a direct factor of $\mathbb{Z}^{d_{1}}$. Let $r=\operatorname{rank}(\Phi)$. We also attach to $G^{*}$ the polynomial

$$
\mathscr{H}\left(G^{*} ; D_{0}, D_{1}, \ldots, D_{d_{1}}\right)=\frac{d^{*}!}{d_{0}^{*}!} 2^{d_{1}^{*}} D_{0}^{d_{0}^{*}} \sum\left|\operatorname{det} \mathrm{M}_{i_{1}, \ldots, i_{r}}\right| D_{j_{1}} \cdots D_{j_{d_{1}^{*}}}
$$

which is closely related to an Hilbert function of $G^{*}$. In this expression, the sum extends to all partitions of $\left\{1, \ldots, d_{1}\right\}$ into disjoint subsets $\left\{i_{1}, \ldots, i_{r}\right\}$ and $\left\{j_{1}, \ldots, j_{d_{1}^{*}}\right\}$ with $i_{1}<\ldots<i_{r}$ and $j_{1}<\ldots<j_{d_{1}^{*}}$, and the symbol $\mathrm{M}_{i_{1}, \ldots, i_{r}}$ denotes the $r \times r$ matrix formed by the columns of indices $i_{1}, \ldots, i_{r}$ of a fixed $r \times d_{1}$ matrix M whose rows generate $\Phi$. We also make the convention that the empty matrix has determinant 1 . Thus the sum reduces to $D_{1} \cdots D_{d_{1}}$ when $r=0$. In particular, for the group $G$, we have

$$
\mathscr{H}\left(G ; D_{0}, D_{1}, \ldots, D_{d_{1}}\right)=\frac{d!}{d_{0}!} 2^{d_{1}} D_{0}^{d_{0}} D_{1} \cdots D_{d_{1}}
$$

Our aim is to show:
Theorem 5.1 (P. Philippon). Let $\Sigma$ be a subset of $G$ containing $e$. Assume that, for given integers $D_{0}, D_{1}, \ldots, D_{d_{1}} \geq 0$, there exists a nonzero element $P$ of $K[G]$ of multidegree $\leq\left(D_{0}, D_{1}, \ldots, D_{d_{1}}\right)$ which vanishes on $\Sigma[d]$. Then there exists a connected algebraic subgroup $G^{*}$ of $G$ of dimension $<d$ such that

$$
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \mathscr{H}\left(G^{*} ; D_{0}, D_{1}, \ldots, D_{d_{1}}\right) \leq \mathscr{H}\left(G ; D_{0}, D_{1}, \ldots, D_{d_{1}}\right) .
$$

In the above inequality, the expression $\left(\Sigma+G^{*}\right) / G^{*}$ stands for the image of $\Sigma$ under the canonical map from $G$ to $G / G^{*}$. It consists of all translates of $G^{*}$ of the form $\sigma+G^{*}$ with $\sigma \in \Sigma$. The conclusion of the theorem implies that it is a finite set even though $\Sigma$ may be infinite. The group $G^{*}$ produced by Theorem 5.1 is often called an obstruction subgroup.

Exercise 5.3 provides a partial converse to this result. In the applications where $\Sigma$ often has the form $\Sigma^{\prime}[S]$ for some fixed $\Sigma^{\prime}$ and a large integer $S$, the conclusion of the theorem appears to be optimal up to a constant factor. The example below illustrates this.

### 5.1.1 An Example of Application

Theorem 5.1 will be applied in chapters 6 and 7 with a group $G$ of the form $G=\mathbb{G}_{\mathrm{a}}^{d_{0}} \times \mathbb{G}_{\mathrm{m}}$. Since $\mathbb{Z}$ has only two direct factors, $\{0\}$ and $\mathbb{Z}$, the connected algebraic subgroups $G^{*}$ of such a group $G$ are of the form $G^{*}=\mathcal{V} \times G_{1}^{*}$ where $\mathcal{V}$ is a subspace of $K^{d_{0}}$ and $G_{1}^{*}$ is either $\mathbb{G}_{\mathrm{m}}=K^{\times}$or $\{1\}$. Moreover, if $\mathcal{V}$ has dimension
$n$, then $G^{*}$ has dimension $n+1$ in the first case and dimension $n$ in the second case. For integers $D_{0}, D_{1} \geq 0$, this gives:

$$
\mathscr{H}\left(G^{*} ; D_{0}, D_{1}\right)= \begin{cases}2(n+1) D_{0}^{n} D_{1} & \text { if } G_{1}^{*}=K^{\times} \\ D_{0}^{n} & \text { if } G_{1}^{*}=\{1\} .\end{cases}
$$

The next example provides a simple application of the theorem with the group $G=\mathbb{G}_{\mathrm{a}} \times \mathbb{G}_{\mathrm{m}}$. Another example, with the group $G=\mathbb{G}_{\mathrm{a}}^{2}$, is given in Exercise 5.1.

Example. Let $\beta \in K$ and $\alpha_{1}, \alpha_{2} \in K^{\times}$. Assume that $\beta \notin \mathbb{Q}$ and that $\alpha_{1}, \alpha_{2}$ are multiplicatively independent (i.e. that they generate a subgroup of rank two of $K^{\times}$). Fix a positive integer $S$ and consider the subset $\Sigma$ of the group $G=\mathbb{G}_{\mathrm{a}} \times \mathbb{G}_{\mathrm{m}}$ given by

$$
\Sigma=\left\{\left(s_{1}+s_{2} \beta, \alpha_{1}^{s_{1}} \alpha_{2}^{s_{2}}\right) ; \underline{s}=\left(s_{1}, s_{2}\right) \in \mathbb{Z}^{2},|\underline{s}| \leq S\right\} .
$$

Suppose that, for some positive integers $D_{0}, D_{1}$, there exists a nonzero polynomial $P \in K[G]=K\left[X, Y, Y^{-1}\right]$ of bidegree $\leq\left(D_{0}, D_{1}\right)$ which vanishes at each point of

$$
\Sigma[2]=\left\{\left(s_{1}+s_{2} \beta, \alpha_{1}^{s_{1}} \alpha_{2}^{s_{2}}\right) ; \underline{s}=\left(s_{1}, s_{2}\right) \in \mathbb{Z}^{2},|\underline{s}| \leq 2 S\right\} .
$$

Then, according to Theorem 5.1, there exists a connected algebraic subgroup $G^{*}$ of $G$ of dimension $<2$ such that

$$
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \mathscr{H}\left(G^{*} ; D_{0}, D_{1}\right) \leq 4 D_{0} D_{1} .
$$

There are only three possibilities for $G^{*}$. If $G^{*}$ has dimension 0 , it is reduced to the neutral element $\{e\}$ of $G$, where $e=(0,1)$. If $G^{*}$ has dimension 1 , it is either $K \times\{1\}$ or $\{0\} \times K^{\times}$. In all cases, the set $\left(\Sigma+G^{*}\right) / G^{*}$ has cardinality $(2 S+1)^{2}$. This follows from our assumptions that $\beta \notin \mathbb{Q}$ and that $\alpha_{1}, \alpha_{2}$ are multiplicatively independent. Moreover, the quantity $\mathscr{H}\left(G^{*} ; D_{0}, D_{1}\right)$ is 1 in the first case, $D_{0}$ in the second and $2 D_{1}$ in the third. Since $D_{0}$ and $D_{1}$ are assumed to be positive, we deduce that, in all cases, we must have:

$$
D_{0} D_{1} \geq \frac{1}{4}(2 S+1)^{2} .
$$

One appreciates this result by observing that conversely, for any pair of positive integers $D_{0}, D_{1}$ with $D_{0} D_{1} \geq 2(2 S+1)^{2}$, there exists a nonzero polynomial $P \in K[G]$ of bidegree $\leq\left(D_{0}, D_{1}\right)$ which vanishes at each point of $\Sigma[2]$. To see why this is true, denote by $E$ the subspace of $K[G]$ consisting of polynomials of bidegree $\leq\left(D_{0}, D_{1}\right)$, denote by $F$ the vector space of $K$-valued functions on the set $\Sigma[2]$, and consider the linear map $\varphi: E \rightarrow F$ which sends a polynomial $P \in E$ to the $K$-valued function on $\Sigma[2]$ induced by $P$. Since $E$ has dimension $\left(D_{0}+1\right)\left(2 D_{1}+1\right)>2 D_{0} D_{1}$ while $F$ has dimension $(4 S+1)^{2}<4(2 S+1)^{2}$, the map $\varphi$ cannot be injective when $D_{0} D_{1} \geq 2(2 S+1)^{2}$, and then, its kernel contains a nonzero element.

### 5.2 Some Algebraic Geometry

As above, $K$ denotes an algebraically closed field of characteristic zero. We also fix a positive integer $n$.

### 5.2.1 Algebraic Subsets of $\boldsymbol{K}^{\boldsymbol{n}}$

An algebraic subset of $K^{n}$ is a subset of $K^{n}$ which is the set of common zeros of a family of polynomials in $K\left[X_{1}, \ldots, X_{n}\right]$.

From this definition, it follows that the intersection of a family of algebraic subsets of $K^{n}$ is again an algebraic subset of $K^{n}$ and that a finite union of algebraic subsets of $K^{n}$ is also an algebraic subset of $K^{n}$.

An algebraic subset of $K^{n}$ is called irreducible if it is not empty and cannot be written as the union of two algebraic subsets of $K^{n}$ properly contained in it. An irreducible algebraic subset of $K^{n}$ is also called an algebraic subvariety of $K^{n}$ or simply a subvariety of $K^{n}$. Thus, if an algebraic subvariety of $K^{n}$ is contained in a finite union of algebraic subsets of $K^{n}$, then it is contained in one of them. The space $K^{n}$ and the points of $K^{n}$ are examples of subvarieties of $K^{n}$, but the empty set is excluded. One can show that each algebraic subset $V$ of $K^{n}$ is a finite (possibly empty) union of subvarieties $V_{1}, \ldots, V_{s}$ of $K^{n}$ :

$$
V=V_{1} \cup \cdots \cup V_{s} .
$$

In this decomposition of $V$, one can impose the condition $V_{i} \nsubseteq V_{j}$ for $i \neq j$. In this case the subvarieties $V_{i}$ are uniquely determined: they are the maximal subvarieties of $K^{n}$ contained in $V$, and they are called the irreducible components of $V$.

An algebraic subset of $K^{n}$ is said to be connected if it cannot be written as the union of two disjoint non empty algebraic sets. Thus, an irreducible algebraic set is always connected but the converse is false.

The dimension of an algebraic subvariety $V$ of $K^{n}$ is the largest integer $d$ for which there exists a strictly increasing chain

$$
V_{0} \subset V_{1} \subset \ldots \subset V_{d}=V
$$

of subvarieties of $K^{n}$ ending with $V$. It can be shown that this integer always exists and is $\leq n$. In fact, any chain like the above can be refined to a maximal one by inserting subvarieties before $V_{0}$ or between two consecutive ones until this becomes impossible without introducing repetitions, and the number of subvarieties in any such maximal chain ending with $V$ is $d+1$ where $d$ is the dimension of $V$. It follows from the definition that if $V_{1} \subset V_{2}$ are two distinct subvarieties of $K^{n}$, then $\operatorname{dim}\left(V_{1}\right)<\operatorname{dim}\left(V_{2}\right)$. The dimension of a point is 0 , and for $K^{n}$ it is $n$.

The dimension of a nonempty algebraic subset of $K^{d}$ is defined as the maximum of the dimensions of its irreducible components. Thus, if $V, V^{\prime}$ are two non empty algebraic subsets of $K^{n}$ with $V^{\prime} \subseteq V$, then we have $\operatorname{dim}\left(V^{\prime}\right) \leq \operatorname{dim}(V)$, with equality if and only if $V$ and $V^{\prime}$ have a common irreducible component of dimension $\operatorname{dim}(V)$.

This follows from the fact that each irreducible component of $V^{\prime}$ is contained in one of $V$. In particular, an algebraic subset $V$ of $K^{n}$ of dimensiond contains only finitely many subvarieties of $K^{n}$ of dimension d.

An algebraic subset of $K^{n}$ is said to be equidimensional if all its irreducible components have the same dimension.

### 5.2.2 Hilbert-Samuel Polynomial

Let $V$ be a nonempty algebraic subset of $K^{n}$ and let $K[V]$ be the set of all maps from $V$ to $K$ induced by polynomials in $K\left[X_{1}, \ldots, X_{n}\right]$. Then $K[V]$ is a subring of the ring of all functions from $V$ to $K$ and the restriction map

$$
\operatorname{res}_{V}: K[\underline{X}] \longrightarrow K[V]
$$

is a surjective homomorphism of rings. Its kernel is thus an ideal of $K[\underline{X}]$. It consists of all polynomials of $K[\underline{X}]$ vanishing identically on $V$. It is called the ideal of $V$ and denoted $I(V)$. The above map therefore induces an isomorphism of rings

$$
K[\underline{X}] / I(V) \simeq K[V] .
$$

Observe that if $V_{1}$ and $V_{2}$ are two algebraic subsets of $K^{n}$, then we have $V_{1} \subseteq V_{2}$ if and only if $I\left(V_{2}\right) \subseteq I\left(V_{1}\right)$. This follows from the fact that $V_{i}$ is the set of common zeros of the elements of $I\left(V_{i}\right)$. In particular, $V_{1}$ and $V_{2}$ are equal if and only if $I\left(V_{1}\right)=I\left(V_{2}\right)$. Another property that we will need is that an algebraic subset $V$ of $K^{n}$ is irreducible if and only if $I(V)$ is a prime ideal of $K[\underline{X}]$.

For each integer $D \geq 0$, we denote by $K[\underline{X}]_{\leq D}$ the vector space over $K$ consisting of all polynomials in $X_{1}, \ldots, X_{n}$ of total degree $\leq D$. The Hilbert function of an algebraic subset $V \neq \emptyset$ of $K^{n}$ is the map $H(V ;-): \mathbb{N} \rightarrow \mathbb{N}$ given by

$$
H(V ; D)=\operatorname{dim}_{K}\left(\operatorname{res}_{V} K[\underline{X}]_{\leq D}\right)
$$

for each integer $D \in \mathbb{N}$. This is also given by

$$
H(V ; D)=\operatorname{dim}_{K}\left(\left(K[\underline{X}]_{\leq D}+I\right) / I\right)
$$

where $I=I(V)$ is the ideal of $V$. This function carries many information about $V$. First of all, it can be shown that for all sufficiently large $D \in \mathbb{N}$, its value at $D$ is given by a polynomial in $D$ whose degree is the dimension of $V$ :

$$
H(V ; D)=\sum_{i=0}^{d} a_{i} D^{i} \quad \text { with } \quad d=\operatorname{dim}(V)
$$

This polynomial is called the Hilbert-Samuel polynomial of $V$. It can be shown that all its coefficients are rational numbers and that $d$ ! is a common denominator for them. In particular, the product $d!a_{d}$ is a positive integer. It is called the degree of $V$ and denoted $\operatorname{deg}(V)$. Geometrically, the intersection of $V$ with a linear affine subvariety $L$ of $K^{n}$ of dimension $n-d$ is in general finite and its cardinality is equal
to $\operatorname{deg}(V)$. In fact, when $V \cap L$ is finite, its cardinality is at most equal to $\operatorname{deg}(V)$. A reference for this is, for example, § 12, Chap. VII of [ZSa 1958], or § 7, Chap. I of [Har 1977].
Example. For $V=K^{n}$, we have

$$
\begin{aligned}
H\left(K^{n} ; D\right) & =\operatorname{dim}_{K}\left(K[\underline{X}]_{\leq D}\right) \\
& =\binom{D+n}{n} \\
& =\frac{1}{n!} D^{n}+\cdots,
\end{aligned}
$$

hence the degree of $K^{n}$ is 1 .

### 5.2.3 Multihomogeneous Hilbert-Samuel Polynomial

One can get more information about a nonempty algebraic set $V$ of $K^{n}$ by partitioning the set of variables $\underline{X}=\left(X_{1}, \ldots, X_{n}\right)$ into subsets

$$
\underline{X}^{(1)}=\left(X_{1}^{(1)}, \ldots, X_{n_{1}}^{(1)}\right), \ldots, \underline{X}^{(k)}=\left(X_{1}^{(k)}, \ldots, X_{n_{k}}^{(k)}\right)
$$

with $n_{1}+\ldots+n_{k}=n$ and by considering the function $H(V ;-): \mathbb{N}^{k} \rightarrow \mathbb{N}$ given for any $\underline{D}=\left(D_{1}, \ldots, D_{k}\right) \in \mathbb{N}^{k}$ by

$$
H(V ; \underline{D})=\operatorname{dim}_{K}\left(\operatorname{res}_{V} K\left[\underline{X}^{(1)}, \ldots, \underline{X}^{(k)}\right]_{\leq \underline{D}}\right)
$$

where $K\left[\underline{X}^{(1)}, \ldots, \underline{X}^{(k)}\right]_{\leq \underline{D}}$ denotes the $K$-vector space of all polynomials in the ring $K\left[\underline{X}^{(1)}, \ldots, \underline{X}^{(k)}\right]$ which have total degree $\leq D_{i}$ in each set of variables $\underline{X}^{(i)}$. An element of $K\left[\underline{X}^{(1)}, \ldots, \underline{X}^{(k)}\right]_{\underline{D}}$ is said to be a polynomial of multidegree $\leq\left(D_{1}, \ldots, D_{k}\right)$ with respect to the sets of variables $\underline{X}^{(1)}, \ldots, \underline{X}^{(k)}$ and the function $H(V ; \underline{D})$ so defined is called a multihomogeneous Hilbert function of $V$. This function is also given by

$$
H(V ; \underline{D})=\operatorname{dim}_{K}\left(\left(K\left[\underline{X}^{(1)}, \ldots, \underline{X}^{(k)}\right]_{\leq \underline{D}}+I\right) / I\right)
$$

where $I=I(V)$ denotes the ideal of $V$. As before it can be shown that for all sufficiently large integers $D_{1}, \ldots, D_{k}$, its value at the point $\underline{D}$ is given by a polynomial in $D_{1}, \ldots, D_{k}$ of total degree equal to the dimension of $V$

$$
H(V ; \underline{D})=\sum_{\mid \underline{|i| \leq d}} a_{i} \underline{D^{i}} \quad \text { with } \quad d=\operatorname{dim}(V) .
$$

This polynomial is called the Hilbert-Samuel multihomogeneous polynomial of $V$ corresponding to our partition of $\underline{X}$. The reason why it is said "multihomogeneous" is that if we add to each set $\underline{X}^{(i)}$ a new variable $X_{0}^{(i)}$ to create a new set $\underline{\widetilde{X}}^{(i)}=$ $\left(X_{0}^{(i)}, X_{1}^{(i)}, \ldots, X_{n_{i}}^{(i)}\right)$, and if we consider the ideal $\tilde{I}$ of $K\left[\underline{\widetilde{X}}^{(1)}, \ldots, \underline{\widetilde{X}}^{(k)}\right]$ generated by all polynomials which are separately homogeneous in each set of variables $\underline{\widetilde{X}}^{(i)}$ and
whose image under the specializations $X_{0}^{(1)} \rightarrow 1, \ldots, X_{0}^{(k)} \rightarrow 1$ fall into $I(V)$, then $H(V ; \underline{D})$ becomes the dimension over $K$ of the quotient $\left(K\left[\underline{\widetilde{X}}^{(1)}, \ldots, \underline{\widetilde{X}}^{(k)}\right]_{\underline{D}}+\widetilde{I}\right) / \widetilde{I}$ where $K\left[\underline{\widetilde{X}}^{(1)}, \ldots, \underline{\widetilde{X}}^{(k)}\right]_{\underline{D}}$ stands for the space consisting of 0 and of all polynomials which are separately homogeneous of degree $D_{i}$ in each set of variables $\underline{\widetilde{X}}^{(i)}$.

We denote by

$$
\mathscr{H}(V ; \underline{D})=d!\sum_{|\underline{i}|=d} a_{\underline{i}} \underline{D^{i}}
$$

the product by $d$ ! of the homogeneous part of degree $d=\operatorname{dim}(V)$ of this polynomial. It can be proven that the coefficients of $\mathscr{H}(V ; \underline{D})$ are integral and nonnegative. More generally, the numbers

$$
c_{\underline{i}}=i_{1}!\cdots i_{k}!a_{\underline{i}} \quad(\text { with }|\underline{i}|=d)
$$

are also integral. They are called the multidegrees of $V$.
To present the geometric interpretation of these numbers, fix a $k$-tuple $\underline{i}=$ $\left(i_{1}, \ldots, i_{k}\right) \in \mathbb{N}^{k}$ with $|\underline{i}|=d$. If one index $i_{j}$ is $>n_{j}$, then $c_{i}=0$. Otherwise, choose a linear affine subvariety $L$ of $K^{n}$ of dimension $d$ defined by $\bar{i}_{j}$ inhomogeneous linear forms in $\underline{X}^{(j)}$ for $j=1, \ldots, k$. Then, in general, $L$ will meet $V$ in a finite set of points of cardinality equal to $c_{\underline{i}}$. In fact, if $V \cap L$ is finite, its cardinality is $\leq c_{\underline{i}}$. A reference for this is [Vd 1928].
Example. For $V=K^{n}$, we have

$$
\begin{aligned}
H\left(K^{n} ; \underline{D}\right) & =\operatorname{dim}_{K}\left(K\left[\underline{X}^{(1)}, \ldots, \underline{X}^{(k)}\right]_{\leq \underline{D}}\right) \\
& =\binom{D_{1}+n_{1}}{n_{1}} \cdots\binom{D_{k}+n_{k}}{n_{k}} \\
& =\frac{1}{n_{1}!} \cdots \frac{1}{n_{k}!} D_{1}^{n_{1}} \cdots D_{k}^{n_{k}}+\cdots,
\end{aligned}
$$

hence

$$
\mathscr{H}\left(K^{n} ; \underline{D}\right)=\frac{n!}{n_{1}!\cdots n_{k}!} D_{1}^{n_{1}} \cdots D_{k}^{n_{k}} .
$$

We state without proof the following important fact (see Theorem 8 of [Vd 1928], or Exercises 8.4 and 8.5 in Chap. 8):

Proposition 5.2*. If $V$ is an algebraic subset of $K^{n}$ of dimension $d$ and if $V_{1}, \ldots, V_{r}$ are its irreducible components of dimension $d$, then

$$
\mathscr{H}(V ; \underline{D})=\sum_{i=1}^{r} \mathscr{H}\left(V_{i} ; \underline{D}\right) .
$$

### 5.2.4 Philippon's Upper Bound

The following result is a special case of P. Philippon's general upper bound for the function $\mathscr{H}$ (Proposition 3.3 of [P 1986a]); it plays a central role in the proof of zero estimates:

Theorem 5.3. Let $U$ be an equidimensional algebraic subset of $K^{n}$ and let $V$ be the set of common zeros in $U$ of a family $\mathcal{F}$ of polynomials of multidegree $\leq \underline{D}$. Assume that $V$ is not empty. Then, we have

$$
\mathscr{H}(V ; \underline{D}) \leq \mathscr{H}(U ; \underline{D}) .
$$

For the proof, we will need the following lemma:
Lemma 5.4. Let $W$ be an algebraic subvariety of $K^{n}$ of dimension $d \geq 1$ and let $Z$ be the set of zeros in $K^{n}$ of a polynomial $P$ of multidegree $\leq \underline{D}$. Assume that $W \cap Z$ is not empty and distinct from $W$. Then, $W \cap Z$ is an equidimensional algebraic subset of $K^{n}$ of dimension $d-1$, and we have

$$
\mathscr{H}(W \cap Z ; \underline{D}) \leq \mathscr{H}(W ; \underline{D}) .
$$

Proof. The fact that $W \cap Z$ is equidimensional of dimension $d-1$ follows from Theorem 1.11A and Exercise 1.8 in Chap. I of [Har 1977]. The inequality involving the function $\mathscr{H}$ follows from Lemma 3.1 of [P 1986a]. It is however simple to give a direct proof of this inequality. For any $k$-tuple of integers $\underline{T}=\left(T_{1}, \ldots, T_{k}\right) \in \mathbb{N}^{k}$, the restriction map

$$
\operatorname{res}_{W}\left(K[\underline{X}]_{\leq \underline{T}+\underline{D}}\right) \longrightarrow \operatorname{res}_{Z \cap W}\left(K[\underline{X}]_{\leq \underline{T}+\underline{D}}\right)
$$

is linear, surjective and, since $P$ vanishes identically on $Z$, its kernel contains the image of res ${ }_{W}\left(K[\underline{X}]_{\leq \underline{T}}\right)$ under multiplication by $P$. Moreover, the multiplication by $P$ is injective on $K[W]=\operatorname{res}_{W}(K[\underline{X}])$ because $W$ is irreducible and not contained in $Z$. Comparing dimensions, this implies

$$
\begin{aligned}
H(Z \cap W ; \underline{T}+\underline{D}) & =\operatorname{dim}_{K}\left(\operatorname{res}_{z \cap W}\left(K[\underline{X}]_{\leq \underline{T}+\underline{D}}\right)\right) \\
& \leq \operatorname{dim}_{K}\left(\operatorname{res}_{W}\left(K[\underline{X}]_{\leq \underline{T}+\underline{D}}\right)\right)-\operatorname{dim}_{K}\left(\operatorname{res}_{W}\left(K[\underline{X}]_{\leq \underline{T}}\right)\right) \\
& =H(W ; \underline{T}+\underline{D})-H(W ; \underline{T}) .
\end{aligned}
$$

Now, fix a point $\underline{C}=\left(C_{1}, \ldots, C_{k}\right) \in \mathbb{N}^{k}$ and, for each integer $t \geq 0$, define

$$
p(t)=H(W ; \underline{C}+t \underline{D}) \quad \text { and } \quad q(t)=H(Z \cap W ; \underline{C}+t \underline{D}) .
$$

Then, assuming that $\underline{C}$ has sufficiently large positive coordinates, the integers $p(t)$ and $q(t)$ are given by polynomials in $t$ of degree $d$ and $d-1$ respectively and the preceding observation applied with $\underline{T}=\underline{C}+(t-1) \underline{D}$ gives

$$
q(t) \leq p(t)-p(t-1) .
$$

Moreover, the definition of the function $\mathscr{H}$ implies that

$$
\mathscr{H}(W ; \underline{D})=d!\lim _{t \rightarrow \infty} \frac{p(t)}{t^{d}} \quad \text { and } \quad \mathscr{H}(Z \cap W ; \underline{D})=(d-1)!\lim _{t \rightarrow \infty} \frac{q(t)}{t^{d-1}} .
$$

Combining these formulas with the above upper bound for $q(t)$ gives finally

$$
\mathscr{H}(Z \cap W ; \underline{D}) \leq(d-1)!\lim _{t \rightarrow \infty} \frac{p(t)-p(t-1)}{t^{d-1}}=\mathscr{H}(W ; \underline{D}) .
$$

Proof of Theorem 5.3. Let $d=\operatorname{dim}(U)$ and $r=d-\operatorname{dim}(V)$. By induction on the integer $i=0, \ldots, r$, we shall construct an equidimensional algebraic subset $V_{i} \subseteq U$ of dimension $d-i$ which contains $V$ and satisfies

$$
\begin{equation*}
\mathscr{H}\left(V_{i} ; \underline{D}\right) \leq \mathscr{H}(U ; \underline{D}) . \tag{5.5}
\end{equation*}
$$

For $i=0$, we set $V_{0}=U$. Assume that $V_{i}$ is constructed for an integer $i \geq 0$ with $i<r$, and let $W_{1}, \ldots, W_{s}$ be its irreducible components. We have

$$
V \subseteq W_{1} \cup \cdots \cup W_{s}
$$

Since $\operatorname{dim}\left(W_{j}\right)=d-i>\operatorname{dim}(V)$, there exists for each $j$ a polynomial $P_{j}$ in the family $\mathcal{F}$ which does not vanish everywhere on $W_{j}$; let $Z_{j}$ be the set of zeros of $P_{j}$ in $K^{n}$. We define

$$
V_{i+1}=\left(W_{1} \cap Z_{1}\right) \cup \cdots \cup\left(W_{s} \cap Z_{s}\right) .
$$

By construction, $V_{i+1}$ contains $V$, therefore $V_{i+1} \neq \emptyset$. Without loss of generality, we may assume that there exists an integer $t \geq 1$ such that $W_{j} \cap Z_{j} \neq \emptyset$ for $j=1, \ldots, t$, and $W_{j} \cap Z_{j}=\emptyset$ for $j>t$. Then, Lemma 5.4 shows that $W_{j} \cap Z_{j}$ is an equidimensional algebraic subset of $K^{n}$ of dimension $d-i-1$ for $j=1, \ldots, t$. Therefore, $V_{i+1}$ is also equidimensional of dimension $d-i-1$ and its irreducible components are the union of those of $W_{j} \cap Z_{j}$ for $j=1, \ldots, t$. By virtue of Proposition 5.2, this gives

$$
\mathscr{H}\left(V_{i+1} ; \underline{D}\right) \leq \sum_{j=1}^{t} \mathscr{H}\left(W_{j} \cap Z_{j} ; \underline{D}\right) .
$$

Since each $P_{j}$ is of multidegree $\leq \underline{D}$, we also have, by Lemma 5.4,

$$
\sum_{j=1}^{t} \mathscr{H}\left(W_{j} \cap Z_{j} ; \underline{D}\right) \leq \sum_{j=1}^{t} \mathscr{H}\left(W_{j} ; \underline{D}\right) .
$$

Since $W_{1}, \ldots, W_{t}$ are among the irreducible components of $V_{i}$ of dimension $d-i$, Proposition 5.2 gives

$$
\sum_{j=1}^{t} \mathscr{H}\left(W_{j} ; \underline{D}\right) \leq \mathscr{H}\left(V_{i} ; \underline{D}\right)
$$

Combining these inequalities with (5.5), we get $\mathscr{H}\left(V_{i+1} ; \underline{D}\right) \leq \mathscr{H}(U ; \underline{D})$ as required. This shows the existence of $V_{0}, \ldots, V_{r}$. Since $V$ and $V_{r}$ have the same dimension $d-r$, the inclusion $V \subseteq V_{r}$ implies that the irreducible components of $V$ of dimension $d-r$ are among those of $V_{r}$; therefore applying Proposition 5.2 and using the relation (5.5) with $i=r$, we get

$$
\mathscr{H}(V ; \underline{D}) \leq \mathscr{H}\left(V_{r} ; \underline{D}\right) \leq \mathscr{H}(U ; \underline{D}) .
$$

The proof is complete.

### 5.3 The Group $G$ and its Algebraic Subgroups

An affine algebraic group is an algebraic subset $U$ of $K^{n}$ which also has a group structure with the group law $(\underline{x}, \underline{y}) \mapsto \underline{x} \cdot \underline{y}$ and the map $\underline{x} \mapsto \underline{x}^{-1}$ given by polynomials:

$$
\underline{x} \cdot \underline{y}=\left(P_{1}(\underline{x}, \underline{y}), \ldots, P_{n}(\underline{x}, \underline{y})\right) \quad \underline{x}^{-1}=\left(Q_{1}(\underline{x}), \ldots, Q_{n}(\underline{x})\right)
$$

with $P_{1}, \ldots, P_{n} \in K[\underline{X}, \underline{Y}]$ and $Q_{1}, \ldots, Q_{n} \in K[\underline{X}]$. An algebraic subgroup of $U$ is a subgroup of $U$ which, as a set, is also an algebraic subset of $K^{n}$. When $U$ is a commutative group, it is common to denote the group law by + and the inverse of an element $g$ by $-g$.

Let $d_{0}, d_{1} \geq 0$ be integers not both zero, and let $G$ be the product $K^{d_{0}} \times\left(K^{\times}\right)^{d_{1}}$ of $d_{0}$ copies of the additive group of $K$ with $d_{1}$ copies of the multiplicative group $K^{\times}$of all nonzero elements of $K$. Then, $G$ is a commutative group for the product structure. Its group law written additively is given by

$$
(\underline{x}, \underline{y})+\left(\underline{x}^{\prime}, \underline{y}^{\prime}\right)=\left(x_{1}+x_{1}^{\prime}, \ldots, x_{d_{0}}+x_{d_{0}}^{\prime}, y_{1} y_{1}^{\prime}, \ldots, y_{d_{1}} y_{d_{1}}^{\prime}\right) .
$$

However, $G$ is not an affine algebraic group in our sense because it is not an algebraic subset of $K^{d_{0}} \times K^{d_{1}}$ and the map $g \mapsto-g$ is not given by polynomials.

To correct this situation, we put $n=d_{0}+2 d_{1}$ and consider the algebraic subset $U$ of $K^{n}$ given by

$$
U=\left\{(\underline{x}, \underline{y}, \underline{z}) \in K^{d_{0}} \times K^{d_{1}} \times K^{d_{1}} ; y_{1} z_{1}=\cdots=y_{d_{1}} z_{d_{1}}=1\right\} .
$$

This is a subgroup of $K^{d_{0}} \times\left(K^{\times}\right)^{2 d_{1}}$ and since the inverse of an element $(\underline{x}, \underline{y}, \underline{z})$ of $U$ is given by $(-\underline{x}, \underline{z}, \underline{y})$, we see that $U$ is an affine algebraic group. Moreover, the projection map $\pi$ from $K^{d_{0}} \times K^{d_{1}} \times K^{d_{1}}$ to $K^{d_{0}} \times K^{d_{1}}$ which sends a point $(\underline{x}, y, \underline{z})$ to $(\underline{x}, \underline{y})$ induces a group isomorphism $\pi: U \rightarrow G$. We will use it to carry on $\bar{G}$ the structures that apply to $U$.
(i) A polynomial map or simply a polynomial on $G$ will be a map $f: G \rightarrow K$ such that $f \circ \pi: U \rightarrow K$ is induced by a polynomial on $K^{n}$. These maps form a ring which we will denote $K[G]$. Since for all $(\underline{x}, \underline{y}, \underline{z}) \in U$ we have $z_{i}=y_{i}^{-1}$ ( $i=1, \ldots, d_{1}$ ), this ring is simply the ring of all maps from $G$ to $K$ induced by
polynomials in $X_{1}, \ldots, X_{d_{0}}, Y_{1}, \ldots, Y_{d_{1}}, Y_{1}^{-1}, \ldots, Y_{d_{1}}^{-1}$. Thus $K[G]$ is isomorphic to $K\left[\underline{X}, \underline{Y}^{ \pm 1}\right]$ and we will identify both rings.
(ii) An algebraic subset of $G$ will be a subset $E$ of $G$ such that $\pi^{-1}(E)$ is an algebraic subset of $K^{n}$. By virtue of (i), an algebraic subset of $G$ is therefore the set of common zeros in $G$ of a family of polynomials in $K[G]=K\left[\underline{X}, \underline{Y}^{ \pm 1}\right]$. When $E \neq \emptyset$, we will denote by $K[E]$ the ring of all maps from $E$ to $K$ induced by elements of $K[G]$. It is isomorphic to $K[G] / I$ where $I$ is the ideal of all elements of $K[G]$ vanishing identically on $E$. This ideal $I$ will be called the ideal of $E$, and denoted $I(E)$.

A subgroup $E$ of $G$ will be said to be algebraic if it is an algebraic subset of $G$. For example, for each vector subspace $\mathcal{V}$ of $K^{d_{0}}$ and each subgroup $\Phi$ of $\mathbb{Z}^{d_{1}}$, the set $\mathcal{V} \times \boldsymbol{T}_{\Phi}$ is an algebraic subgroup of $G$ because it is defined by linear equations in $\underline{X}$ and by the equations $\underline{Y}^{\underline{\varphi}}-1=0$ with $\varphi \in \Phi$ (see the definition of $\boldsymbol{T}_{\Phi}$ at the beginning of the chapter). We will show that each algebraic subgroup of $G$ is of this form.
(iii) Let $D_{0} \in \mathbb{N}$ and $\underline{D}=\left(D_{1}, \ldots, D_{d_{1}}\right) \in \mathbb{N}^{d_{1}}$. We introduce new variables $\underline{Z}=\left(Z_{1}, \ldots, Z_{d_{1}}\right)$ and say that a polynomial $Q \in K[\underline{X}, \underline{Y}, \underline{Z}]$ has multidegree $\leq\left(D_{0}, \underline{D}\right)$ if its total degree in $\underline{X}$ is $\leq D_{0}$ and if, for $j=1, \ldots, d_{1}$, its total degree in $Y_{j}$ and $Z_{j}$ is $\leq D_{j}$. Then, in accordance with $\S 5.1$, a polynomial $P \in K[G]=k\left[\underline{X}, \underline{Y}^{ \pm 1}\right]$ has multidegree $\leq\left(D_{0}, \underline{D}\right)$ if there exists $Q \in K[\underline{X}, \underline{Y}, \underline{Z}]$ of multidegree $\leq\left(D_{0}, \underline{D}\right)$ such that

$$
P=Q\left(X_{1}, \ldots, X_{d_{0}}, Y_{1}, \ldots, Y_{d_{1}}, Y_{1}^{-1}, \ldots, Y_{d_{1}}^{-1}\right)
$$

Given an algebraic subset $E \neq \emptyset$ of $G$, we define its Hilbert function $H\left(E ; D_{0}, \underline{D}\right)$ in two equivalent ways either as $H\left(\pi^{-1}(E) ; D_{0}, \underline{D}\right)$ or as the dimension over $K$ of the space of maps $f: E \rightarrow K$ induced by elements of $K[G]$ of multidegree $\leq\left(D_{0}, \underline{D}\right)$. We also define the dimension of $E$ as the dimension of $\pi^{-1}(E)$. When this dimension is $m$, we define $\mathscr{H}\left(E ; D_{0}, \underline{D}\right)$ as the product by $m$ ! of the homogeneous part of degree $m$ of the polynomial in $D_{0}, D_{1}, \ldots, D_{d_{1}}$ which coincides with $H\left(E ; D_{0}, \underline{D}\right)$ for large integral values of the parameters.

### 5.3.1 Structure of the Algebraic Subgroups

Proposition 5.6. Let $G^{*}$ be an algebraic subgroup of $G$. Then there exist a subspace $\mathcal{V}$ of $K^{d_{0}}$ and a subgroup $\Phi$ of $\mathbb{Z}^{d_{1}}$ such that

$$
G^{*}=\mathcal{V} \times \boldsymbol{T}_{\Phi}
$$

The ideal of $G^{*}$ is generated by the homogeneous linear forms $a_{1} X_{1}+\cdots+a_{d_{0}} X_{d_{0}}$ vanishing identically on $\mathcal{V}$ and by the elements $\underline{Y}-1$ with $\underline{\varphi} \in \Phi$.

Proof. Let $\Phi$ be the set of all $\underline{\varphi} \in \mathbb{Z}^{d_{1}}$ such that $\underline{Y}^{\underline{\varphi}}-1$ vanishes identically on $G^{*}$ and let $M$ be the set of all homogeneous linear forms in $K[\underline{X}]_{1}=K X_{1}+\ldots+K X_{d_{0}}$
which vanish identically on $G^{*}$. Then, $\Phi$ is a subgroup of $\mathbb{Z}^{d_{1}}$ and $M$ is a subspace of $K[\underline{X}]_{1}$. Consider the ideal $I$ of $K[G]$ generated by all elements of $M$ and by all polynomials $\underline{Y}^{\underline{\varphi}}-1$ with $\underline{\varphi} \in \Phi$. As we previously observed, the zero set of $I$ is an algebraic subgroup of $G$ in the form of a product

$$
\mathcal{V} \times \boldsymbol{T}_{\Phi}
$$

where $\mathcal{V}$ is the subspace of $K^{d_{0}}$ defined by the linear forms of $M$. Since $I \subseteq I\left(G^{*}\right)$, we have $G^{*} \subseteq \mathcal{V} \times \boldsymbol{T}_{\Phi}$. We will show that the two groups are equal.

Choose a subspace $N$ of $K[\underline{X}]_{1}$ such that $K[\underline{X}]_{1}=M \oplus N$. Choose also a basis $L_{1}, \ldots, L_{s}$ of $N$ and a set $S$ of representatives of the classes of $\mathbb{Z}^{d_{1}}$ modulo $\Phi$. Consider the subspace $F$ of $K[G]$ consisting of all expressions of the form

$$
\sum_{\underline{\alpha} \in S} A_{\underline{\alpha}}\left(L_{1}(\underline{X}), \ldots, L_{s}(\underline{X})\right) \underline{Y} \underline{\underline{\alpha}}
$$

where $A_{\underline{\alpha}} \in K\left[T_{1}, \ldots, T_{s}\right]$ are polynomials. Since $K[\underline{X}]_{1}=M \oplus N$, every element of $K[\underline{X}]_{1}$ is congruent modulo $I$ to an element of $N$ and so, every element of $K[\underline{X}]$ is congruent modulo $I$ to a polynomial in $L_{1}, \ldots, L_{s}$. Moreover, for every $\underline{\beta} \in \mathbb{Z}^{\underline{d_{1}}}$, there is an $\underline{\alpha} \in S$ such that $\underline{\varphi}=\underline{\beta}-\underline{\alpha} \in \Phi$ and so, $\underline{Y} \underline{\beta}=\underline{Y} \underline{\underline{\alpha}}+\underline{Y} \underline{\underline{\alpha}}(\underline{Y} \underline{\underline{\varphi}}-1)$ is congruent to $\underline{Y}^{\underline{\alpha}}$ modulo $I$. This shows that every element of $K[G]$ is congruent modulo $I$ to an element of $F$. Now, consider the restriction map from $K[G]$ to $K\left[G^{*}\right]$. We will prove that it is injective on $F$. If we take this for granted, we get $I=I\left(G^{*}\right)$ because $K[G]=I+F$ and $I$ is contained in the kernel $I\left(G^{*}\right)$ of the restriction map. Since $G^{*}$ is the zero set of $I\left(G^{*}\right)$, this will show $G^{*}=\mathcal{V} \times \boldsymbol{T}_{\Phi}$.

Assume on the contrary that the restriction map from $K[G]$ to $K\left[G^{*}\right]$ is not injective on $F$. Then, there exist distinct elements $\underline{\alpha}_{1}, \ldots, \underline{\alpha}_{r}$ of $S$ and nonzero polynomials $A_{1}, \ldots, A_{r} \in K\left[T_{1}, \ldots, T_{s}\right]$ such that

$$
P(\underline{X}, \underline{Y})=\sum_{i=1}^{r} A_{i}\left(L_{1}(\underline{X}), \ldots, L_{s}(\underline{X})\right) \underline{Y}^{\alpha_{i}}
$$

vanishes identically on $G^{*}$. Choose them such that

$$
\sum_{i=1}^{r}\left(\operatorname{deg}\left(A_{i}\right)+1\right)
$$

is minimal. Take any point $(\underline{x}, \underline{y}) \in G^{*}$ and consider the polynomial

$$
\underline{y}^{\underline{\alpha}_{1}} P(\underline{X}, \underline{Y})-P(\underline{X}+\underline{x}, \underline{y} \underline{Y}) .
$$

By construction, it vanishes identically on $G^{*}$. On the other hand, it can be written in the form

$$
\sum_{i=1}^{r} B_{i}\left(L_{1}(\underline{X}), \ldots, L_{s}(\underline{X})\right) \underline{Y}^{\alpha_{i}}
$$

with

$$
B_{i}\left(T_{1}, \ldots, T_{s}\right)=\underline{y}^{\underline{\alpha}_{1}} A_{i}\left(T_{1}, \ldots, T_{s}\right)-\underline{y}^{\underline{\alpha}_{i}} A_{i}\left(T_{1}+L_{1}(\underline{x}), \ldots, T_{s}+L_{s}(\underline{x})\right)
$$

for $i=1, \ldots r$. If $B_{1}, \ldots, B_{r}$ are not all zero, we get the expected contradiction because $\operatorname{deg}\left(B_{i}\right)=\operatorname{deg}\left(A_{i}\right)$ when $\underline{y}^{\underline{\alpha}_{i}} \neq \underline{y}^{\underline{\alpha}_{1}}$ and because either $B_{i}=0$ or $\operatorname{deg}\left(B_{i}\right)<\operatorname{deg}\left(A_{i}\right)$ when $\underline{y}^{\underline{\alpha_{i}}}=\underline{y}_{\underline{\alpha_{1}}}$. It thus remains to show that $(\underline{x}, \underline{y})$ can be chosen so that at least one $\bar{B}_{i}$ is $\neq 0$. If $r \geq 2$, the polynomial $\underline{Y}^{\alpha_{2}}-\underline{Y}^{\alpha_{1}}$ 군 does not vanish identically on $G^{*}$ because $\underline{\alpha}_{2}-\underline{\alpha}_{1} \notin \Phi$. Then, we get $B_{2} \neq 0$ by choosing $(\underline{x}, \underline{y}) \in G^{*}$ such that $\underline{y}^{\underline{\alpha}_{2}} \neq \underline{y}^{\underline{\alpha}_{1}}$. If $r=1$, the polynomial $A_{1}$ has a positive degree $m$ and the homogeneous part of $B_{1}$ of degree $m-1$ is

$$
-\underline{y}^{\underline{\alpha}_{1}} \sum_{i=1}^{s} L_{i}(\underline{x}) \frac{\partial A}{\partial T_{i}}\left(T_{1}, \ldots, T_{s}\right)
$$

where $A$ denotes the homogeneous part of $A_{1}$ of degree $m$. Since the characteristic of $K$ is zero, the derivatives $\partial A / \partial T_{1}, \ldots, \partial A / \partial T_{s}$ are not all zero. So, there is at least one coefficient of $B_{1}$ of the form $L(\underline{x})$ where $L$ is a nonzero element of $N$. Since $L$ does not vanish identically on $G^{*}$, we get $B_{1} \neq 0$ by choosing $(\underline{x}, \underline{y}) \in G^{*}$ such that $L(\underline{x}) \neq 0$.

Looking more closely at the above argument, one gets a formula for the Hilbert function of $G^{*}=\mathcal{V} \times \boldsymbol{T}_{\Phi}$ in terms of $\mathcal{V}$ and $\Phi$ :

Proposition 5.7. Let $\mathcal{V}$ be a subspace of $K^{d_{0}}$, let $\Phi$ be a subgroup of $\mathbb{Z}^{d_{1}}$ and let $G^{*}=\mathcal{V} \times \boldsymbol{T}_{\Phi}$. Then, the Hilbert function of $G^{*}$ is

$$
H\left(G^{*} ; D_{0}, \underline{D}\right)=\binom{D_{0}+d_{0}^{*}}{d_{0}^{*}} \chi(\underline{D})
$$

where $d_{0}^{*}=\operatorname{dim}_{K} \mathcal{V}$ and where $\chi(\underline{D})$ denotes the number of cosets of $\Phi$ of the form $\underline{\alpha}+\Phi$ with $\underline{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{d_{1}}\right) \in \mathbb{Z}^{d_{1}}$ satisfying $\left|\alpha_{i}\right| \leq D_{i}$ for $i=1, \ldots, d_{1}$.

The details of the proof are left to the reader. In the case where $\mathcal{V}=K^{d_{0}}$ and $\Phi=\{0\}$, this result gives

$$
H\left(G ; D_{0}, \underline{D}\right)=\binom{D_{0}+d_{0}}{d_{0}}\left(2 D_{1}+1\right) \cdots\left(2 D_{d_{1}}+1\right)
$$

so $G$ has dimension $d$ and

$$
\begin{equation*}
\mathscr{H}\left(G ; D_{0}, \underline{D}\right)=\frac{d!}{d_{0}!} 2^{d_{1}} D_{0}^{d_{0}} D_{1} \cdots D_{d_{1}} . \tag{5.8}
\end{equation*}
$$

### 5.3.2 Translations and Automorphisms

For each $g \in G$, we denote by $\tau_{g}: G \rightarrow G$, the operator of translation by $g$ in $G$ :

$$
\tau_{g}(x)=g+x \quad \text { for all } x \in G .
$$

Looking at the addition law in $G$, we see that each $\tau_{g}$ is given in coordinates by polynomials of degree 1 . We will need these operators in the proofs of the next three lemmas.

Lemma 5.9. Let $V$ be a nonempty algebraic subset of $G$ and let $g \in G$. Then, $g+V$ is an algebraic subset of $G$ with the same dimension as $V$ and we have

$$
\mathscr{H}\left(g+V ; D_{0}, \underline{D}\right)=\mathscr{H}\left(V ; D_{0}, \underline{D}\right)
$$

for all $\left(D_{0}, \underline{D}\right) \in \mathbb{N}^{1+d_{1}}$. Moreover, $g+V$ is irreducible if $V$ is irreducible.
Proof. By hypothesis, $V$ is the set of common zeros in $G$ of a family of polynomials $\left\{P_{j}\right\}_{j \in J}$. Therefore, $g+V=\tau_{g}(V)$ is the set of common zeros in $G$ of the polynomials $P_{j} \circ \tau_{-g}$ with $j \in J$. This proves that $g+V$ is an algebraic subset of $G$.

The vector space of functions from $g+V$ to $K$ is isomorphic to the vector space of functions from $V$ to $K$ under the map which sends a function $f: g+V \rightarrow K$ to the composite $f \circ \tau_{g}: V \rightarrow K$. If $f$ is induced by a polynomial of multidegree $\leq\left(D_{0}, \underline{D}\right)$, then $f \circ \tau_{g}$ is also induced by a polynomial of multidegree $\leq\left(D_{0}, \underline{D}\right)$, and conversely. We therefore have

$$
H\left(g+V ; D_{0}, \underline{D}\right)=H\left(V ; D_{0}, \underline{D}\right)
$$

for all $\left(D_{0}, \underline{D}\right) \in \mathbb{N}^{1+d_{1}}$. This shows that $V$ and $g+V$ have the same Hilbert-Samuel polynomial. Consequently, they have the same dimension, and the polynomials $\mathscr{H}\left(g+V ; D_{0}, \underline{D}\right)$ and $\mathscr{H}\left(V ; D_{0}, \underline{D}\right)$ coincide.

Finally, assume that $V$ is irreducible. If $g+V$ were not irreducible, it could be written as the union of two algebraic subsets $V_{1}, V_{2}$ of $G$ both distinct from $g+V$; then $V$ would be the union of $-g+V_{1}$ and $-g+V_{2}$, and this is a contradiction since both are algebraic subsets of $G$ which are distinct from $V$. Therefore $g+V$ is irreducible.

Lemma 5.10. Let $G^{*}$ be an algebraic subgroup of $G$, and let $E$ be a finite and nonempty union of translates of $G^{*}$ in $G$. Then, $E$ is an algebraic subset of $G$ and, for all $\left(D_{0}, \underline{D}\right) \in \mathbb{N}^{1+d_{1}}$, we have

$$
\mathscr{H}\left(E ; D_{0}, \underline{D}\right)=\operatorname{Card}\left(E / G^{*}\right) \mathscr{H}\left(G^{*} ; D_{0}, \underline{D}\right) .
$$

Proof. Let $d^{*}$ be the dimension of $G^{*}$. Lemma 5.9 shows that each translate $g+G^{*}$ of $G^{*}$ is an algebraic subset of $G$ of dimension $d^{*}$ and that the polynomials $\mathscr{H}\left(g+G^{*} ; D_{0}, \underline{D}\right)$ and $\mathscr{H}\left(G^{*} ; D_{0}, \underline{D}\right)$ coincide. Since $E$ is a finite union of translates
of $G^{*}, E$ is therefore an algebraic subset of $G$ of dimension $d^{*}$, and the conclusion follows from Proposition 5.2.

Lemma 5.11. Let $V$ and $X$ be algebraic subsets of G. Define

$$
E=\{g \in G ; g+V \subseteq X\} .
$$

Then $E$ is an algebraic subset of $G$. Moreover, if $X$ is defined in $G$ by polynomials of multidegree $\leq\left(D_{0}, \underline{D}\right)$, then $E$ is also defined in $G$ by polynomials of multidegree $\leq\left(D_{0}, \underline{D}\right)$.

Proof. Let $\left\{P_{j}\right\}_{j \in J}$ be a family of polynomials whose set of common zeros in $G$ is $X$. We have

$$
\begin{aligned}
E & =\{g \in G ; g+v \in X \text { for all } v \in V\} \\
& =\left\{g \in G ; P_{j}(g+v)=0 \text { for all } j \in J \text { and } v \in V\right\} .
\end{aligned}
$$

This shows that $E$ is the set of common zeros in $G$ of the polynomials $P_{j} \circ \tau_{v}$ with $j \in J$ and $v \in V$. Therefore $E$ is an algebraic subset of $G$. Furthermore, if the polynomials $P_{j}$ are of multidegree $\leq\left(D_{0}, \underline{D}\right)$, then the same holds for the polynomials $P_{j} \circ \tau_{v}$. This proves the second part of the lemma.

We define an endomorphism of $G$ as a group homomorphism $\psi: G \rightarrow G$ which satisfies $f \circ \psi \in K[G]$ for all $f \in K[G]$. It can be shown that such a map has the form

$$
\begin{equation*}
\psi(\underline{x}, \underline{y})=\left(L(\underline{x}), \underline{y}^{\underline{\alpha}_{1}}, \ldots, \underline{y}^{\alpha_{d_{1}}}\right) \tag{5.12}
\end{equation*}
$$

for a linear map $L: K^{d_{0}} \rightarrow K^{d_{0}}$ and elements $\underline{\alpha}_{1}, \ldots, \underline{\alpha}_{d_{1}}$ of $\mathbb{Z}^{d_{1}}$. Moreover, $\psi$ is invertible if and only if $L$ is invertible and $\left\{\underline{\alpha}_{1}, \ldots, \underline{\alpha}_{d_{1}}\right\}$ is a basis of $\mathbb{Z}^{d_{1}}$. In this case, $\psi^{-1}$ is also an endomorphism of $G$; we say that $\psi$ is an automorphism of $G$.

An automorphism $\psi$ of $G$ maps an algebraic subset $E$ of $G$ into an algebraic subset $\psi(E)$ of $G$. It also preserves irreducibility and maps the irreducible components of $E$ into those of $\psi(E)$. This uses the same arguments as in the proof of Lemma 5.9. Finally, it preserves dimension because if $V_{0} \subset \ldots \subset V_{d} \subseteq E$ is a maximal chain of subvarieties of $G$ contained in $E$ then $\psi\left(V_{0}\right) \subset \ldots \subset \psi\left(V_{d}\right) \subseteq \psi(E)$ is another one contained in $\psi(E)$, so $E$ and $\psi(E)$ have the same dimension $d$.

Theorem 5.13. Let $G^{*}$ be an algebraic subgroup of $G$. Then, there is one and only one pair $(\mathcal{V}, \Phi)$ consisting of a subspace $\mathcal{V}$ of $K^{d_{0}}$ and a subgroup $\Phi$ of $\mathbb{Z}^{d_{1}}$ such that

$$
G^{*}=\mathcal{V} \times \boldsymbol{T}_{\Phi}
$$

Let $\bar{\Phi}$ be the largest subgroup of $\mathbb{Z}^{d_{1}}$ containing $\Phi$ with the same rank as $\Phi$. Then, $G_{0}^{*}=\mathcal{V} \times \boldsymbol{T}_{\bar{\Phi}}$ is an irreducible component of $G^{*}$ and the other ones are translates of $G_{0}^{*}$. Their number is

$$
\left[G^{*}: G_{0}^{*}\right]=[\bar{\Phi}: \Phi] .
$$

Moreover, $G^{*}$ is equidimensional and its dimension is

$$
\operatorname{dim}\left(G^{*}\right)=\operatorname{dim}(\mathcal{V})+\left(d_{1}-\operatorname{rank}(\Phi)\right) .
$$

The group $G_{0}^{*}$ is called the neutral component of $G^{*}$. The theorem shows that the irreducible components of an algebraic subgroup of $G$ are disjoint. Therefore, it is equivalent to say that an algebraic subgroup of $G$ is irreducible or connected (see also Exercise 5.5).

Proof. By Proposition 5.6, we know that there exist a subspace $\mathcal{V}$ of $K^{d_{0}}$ and a subgroup $\Phi$ of $\mathbb{Z}^{d_{1}}$ such that $G^{*}=\mathcal{V} \times \boldsymbol{T}_{\Phi}$. Let $r=d_{0}-\operatorname{dim}(\mathcal{V})$ and $s=\operatorname{rank}(\Phi)$. The theorem of elementary divisors shows that there are a basis $\left\{\underline{\alpha}_{1}, \ldots, \underline{\alpha}_{d_{1}}\right\}$ of $\mathbb{Z}^{d_{1}}$ and nonzero integers $m_{1}, \ldots, m_{s}$ such that $\left\{m_{1} \underline{\alpha}_{1}, \ldots, m_{s} \underline{\alpha}_{s}\right\}$ is a basis of $\Phi$ (see Theorem 7.8, Chap. III of [L 1993]). Then, $\bar{\Phi}$ is the subgroup of $\mathbb{Z}^{d_{1}}$ generated by $\underline{\alpha}_{1}, \ldots, \underline{\alpha}_{s}$. Choose an invertible linear map $L: K^{d_{0}} \rightarrow K^{d_{0}}$ such that $L(\mathcal{V})$ is the subspace of $K^{d_{0}}$ defined by $X_{1}=\ldots=X_{r}=0$ and consider the automorphism $\psi$ of $G$ given by (5.12). By construction, $\psi$ maps $G^{*}$ to the subgroup of $G$ defined by

$$
X_{1}=\ldots=X_{r}=0 \quad \text { and } \quad Y_{1}^{m_{1}}=\ldots=Y_{s}^{m_{s}}=1 .
$$

It also maps $G_{0}^{*}=\mathcal{V} \times \boldsymbol{T}_{\bar{\Phi}}$ to the subgroup of $G$ defined by

$$
X_{1}=\ldots=X_{r}=0 \quad \text { and } \quad Y_{1}=\ldots=Y_{s}=1 .
$$

This shows that $\psi\left(G_{0}^{*}\right)$ is a subgroup of $\psi\left(G^{*}\right)$ of index $m_{1} \cdots m_{s}=[\bar{\Phi}: \Phi]$ and therefore $\left[G^{*}: G_{0}^{*}\right]=[\bar{\Phi}: \Phi]$. It also implies that the ideal of $\psi\left(G_{0}^{*}\right)$ is the kernel of the surjective ring homomorphism

$$
\begin{aligned}
K\left[X_{1}, \ldots, X_{d_{0}}, Y_{1}^{ \pm 1}, \ldots, Y_{d_{1}}^{ \pm 1}\right] & \longrightarrow K\left[X_{r+1}, \ldots, X_{d_{0}}, Y_{s+1}^{ \pm 1}, \ldots, Y_{d_{1}}^{ \pm 1}\right] \\
P\left(X_{1}, \ldots, X_{d_{0}}, Y_{1}, \ldots, Y_{d_{1}}\right) & \longmapsto \\
& P\left(0, \ldots, 0, X_{r+1}, \ldots, X_{d_{0}}, 1, \ldots, 1, Y_{s+1}, \ldots, Y_{d_{1}}\right) .
\end{aligned}
$$

Since the image ring has no zero divisor other than 0 , the ideal of $\psi\left(G_{0}^{*}\right)$ is prime. Therefore, $\psi\left(G_{0}^{*}\right)$ is irreducible and so $G_{0}^{*}$ is irreducible. Since $G^{*}$ is a finite union of translates of $G_{0}^{*}$ and since these are disjoint and irreducible, we conclude that the translates of $G_{0}^{*}$ in $G^{*}$ are all the irreducible components of $G^{*}$. In particular, $G^{*}$ is equidimensional. To compute $\operatorname{dim} G^{*}=\operatorname{dim} G_{0}^{*}=\operatorname{dim} \psi\left(G_{0}^{*}\right)$, we use Proposition 5.7. It gives

$$
\begin{aligned}
H\left(\psi\left(G_{0}^{*}\right) ; D_{0}, \underline{D}\right) & = \\
& \frac{1}{\left(d_{0}-r\right)!}\left(D_{0}+1\right) \cdots\left(D_{0}+d_{0}-r\right)\left(2 D_{s+1}+1\right) \cdots\left(2 D_{d_{1}}+1\right),
\end{aligned}
$$

and so, $\psi\left(G_{0}^{*}\right)$ has dimension $\left(d_{0}-r\right)+\left(d_{1}-s\right)=\operatorname{dim}(\mathcal{V})+\left(d_{1}-\operatorname{rank}(\Phi)\right)$
It remains to show that if $\mathcal{V}^{\prime}$ is a subspace of $K^{d_{0}}$ and if $\Phi^{\prime}$ is a subgroup of $\mathbb{Z}^{d_{1}}$ such that $G^{*}=\mathcal{V}^{\prime} \times \boldsymbol{T}_{\Phi^{\prime}}$, then $\mathcal{V}^{\prime}=\mathcal{V}$ and $\Phi^{\prime}=\Phi$. In this case, we get $G^{*}=\mathcal{V}^{\prime \prime} \times \boldsymbol{T}_{\Phi^{\prime \prime}}$ where $\mathcal{V}^{\prime \prime}=\mathcal{V} \cap \mathcal{V}^{\prime}$ and $\Phi^{\prime \prime}=\Phi+\Phi^{\prime}$. By the formula for $\operatorname{dim} G^{*}$, this implies

$$
\operatorname{dim}(\mathcal{V})=\operatorname{dim}\left(\mathcal{V}^{\prime}\right)=\operatorname{dim}\left(\mathcal{V}^{\prime \prime}\right) \quad \text { and } \quad \operatorname{rank}(\Phi)=\operatorname{rank}\left(\Phi^{\prime}\right)=\operatorname{rank}\left(\Phi^{\prime \prime}\right)
$$

So, $\mathcal{V}=\mathcal{V}^{\prime}$ and $\bar{\Phi}=\bar{\Phi}^{\prime}=\bar{\Phi}^{\prime \prime}$. The indices of $\Phi, \Phi^{\prime}$ and $\Phi^{\prime \prime}$ in $\bar{\Phi}^{\prime \prime}$ are thus finite and equal to the number of irreducible components of $G^{*}$. This gives $\left[\Phi^{\prime \prime}: \Phi\right]=\left[\Phi^{\prime \prime}: \Phi^{\prime}\right]=1$, so $\Phi=\Phi^{\prime}=\Phi^{\prime \prime}$.

### 5.3.3 An Explicit Formula for $\mathscr{H}\left(G^{*} ; D_{0}, \underline{D}\right)$

Proposition 5.14. Let $\mathcal{V}$ be a subspace of $K^{d_{0}}$ of dimension $d_{0}^{*}$ and let $\Phi$ be a subgroup of $\mathbb{Z}^{d_{1}}$ of rankr generated by the rows of an $r \times d_{1}$ matrix M with coefficients in $\mathbb{Z}$. Put $d^{*}=d_{0}^{*}+d_{1}^{*}$ where $d_{1}^{*}=d_{1}-r$ and denote by $G^{*}$ the group $\mathcal{V} \times \boldsymbol{T}_{\Phi}$. Then, we have

$$
\mathscr{H}\left(G^{*}, D_{0}, \underline{D}\right)=\frac{d^{*}!}{d_{0}^{*}!} 2^{d_{1}^{*}} D_{0}^{d_{0}^{*}} \sum\left|\operatorname{det}\left(\mathrm{M}_{i_{1}, \ldots, i_{r}}\right)\right| D_{j_{1}} \cdots D_{j_{d_{1}^{*}}}
$$

where the summation extends to all partitions of $\left\{1, \ldots, d_{1}\right\}$ into disjoint subsets $\left\{i_{1}, \ldots, i_{r}\right\}$ and $\left\{j_{1}, \ldots, j_{d_{1}^{*}}\right\}$ with $i_{1}<\ldots<i_{r}$ and $j_{1}<\ldots<j_{d_{1}^{*}}$ and where $\mathrm{M}_{i_{1}, \ldots, i_{r}}$ denotes the $r \times r$ matrix formed by the columns of M of indices $i_{1}, \ldots, i_{r}$.

Proof. When $r=0$, the formula reduces to (5.8) because of our convention that an empty matrix has determinant 1 (see $\S 5.1$ ). Hence, we may assume $r \geq 1$.

Since $G^{*} \subseteq G$, we have $H\left(G^{*} ; D_{0}, \underline{D}\right) \leq H\left(G ; D_{0}, \underline{D}\right)$ for all $\left(D_{0}, \underline{D}\right) \in$ $\mathbb{N}^{d_{1}+1}$. Therefore, (5.8) shows that the degree of $\mathscr{H}\left(G^{*} ; D_{0}, \underline{D}\right)$ in $D_{j}$ is $\leq 1$ for $j=1, \ldots, d_{1}$. On the other hand, Proposition 5.7 implies that $\mathscr{H}\left(G^{*} ; D_{0}, \underline{D}\right)$ is the product of $D_{0}^{d_{0}^{*}}$ by a homogeneous polynomial in $\underline{D}$. Since $\operatorname{dim} G^{*}=d^{*}$, this gives

$$
\mathscr{H}\left(G^{*} ; D_{0}, \underline{D}\right)=\frac{d^{*}!}{d_{0}^{*}!} D_{0}^{d_{0}^{*}} \sum_{1 \leq j_{1}<\ldots<j_{d_{1}^{*}} \leq d_{1}} c_{j_{1}, \ldots, j_{d_{1}^{*}}} D_{j_{1}} \cdots D_{j_{d_{1}^{*}}}
$$

where $c_{j_{1}, \ldots, j_{d_{1}^{*}}}$ denotes the largest integer $c$ for which there exists an affine linear subvariety $L$ of $K^{n}$ defined by $d_{0}^{*}$ inhomogeneous linear forms in $\underline{X}$ and by one inhomogeneous linear form in $Y_{j_{k}}$ and $Z_{j_{k}}$ for each $k=1, \ldots, d_{1}^{*}$ such that $\pi^{-1}\left(G^{*}\right) \cap L$ is finite with cardinality $c$.

For simplicity, let us compute $c_{j_{1}, \ldots, j_{d_{1}^{*}}}$ when $j_{1}=r+1, \ldots, j_{d_{1}^{*}}=d_{1}$. It is always possible to reduce to that case by permuting the coordinates in $K^{n}$. We have

$$
\operatorname{Card}\left(\pi^{-1}\left(G^{*}\right) \cap L\right)=\operatorname{Card}\left(G^{*} \cap \pi(L \cap U)\right)
$$

The set $\pi(L \cap U)$ is defined in $G$ by $d_{0}^{*}$ inhomogeneous linear forms of $K[\underline{X}]$ and by polynomials of the form

$$
a_{j} Y_{j}+b_{j} Y_{j}^{-1}+c_{j}
$$

for $j=r+1, \ldots, d_{1}$. It is therefore a product

$$
\pi(L \cap U)=L_{0} \times L_{1} \times \cdots \times L_{d_{1}}
$$

where $L_{0}$ is an affine linear subvariety of $K^{d_{0}}$ of codimension $\leq d_{0}^{*}$, where $L_{1}=\ldots=L_{r}=K^{\times}$and where, for $j=r+1, \ldots, d_{1}, L_{j}$ is either $K^{\times}$or a subset of $K^{\times}$of cardinality at most 2 . We get

$$
\operatorname{Card}\left(G^{*} \cap \pi(L \cap U)\right)=\operatorname{Card}\left(\mathcal{V} \cap L_{0}\right) \operatorname{Card}\left(\boldsymbol{T}_{\Phi} \cap\left(L_{1} \times \ldots \times L_{d_{1}}\right)\right)
$$

The set $\mathcal{V} \cap L_{0}$ either contains one point or is empty or infinite. Assume $\mathrm{M}=\left(m_{i, j}\right)$. For each $\left(a_{r+1}, \ldots, a_{d_{1}}\right) \in L_{r+1} \times \ldots \times L_{d_{1}}$, the number of points of $\boldsymbol{T}_{\Phi}$ in $\left(K^{\times}\right)^{r} \times\left\{a_{r+1}\right\} \times \ldots \times\left\{a_{d_{1}}\right\}$ is equal to the number of solutions $\left(y_{1}, \ldots, y_{r}\right) \in\left(K^{\times}\right)^{r}$ of the system

$$
\left\{\begin{aligned}
y_{1}^{m_{1,1}} \cdots y_{r}^{m_{1, r}} & =a_{r+1}^{-m_{1, r+1}} \cdots a_{d_{1}}^{-m_{1, d_{1}}} \\
& \cdots \\
y_{1}^{m_{r, 1}} \cdots y_{r}^{m_{r, r}} & =a_{r+1}^{-m_{r, r+1}} \cdots a_{d_{1}}^{-m_{r, d_{1}}}
\end{aligned}\right.
$$

If $\operatorname{det} \mathrm{M}_{1, \ldots, r} \neq 0$, this is a set of cardinality $\left|\operatorname{det} \mathrm{M}_{1, \ldots, r}\right|$ independent of the choice of $\left(a_{r+1}, \ldots, a_{d_{1}}\right)$ (see Exercise 5.6). In this case, we get that $G^{*} \cap \pi(L \cap U)$ either is infinite or consists of at most $2^{d_{1}^{*}}\left|\operatorname{det} \mathrm{M}_{1, \ldots, r}\right|$ points. Since this upper bound is achieved for a suitable choice of equations defining $L$, we obtain

$$
c_{r+1, \ldots, d_{1}}=2^{d_{1}^{*}}\left|\operatorname{det} \mathrm{M}_{1, \ldots, r}\right| .
$$

If $\operatorname{det} \mathrm{M}_{1, \ldots, r}=0$, the above system has either no solutions or an infinite number of solutions (see Exercise 5.6). So, $G^{*} \cap \pi(L \cap U)$ is either empty or infinite and the above formula for $c_{r+1, \ldots, d_{1}}$ still holds.

### 5.4 Proof of the Main Result

Let the notation be as in the statement of Theorem 5.1 and let $X_{1}$ be the set of zeros of $P$ in $G$. For each integer $r \geq 2$, we define

$$
X_{r}=\bigcap_{\left(\sigma_{1}, \ldots, \sigma_{r-1}\right) \in \Sigma^{r-1}}\left(-\sigma_{1}-\cdots-\sigma_{r-1}+X_{1}\right) .
$$

Alternatively, $X_{r}$ is the set of common zeros in $G$ of the polynomials $P \circ \tau_{\sigma_{1}+\cdots+\sigma_{r-1}}$ with $\left(\sigma_{1}, \ldots, \sigma_{r-1}\right) \in \Sigma^{r-1}$. Therefore, it is defined in $G$ by polynomials of multidegree $\leq\left(D_{0}, \underline{D}\right)$.

The sets $X_{1}, X_{2}, \ldots$ are related by the formulas

$$
\begin{equation*}
X_{r+1}=\bigcap_{\sigma \in \Sigma}\left(-\sigma+X_{r}\right), \quad(r \geq 1) . \tag{5.15}
\end{equation*}
$$

Since $e \in \Sigma$, this implies

$$
X_{1} \supseteq X_{2} \supseteq \cdots \supseteq X_{d+1} \supseteq \cdots
$$

Since $P$ vanishes on $\Sigma[d], X_{d+1}$ contains $e$; therefore this set is not empty. On the other hand, since $P$ is not identically zero on $G$, Lemma 5.4 gives $\operatorname{dim}\left(X_{1}\right)=d-1$. Consequently, there exists a positive integer $r \leq d$ such that

$$
\operatorname{dim}\left(X_{r}\right)=\operatorname{dim}\left(X_{r+1}\right)
$$

Let $m$ be the common dimension of $X_{r}$ and $X_{r+1}$, and let $V$ be an irreducible component of dimension $m$ of $X_{r+1}$. Using (5.15), we get

$$
V \subseteq \bigcap_{\sigma \in \Sigma}\left(-\sigma+X_{r}\right) ;
$$

hence for all $\sigma \in \Sigma, \sigma+V$ is contained in $X_{r}$. We set

$$
E=\left\{g \in G ; g+V \subseteq X_{r}\right\}
$$

We just showed $\Sigma \subseteq E$. We also set

$$
G^{*}=\{g \in G ; g+V=V\}
$$

and

$$
R=\{g+V ; g \in E\}
$$

From Lemma 5.9 we deduce that the elements in the set $R$ are, like $V$, algebraic subvarieties of $G$ of dimension $m$. Since they are contained in $X_{r}$, and since $X_{r}$ has dimension $m, R$ is a finite set. We also notice that $G^{*}$ is a subgroup of $G$, that $E$ is stable under translation by the elements of $G^{*}$, and that there is a bijection

$$
E / G^{*} \longrightarrow R .
$$

Therefore $E$ is a finite union of translates of $G^{*}$. Now recall that, by Lemma 5.9, the translates of $V$ are irreducible subsets of $G$ of the same dimension as $V$. So, for any $g \in G$, the condition $g+V \subseteq V$ is equivalent to $g+V=V$. Then Lemma 5.11, with $X=V$, shows that $G^{*}$ is an algebraic subset of $G$. Hence $G^{*}$ is an algebraic subgroup of $G$. Since it is contained in $-v+V$ for any $v \in V$, its dimension is $\leq m<d$. Applying again Lemma 5.11, but with $X=X_{r}$, shows that $E$ is an algebraic subset of $G$ which is defined, like $X_{r}$, by polynomials of multidegree $\leq\left(D_{0}, \underline{D}\right)$. Since $E$ is a finite union of translates of $G^{*}$, Lemma 5.10 gives

$$
\mathscr{H}\left(E ; D_{0}, \underline{D}\right)=\operatorname{Card}\left(E / G^{*}\right) \mathscr{H}\left(G^{*} ; D_{0}, \underline{D}\right) .
$$

Since $E$ is defined in $G$ by polynomials of multidegree $\leq\left(D_{0}, \underline{D}\right)$, Theorem 5.3 provides an upper bound for the left hand side of the previous equality:

$$
\mathscr{H}\left(E ; D_{0}, \underline{D}\right) \leq \mathscr{H}\left(G ; D_{0}, \underline{D}\right) .
$$

Finally, since $\Sigma \subseteq E$, we have

$$
\operatorname{Card}\left(E / G^{*}\right) \geq \operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right)
$$

This implies

$$
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \mathscr{H}\left(G^{*} ; D_{0}, \underline{D}\right) \leq \mathscr{H}\left(G ; D_{0}, \underline{D}\right) .
$$

This inequality also holds with the neutral component $G_{0}^{*}$ of $G^{*}$ instead of $G^{*}$ because

$$
\operatorname{Card}\left(\frac{\Sigma+G_{0}^{*}}{G_{0}^{*}}\right) \leq\left[G^{*}: G_{0}^{*}\right] \operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right)
$$

and because by Lemma 5.10 and Theorem 5.13 we have

$$
\mathscr{H}\left(G^{*} ; D_{0}, \underline{D}\right)=\left[G^{*}: G_{0}^{*}\right] \mathscr{H}\left(G_{0}^{*} ; D_{0}, \underline{D}\right) .
$$

## Exercises

Exercise 5.1. Let $\beta_{1}, \beta_{2}$ be elements of $K$ such that $1, \beta_{1}, \beta_{2}$ are linearly independent over $\mathbb{Q}$. Let $S$ be a positive integer, and consider the subset $\Sigma$ of $G=\mathbb{G}_{\mathrm{a}}^{2}$ given by

$$
\Sigma=\left\{\left(s_{1}+s_{3} \beta_{1}, s_{2}+s_{3} \beta_{2}\right) ; \underline{s}=\left(s_{1}, s_{2}, s_{3}\right) \in \mathbb{Z}^{3},|\underline{s}| \leq S\right\} .
$$

Show that if a nonzero polynomial $P \in K[G]=K\left[X_{1}, X_{2}\right]$ vanishes at each point of $\Sigma[2]$, then its degree $D$ satisfies $D \geq(2 S+1)^{3 / 2}$. Conversely, show that, if an integer $D \geq 1$ satisfies $D \geq 4(2 S+1)^{3 / 2}$, then there exists a nonzero polynomial $P \in K[G]$ of degree $\leq D$ which vanishes at each point of $\Sigma$ [2].

Exercise 5.2. Let $k$ be a subfield of $K$. An algebraic subgroup of $G$ is said to be defined over $k$ if it is of the form $\mathcal{V} \times \boldsymbol{T}_{\Phi}$ for a subspace $\mathcal{V}$ of $K^{d_{0}}$ defined over $k$.
(a) Show that if an algebraic subgroup $G^{*}$ of $G$ is defined over $k$, then it is the set of common zeros in $G$ of a family of elements of $k\left[\underline{X}, \underline{Y}^{ \pm 1}\right]$.
(b) Show that if the set $\Sigma$ of Theorem 5.1 is contained in $k^{d_{0}} \times\left(k^{\times}\right)^{d_{1}}$ then, in the conclusion of the theorem, one can assume that the group $G^{*}$ is defined over $k$.

Hint. Let $G^{*}=\mathcal{V} \times \boldsymbol{T}_{\Phi}$ and let $\mathcal{V}_{k}$ be the largest subspace of $\mathcal{V}$ defined over $k$. Show that the group $G_{k}^{*}=\mathcal{V}_{k} \times \boldsymbol{T}_{\Phi}$ is connected and that one has

$$
\operatorname{Card}\left(\frac{\Sigma+G_{k}^{*}}{G_{k}^{*}}\right)=\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right)
$$

and

$$
\mathscr{H}\left(G_{k}^{*} ; D_{0}, \underline{D}\right) \leq \mathscr{H}\left(G^{*} ; D_{0}, \underline{D}\right) .
$$

Exercise 5.3. (A converse to Theorem 5.1) Let $G^{*}$ be a connected algebraic subgroup of $G$ with $G^{*} \neq G$ and let $\Sigma$ be a finite subset of $G$. Show that for any $\left(D_{0}, \underline{D}\right) \in \mathbb{N} \times \mathbb{N}^{d_{1}}$ satisfying

$$
\begin{equation*}
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) H\left(G^{*} ; D_{0}, \underline{D}\right)<H\left(G ; D_{0}, \underline{D}\right) \tag{5.16}
\end{equation*}
$$

there exists a nonzero polynomial $P \in K\left[\underline{X}, \underline{Y}^{ \pm 1}\right]$ of multidegree $\leq\left(D_{0}, \underline{D}\right)$ which vanishes at each point of $\Sigma$.

Hint. Let $E=\cup_{\sigma \in \Sigma}\left(\sigma+G^{*}\right)$. Show that the left hand side of (5.16) is $\geq H\left(E ; D_{0}, \underline{D}\right)$.

Exercise 5.4. Use Theorem 5.3 with $d_{0}=n$ and $d_{1}=0$ to prove that if $F$ is a finite algebraic subset of $K^{n}$ defined by polynomials of $K\left[X_{1}, \ldots, X_{n}\right]$ of degree $\leq D$, then the cardinality of $F$ is $\leq D^{n}$.

Hint. Show that for a finite algebraic subset $F$ of $K^{n}$, the polynomial $\mathscr{H}(F ; X)$ is constant, equal to the cardinality of $F$.

Exercise 5.5. Let $H$ be an algebraic subgroup of $G$ of dimension $m$ and let $V$ be an irreducible component of $H$ of the same dimension. Define

$$
H_{0}=\{g \in G ; g+V=V\} \quad \text { and } \quad R=\{g+V ; g \in H\} .
$$

(a) Show that $H_{0}$ is an algebraic subgroup of $H$, that $R$ is the set of all irreducible components of $H$ and that the quotient $H / H_{0}$ is in bijection with $R$.
(b) Deduce from (a) that $H$ is equidimensional, that its irreducible components are disjoint and that the one which contains $e$ is an algebraic subgroup of $H$.

Exercise 5.6. Let $\mathrm{M}=\left(m_{i j}\right)$ be an $r \times r$ matrix with coefficients in $\mathbb{Z}$. Consider the endomorphism $\psi$ of $\left(K^{\times}\right)^{r}$ given by

$$
\psi\left(y_{1}, \ldots, y_{r}\right)=\left(y_{1}^{m_{11}} \cdots y_{r}^{m_{1 r}}, \ldots, y_{1}^{m_{r 1}} \cdots y_{r}^{m_{r r}}\right)
$$

(a) Show that the kernel of $\psi$ is infinite if $\operatorname{det} \mathrm{M}=0$ and that otherwise its cardinality is $|\operatorname{det} \mathrm{M}|$.
(b) Show that $\psi$ is surjective if and only if $\operatorname{det} M \neq 0$.

## 6. Linear Independence of Logarithms of Algebraic Numbers

In Chap. 4, we proved Baker's homogeneous Theorem 1.5: if logarithms of algebraic numbers are linearly independent over $\mathbb{Q}$, then they are linearly independent over $\overline{\mathbb{Q}}$. The proof was an extension of Gel'fond's solution to Hilbert's seventh problem. Here we give a second proof of the same theorem, using an extension of Schneider's method. The two main tools are an upper bound for the absolute value of an alternant in several variables (Proposition 6.6) and the zero estimate (namely Theorem 5.1).

The idea of proof is as follows. Assume there is a relation

$$
\lambda_{n+1}=\beta_{1} \lambda_{1}+\cdots+\beta_{n} \lambda_{n}
$$

with algebraic coefficients $\beta_{1}, \ldots, \beta_{n}$ between logarithms of algebraic numbers $\lambda_{1}, \ldots, \lambda_{n+1}$. Set $\alpha_{j}=e^{\lambda_{j}}(1 \leq j \leq n+1)$. We first introduce analytic functions which take algebraic values in the number field

$$
K=\mathbb{Q}\left(\beta_{1}, \ldots, \beta_{n}, \alpha_{1}, \ldots, \alpha_{n+1}\right)
$$

at many points. Consider the $n+1$ functions in $n+1$ variables

$$
z_{1}, \ldots, z_{n}, e^{z_{n+1}}
$$

as well as monomials in these functions:

$$
\underline{z}^{\underline{\tau}} e^{t z_{n+1}}=z_{1}^{\tau_{1}} \cdots z_{n}^{\tau_{n}} e^{t z_{n+1}}
$$

for $\underline{\tau}=\left(\tau_{1}, \ldots, \tau_{n}\right) \in \mathbb{N}^{n}$ and $t \in \mathbb{Z}$. The corresponding algebraic group (needed for using the zero estimate of Chap. 5) is $G=\mathbb{G}_{\mathrm{a}}^{n} \times \mathbb{G}_{\mathrm{m}}$. We estimate these functions at the points

$$
\underline{\eta}_{j}=\left(\delta_{j 1}, \ldots, \delta_{j n}, \lambda_{j}\right) \quad(1 \leq j \leq n) \quad \text { and } \quad \underline{\eta}_{n+1}=\left(\beta_{1}, \ldots, \beta_{n}, \lambda_{n+1}\right)
$$

in $\mathbb{C}^{n+1}$ (where $\delta_{j i}$ is Kronecker's diagonal symbol) as well as at linear combinations of these points:

$$
\begin{aligned}
& \qquad \begin{array}{l}
\underline{s} \boldsymbol{\eta}=s_{1} \underline{\eta}_{1}+\cdots+s_{n+1} \underline{\eta}_{n+1} \\
= \\
\text { for } \underline{s}=\left(s_{1}+s_{n+1} \beta_{1}, \ldots, s_{n}+s_{n+1} \beta_{n}, s_{1} \lambda_{1}+\cdots+s_{n+1} \lambda_{n+1}\right) \in \mathbb{Z}^{n+1} . \text { We have }
\end{array}
\end{aligned}
$$

$$
\left(\underline{z}^{\underline{\tau}} e^{t z_{n+1}}\right)(\underline{s} \boldsymbol{\eta})=\prod_{i=1}^{n}\left(s_{i}+s_{n+1} \beta_{i}\right)^{\tau_{i}} \prod_{j=1}^{n+1} \alpha_{j}^{s_{j} t} \in K
$$

The given linear dependence relation between $\lambda_{1}, \ldots, \lambda_{n+1}$ means that these points $\underline{s} \eta$ all belong to the hyperplane $W$ in $\mathbb{C}^{n+1}$ of equation

$$
\lambda_{1} z_{1}+\cdots+\lambda_{n} z_{n}=z_{n+1}
$$

If we prefer we can also consider only functions of $n$ variables, replacing $z_{n+1}$ by $\lambda_{1} z_{1}+\cdots+\lambda_{n} z_{n}$.

We needed many functions and many points, and we found infinitely many of them, which is too much! We select finite subsets of these: we introduce large parameters $T_{0}, T_{1}$ and $S$, so that we can deal with only finitely many functions and points, namely with $\underline{\tau}, t$ and $\underline{s}$ restricted to ${ }^{13}$

$$
\|\underline{\tau}\| \leq T_{0}, \quad|t| \leq T_{1}, \quad|\underline{s}| \leq S
$$

With the values of these functions at the given points we build a matrix

$$
\boldsymbol{M}=\left(\left(\underline{z}^{\underline{\tau}} e^{t z_{n+1}}\right)(\underline{s} \boldsymbol{\eta})\right)_{\frac{(\underline{\tau}, t)}{s}}
$$

like in Chap. 2. The proof now decomposes into three steps, which may be introduced in any order. The idea is to consider a $L \times L$ minor $\Delta$ of maximal size, namely with

$$
L=\binom{T_{0}+n}{n}\left(2 T_{1}+1\right)
$$

An analytic estimate yields an upper bound for $|\Delta|$ - this is the step of the proof where the hyperplane $W$ is required. Since $\Delta$ is an algebraic number, Liouville's estimate provides a lower bound for $|\Delta|$ provided that it is not zero. Under suitable conditions for the parameters $T_{0}, T_{1}, S$, the zero estimate shows that either $\boldsymbol{M}$ has maximal rank $L$, or else there is a linear dependence relation over $\mathbb{Q}$ between either $\lambda_{1}, \ldots, \lambda_{n+1}$ or $1, \beta_{1}, \ldots, \beta_{n}$. Putting all this information together enables one to deduce Baker's Theorem.

### 6.1 Applying the Zero Estimate

In this section, $K$ is an algebraically closed field of zero characteristic. Our aim is to prove the following result:

Proposition 6.1. Let $n$ be a positive integer, $\alpha_{1}, \ldots, \alpha_{n+1}$ be nonzero elements of $K$ and $\beta_{1}, \ldots, \beta_{n}$ be elements of $K$. Assume the numbers $1, \beta_{1}, \ldots, \beta_{n}$ are linearly independent over $\mathbb{Q}$. Let $T_{0}, T_{1}$ and $S$ be positive integers satisfying

[^12]$$
(2 S+1)^{n+1}>2(n+1) T_{0}^{n} T_{1}, \quad T_{0}>2 S \quad \text { and } \quad(2 S+1)^{2}>\frac{n+1}{n} T_{0}
$$

## Assume further:

- either $\alpha_{1}, \ldots, \alpha_{n+1}$ are multiplicatively independent,
- or else $\alpha_{1}, \ldots, \alpha_{n+1}$ generate a multiplicative subgroup of $K^{\times}$of rank $n$ and $(2 S+1)^{n}>2(n+1) T_{0}^{n-1} T_{1}$.

Consider the following matrix

$$
\boldsymbol{M}=\left(\left(s_{1}+s_{n+1} \beta_{1}\right)^{\tau_{1}} \cdots\left(s_{n}+s_{n+1} \beta_{n}\right)^{\tau_{n}}\left(\alpha_{1}^{s_{1}} \cdots \alpha_{n+1}^{s_{n+1}}\right)^{t}\right)_{\substack{(\tau, t) \\ \underline{s}}}
$$

where the index of rows is

$$
(\underline{\tau}, t)=\left(\tau_{1}, \ldots, \tau_{n}, t\right) \in \mathbb{N}^{n} \times \mathbb{Z}, \quad\|\underline{\tau}\| \leq T_{0}, \quad|t| \leq T_{1}
$$

while the index of columns is $\underline{s}=\left(s_{1}, \ldots, s_{n+1}\right) \in \mathbb{Z}^{n+1},|\underline{s}| \leq(n+1) S$.
Then the rank of $\boldsymbol{M}$ is

$$
\binom{T_{0}+n}{n}\left(2 T_{1}+1\right)
$$

In the special case $n=1$, Nesterenko's zero estimate (Proposition 2.12 of Chap. 2) provides a slightly stronger result. Such an improvement is useful for sharpening measures of linear independence of two logarithms by means of Schneider's method [LauMiNe 1993].

For the proof of Proposition 6.1, we need one more lemma which explains how the hypothesis on the linear independence of $1, \beta_{1}, \ldots, \beta_{n}$ is related with the conclusion of Theorem 5.1.

For $\beta=\left(\beta_{1}, \ldots, \beta_{n}\right) \in K^{n}$, the condition that $1, \beta_{1}, \ldots, \beta_{n}$ are linearly independent over $\mathbb{Q}$ is equivalent to say that for each nonzero linear form $\varphi: K^{n} \rightarrow K$ which maps $\mathbb{Z}^{n}$ into $\mathbb{Z}$, we have $\varphi(\beta) \notin \mathbb{Z}$. We reformulate this condition by replacing $\operatorname{ker} \varphi$ by any hyperplane of $K^{n}$ (see Exercise 6.1), and then we extend the property to any subspace of $K^{n}$ distinct from $K^{n}$.

Notation. Let $M$ be a finitely generated $\mathbb{Z}$-module given with a set of generators $\left\{x_{1}, \ldots, x_{n}\right\}$. For any nonnegative integer $S$ we set

$$
M[S]=\left\{s_{1} x_{1}+\cdots+s_{n} x_{n} ;\left(s_{1}, \ldots, s_{n}\right)=\underline{s} \in \mathbb{Z}^{n},|\underline{s}| \leq S\right\}
$$

For instance

$$
\mathbb{Z}^{n}[S]=\left\{\left(s_{1}, \ldots, s_{n}\right) \in \mathbb{Z}^{n} ;|\underline{s}| \leq S\right\}
$$

has $(2 S+1)^{n}$ elements. Another example is $Y=\mathbb{Z}^{n}+\mathbb{Z}\left(\beta_{1}, \ldots, \beta_{n}\right) \subset K^{n}:$ then

$$
Y[S]=\left\{\left(s_{1}+s_{n+1} \beta_{1}, \ldots, s_{n}+s_{n+1} \beta_{n}\right) ;\left(s_{1}, \ldots, s_{n+1}\right) \in \mathbb{Z}^{n+1}[S]\right\}
$$

Lemma 6.2. Let $\beta_{1}, \ldots, \beta_{n}$ be elements of $K$. Define

$$
\begin{aligned}
Y & =\mathbb{Z}^{n}+\mathbb{Z}\left(\beta_{1}, \ldots, \beta_{n}\right) \subset K^{n} \\
& =\left\{\left(s_{1}+s_{n+1} \beta_{1}, \ldots, s_{n}+s_{n+1} \beta_{n}\right) ;\left(s_{1}, \ldots, s_{n+1}\right) \in \mathbb{Z}^{n+1}\right\} .
\end{aligned}
$$

Then the following conditions are equivalent.
(i) The numbers $1, \beta_{1}, \ldots, \beta_{n}$ are linearly independent over $\mathbb{Q}$.
(ii) For any vector subspace $V \subset K^{n}$ of codimension $r \geq 1$, we have

$$
\mathrm{rk}_{\mathbb{Z}}\left(\frac{Y+V}{V}\right) \geq r+1
$$

(iii) For any $S \geq 1$ and any vector subspace $V \subset K^{n}$ of codimension $r \geq 1$, we have

$$
\operatorname{Card}\left(\frac{Y[S]+V}{V}\right) \geq(2 S+1)^{r+1}
$$

(ii)' For any vector subspace $W \subset K^{n+1}$ of codimension $r \geq 1$, containing $\left(\beta_{1}, \ldots, \beta_{n},-1\right)$, we have

$$
\mathrm{rk}_{\mathbb{Z}}\left(\frac{\mathbb{Z}^{n+1}+W}{W}\right) \geq r+1 .
$$

(iii)' For any $S \geq 1$ and any vector subspace $W \subset K^{n+1}$ of codimension $r \geq 1$, containing ( $\beta_{1}, \ldots, \beta_{n},-1$ ), we have

$$
\operatorname{Card}\left(\frac{\mathbb{Z}^{n+1}[S]+W}{W}\right) \geq(2 S+1)^{r+1}
$$

Proof of Lemma 6.2. The proofs of $(i i) \Leftrightarrow(i i)^{\prime}$ and of $(i i i) \Leftrightarrow(i i i)^{\prime}$ are easily obtained by considering the linear surjective map

$$
\begin{array}{ccc}
K^{n+1} & \longrightarrow & K^{n} \\
\left(z_{1}, \ldots, z_{n+1}\right) & \longmapsto & \left(z_{1}+z_{n+1} \beta_{1}, \ldots, z_{n}+z_{n+1} \beta_{n}\right)
\end{array}
$$

whose kernel is the line $K\left(\beta_{1}, \ldots, \beta_{n},-1\right)$.
We prove the implication $(i i)^{\prime} \Leftrightarrow(i)$, using Exercise 1.4, as follows: condition (i) means that the point $\left(\beta_{1}, \ldots, \beta_{n},-1\right)$ is not contained in a hyperplane which is rational over $\mathbb{Q}$. This is equivalent to say that this point is not contained in a subspace of $K^{n+1}$, of positive codimension, which is rational over $\mathbb{Q}$.

On the other hand, since $\mathbb{Z}^{n+1}$ contains a basis of $K^{n+1}$, the inequality

$$
\mathrm{rk}_{\mathbb{Z}}\left(\frac{\mathbb{Z}^{n+1}+W}{W}\right) \geq r
$$

always holds. Equality holds if and only if $W$ is intersection of hyperplanes of $K^{n+1}$ which are rational over $\mathbb{Q}$ (which means that $W$ is rational over $\mathbb{Q}$ ).

The fact that $(\text { iii })^{\prime} \Rightarrow(i i)^{\prime}$ is easy: denote by $\underline{e}_{1}, \ldots, \underline{e}_{n+1}$ the canonical basis of $K^{n+1}$, and put

$$
\varrho=\operatorname{rk}_{\mathbb{Z}}\left(\frac{\mathbb{Z}^{n+1}+W}{W}\right)
$$

Let $\underline{\eta}_{1}, \ldots, \underline{\eta}_{\varrho}$ be elements in $\mathbb{Z}^{n+1}$ whose classes modulo $W$ give a basis of $\left(\mathbb{Z}^{n+1}+W\right) / W$. Define $k_{i j} \in \mathbb{Z}$ by

$$
\underline{e}_{i}-\sum_{j=1}^{\varrho} k_{i j} \underline{\eta}_{j} \in W, \quad(1 \leq i \leq n+1) .
$$

Then

$$
\operatorname{Card}\left(\frac{\mathbb{Z}^{n+1}[S]+W}{W}\right) \leq c(2 S+1)^{\varrho}, \quad \text { with } \quad c=\sum_{j=1}^{\varrho} \sum_{i=1}^{n+1}\left|k_{i j}\right| .
$$

In particular, if $\varrho \leq r$, then $c(2 S+1)^{\varrho}<(2 S+1)^{r+1}$ as soon as $S \geq c$.
Finally we check $(i i)^{\prime} \Rightarrow(i i i)^{\prime}$. Denote again by $\underline{e}_{1}, \ldots, \underline{e}_{n+1}$ the canonical basis of $K^{n+1}$, and by $\varrho$ the rank over $\mathbb{Z}$ of $\left(\mathbb{Z}^{n+1}+W\right) / W$. Let $\left\{i_{1}, \ldots, i_{\varrho}\right\}$ be indices in $\{1, \ldots, n+1\}$ such that the classes modulo $W$ of $\underline{e}_{i_{1}}, \ldots, \underline{e}_{i_{e}}$ are linearly independent over $\mathbb{Z}$. Then the $(2 S+1)^{\varrho}$ classes of

$$
s_{i_{1}} \underline{e}_{i_{1}}+\cdots+s_{i_{e}} \underline{e}_{i_{e}} \in \mathbb{Z}^{n+1}[S], \quad\left(s_{i_{1}}, \ldots, s_{i_{e}}\right) \in \mathbb{Z}^{\varrho}[S],
$$

are pairwise distinct.
Proof of Proposition 6.1. We apply Theorem 5.1 with

$$
d_{0}=n, d_{1}=1, d=n+1, G=\mathbb{G}_{\mathrm{a}}^{n} \times \mathbb{G}_{\mathrm{m}}, D_{0}=T_{0}, D_{1}=T_{1}
$$

and

$$
\Sigma=\left\{\left(s_{1}+s_{n+1} \beta_{1}, \ldots, s_{n}+s_{n+1} \beta_{n}, \alpha_{1}^{s_{1}} \cdots \alpha_{n+1}^{s_{n+1}}\right) ; \underline{s} \in \mathbb{Z}^{n+1}[S]\right\} .
$$

If the conclusion of Proposition 6.1 does not hold, then there exists a nonzero polynomial $P \in K\left[X_{1}, \ldots, X_{n}, Y^{ \pm 1}\right]$, of total degree at most $T_{0}$ in the variables $X_{1}, \ldots, X_{n}$ and of degree at most $T_{1}$ in $Y$, which vanishes at all the points of the subset $\Sigma[n+1]$ of $K^{n} \times K^{\times}$. We deduce that there exists a connected algebraic subgroup $G^{*}$ of $G$ such that $G^{*} \neq G$ and

$$
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \mathscr{H}\left(G^{*} ; T_{0}, T_{1}\right) \leq \mathscr{H}\left(G ; T_{0}, T_{1}\right) .
$$

As explained in § 5.1.1, we have

$$
\mathscr{H}\left(G ; T_{0}, T_{1}\right)=2(n+1) T_{0}^{n} T_{1},
$$

and there exists a vector subspace $V$ of $K^{n}$, of dimension say $\delta$, such that $G^{*}=V \times G_{1}^{*}$, where $G_{1}^{*}$ is either $\{1\}$ or $\mathbb{G}_{\mathrm{m}}$ and

$$
\mathscr{H}\left(G^{*} ; T_{0}, T_{1}\right)= \begin{cases}T_{0}^{\delta} & \text { if } G_{1}^{*}=\{1\}, \\ 2(\delta+1) T_{0}^{\delta} T_{1} & \text { if } G_{1}^{*}=\mathbb{G}_{\mathrm{m}} .\end{cases}
$$

Hence the conclusion of Theorem 5.1 is

$$
\operatorname{Card}\left(\frac{\Sigma+\left(V \times G_{1}^{*}\right)}{V \times G_{1}^{*}}\right) \leq \begin{cases}2(n+1) T_{0}^{n-\delta} T_{1} & \text { if } G_{1}^{*}=\{1\} \\ \frac{n+1}{\delta+1} T_{0}^{n-\delta} & \text { if } G_{1}^{*}=\mathbb{G}_{\mathrm{m}}\end{cases}
$$

Since each $\beta_{i}$ is irrational, the elements

$$
\left(s_{1}+s_{n+1} \beta_{1}, \ldots, s_{n}+s_{n+1} \beta_{n}\right) \in K^{n} \quad \underline{s} \in \mathbb{Z}^{n+1}
$$

are pairwise distinct. From the assumption

$$
(2 S+1)^{n+1}>2(n+1) T_{0}^{n} T_{1}
$$

we deduce $V \neq\{0\}$, so that we have $1 \leq \delta \leq n$.
Consider firstly the case $G_{1}^{*}=\{1\}$. In this case we plainly have

$$
\operatorname{Card}\left(\frac{\Sigma+(V \times\{1\})}{V \times\{1\}}\right) \geq \operatorname{Card}\left\{\alpha_{1}^{s_{1}} \cdots \alpha_{n+1}^{s_{n+1}} \in K^{\times} ; \underline{s} \in \mathbb{Z}^{n+1}[S]\right\} .
$$

If $\alpha_{1}, \ldots, \alpha_{n+1}$ are multiplicatively independent, the right hand side has ( $2 S+$ $1)^{n+1}$ elements, and we get a contradiction as before. If $\alpha_{1}, \ldots, \alpha_{n+1}$ generate a multiplicative subgroup of $K^{\times}$of rank $n$, then

$$
\operatorname{Card}\left\{\alpha_{1}^{s_{1}} \cdots \alpha_{n+1}^{s_{n+1}} \in K^{\times} ; \underline{s} \in \mathbb{Z}^{n+1}[S]\right\} \geq(2 S+1)^{n}
$$

Now from the assumption $(2 S+1)^{n}>2(n+1) T_{0}^{n-1} T_{1}$ and the inequality $\delta \geq 1$ we again derive a contradiction.

Therefore $G_{1}^{*}=\mathbb{G}_{\mathrm{m}}$. Since $G^{*} \neq G$, we have $\delta \leq n-1$. Define $Y=$ $\mathbb{Z}^{n}+\mathbb{Z}\left(\beta_{1}, \ldots, \beta_{n}\right) \subset K^{n}$. The conclusion of Theorem 5.1 becomes

$$
\operatorname{Card}\left(\frac{Y[S]+V}{V}\right) \leq \frac{n+1}{\delta+1} T_{0}^{n-\delta} .
$$

Using both assumptions

$$
(2 S+1)^{n+1}>2(n+1) T_{0}^{n} T_{1} \quad \text { and } \quad T_{0} \geq 2 S+1
$$

we deduce

$$
(2 S+1)^{n-\delta+1}>2(n+1) T_{0}^{n-\delta} .
$$

Again we derive a contradiction, which completes the proof of Proposition 6.1.
Remark. For $m \geq 1$ and $\lambda_{1}, \ldots, \lambda_{m}$ in $\mathbb{C}$, define $\alpha_{j}=e^{\lambda_{j}}(1 \leq j \leq m)$. If $\lambda_{1}, \ldots, \lambda_{m}$ are linearly independent over $\mathbb{Q}$, then $\alpha_{1}, \ldots, \alpha_{m}$ generate a multiplicative subgroup of $\mathbb{C}^{\times}$of rank $m$ or $m-1$. The rank is $m$ (which means that $\alpha_{1}, \ldots, \alpha_{m}$ are multiplicatively independent) if and only if the $m+1$ numbers $\lambda_{1}, \ldots, \lambda_{m}, 2 i \pi$ are $\mathbb{Q}$-linearly independent. Otherwise, when the rank is $m-1$, the set of $\underline{k} \in \mathbb{Z}^{m}$
such that $\alpha_{1}^{k_{1}} \cdots \alpha_{m}^{k_{m}}=1$ is a rank one $\mathbb{Z}$-module: there is an element $\underline{k}^{0}$ in $\mathbb{Z}^{m} \backslash\{0\}$, which is unique up to a multiplicative factor $\pm 1$, such that, for $\underline{k} \in \mathbb{Z}^{m}$,

$$
\alpha_{1}^{k_{1}} \cdots \alpha_{m}^{k_{m}}=1 \Longleftrightarrow \underline{k} \in \underline{k}^{0} \mathbb{Z} .
$$

For instance when

$$
m=1, \lambda=\frac{2 i \pi}{k^{0}}, \alpha=e^{2 i \pi / k^{0}}
$$

with $k^{0} \in \mathbb{Z} \backslash\{0\}$, the ideal of $k \in \mathbb{Z}$ such that $\alpha^{k}=1$ is $k^{0} \mathbb{Z}$.

### 6.2 Upper Bounds for Alternants in Several Variables

In this section we denote by $f_{1}, \ldots, f_{L}$ analytic functions in $\mathbb{C}^{n}$, and by $\underline{\zeta}_{1}, \ldots, \underline{\zeta}_{L}$ elements of $\mathbb{C}^{n}$. Our aim is to give an upper bound for the absolute value of the determinant

$$
\Delta=\operatorname{det}\left(f_{\lambda}\left(\underline{\zeta}_{\mu}\right)\right)_{1 \leq \lambda, \mu \leq L},
$$

following Michel Laurent [Lau 1989], [Lau 1992], [Lau 1994]. The case $n=1$ has been considered in Lemma 2.5. The estimate for the general case is stated in Proposition 6.6 below. For the proof, we show that the function of a single complex variable $z$

$$
\Psi(z)=\operatorname{det}\left(f_{\lambda}\left(z \underline{\zeta}_{\mu}\right)\right)_{1 \leq \lambda, \mu \leq L}
$$

has a zero of high multiplicity at the origin. Then Schwarz' Lemma provides the desired upper bound. At the end of this section, we remark that the proofs can be considered as elementary so far as no complex analysis is required.

### 6.2.1 Schwarz' Lemma

We first apply Schwarz' Lemma in one variable (Lemma 2.4).
Lemma 6.3. Let $r>0$ and $R>0$ be positive real numbers such that

$$
\max _{1 \leq \mu \leq L}\left|\underline{\zeta}_{\mu}\right| \leq r \quad \text { and } \quad R \geq r .
$$

Let $T$ be the multiplicity of the zero of the function $\Psi$ at the origin. Then

$$
|\Delta| \leq\left(\frac{R}{r}\right)^{-T} L!\prod_{\lambda=1}^{L}\left|f_{\lambda}\right|_{R} .
$$

Proof. Define $E=R / r$. Since $E \geq 1$, we deduce from Lemma 2.4 an upper bound for the absolute value of the number $\Delta=\Psi(1)$ :

$$
|\Psi(1)| \leq E^{-T}|\Psi|_{E} .
$$

From $\left|z \underline{\zeta}_{\mu}\right| \leq E r=R$ for $|z| \leq E$, we deduce

$$
|\Psi|_{E} \leq L!\prod_{\lambda=1}^{L}\left|f_{\lambda}\right|_{R}
$$

This completes the proof of Lemma 6.3.

### 6.2.2 Estimate for the Multiplicity of $\Psi$ at the Origin

The proof (in § 2.3.1) of Lemma 2.5 (dealing with the one dimensional case) involves the number

$$
\begin{aligned}
\Theta_{1}(L) & =\min \left\{\kappa_{1}+\cdots+\kappa_{L}\right\} \\
& =0+1+\cdots+(L-1)=\frac{L(L-1)}{2},
\end{aligned}
$$

where the minimum runs over the $L$-tuples $\left(\kappa_{1}, \ldots, \kappa_{L}\right)$ of nonnegative integers which are pairwise distinct. In the general case $n \geq 1$, we define

$$
\Theta_{n}(L)=\min \left\{\left\|\underline{\kappa}_{1}\right\|+\cdots+\left\|\underline{\kappa}_{L}\right\|\right\}
$$

where the minimum runs over the $L$-tuples $\left(\underline{\kappa}_{1}, \ldots, \underline{\kappa}_{L}\right)$ of elements in $\mathbb{N}^{n}$ which are pairwise distinct.

Lemma 6.4. The function $\Psi$ has a zero at $z=0$ of multiplicity at least $\Theta_{n}(L)$.
Proof. Since the determinant is multilinear, by expanding each $f_{\lambda}$ in Taylor series at the origin, we may assume that each $f_{\lambda}$ is a monomial $f_{\lambda}(\underline{\zeta})=\underline{\zeta}^{\underline{K}_{\lambda}}$, with $\underline{\kappa}_{\lambda} \in \mathbb{N}^{n}$. In this case $f_{\lambda}(z \underline{\zeta})=\underline{\zeta}^{\underline{\kappa}} \lambda z^{\left\|\underline{\underline{\kappa}}_{\lambda}\right\|}$.

In the row indexed by $\lambda$, we have a common factor $z^{\| \kappa_{\lambda}} \|$ :

$$
\Psi(z)=\operatorname{det}\left(\underline{\zeta}_{\mu}^{\underline{\kappa}_{\lambda}}\right)_{1 \leq \lambda, \mu \leq L} \cdot z^{\left\|\underline{\boldsymbol{\kappa}_{1}}\right\|+\cdots+\left\|\underline{\boldsymbol{\kappa}}_{L}\right\|} .
$$

If $\Psi$ is not the zero function, then the elements $\underline{\kappa}_{1}, \ldots, \underline{\kappa}_{L}$ in $\mathbb{N}^{n}$ are pairwise distinct, and $\Psi$ has a zero at 0 of multiplicity $\left\|\underline{\kappa}_{1}\right\|+\cdots+\left\|\underline{\kappa}_{L}\right\|$, which proves our claim.

### 6.2.3 Lower Bound for $\boldsymbol{\Theta}_{\boldsymbol{n}}$

Here is a lower bound for the number $\Theta_{n}(L)$ :
Lemma 6.5. For any $L \geq 1$ and $n \geq 1$, we have

$$
\Theta_{n}(L)>\frac{n}{n+1}(n!)^{1 / n} L^{(n+1) / n}-n(n+1) L .
$$

Moreover for $L \geq(4 n)^{2 n}$, we have

$$
\Theta_{n}(L)>\frac{n}{e} L^{(n+1) / n} .
$$

Proof. Let us check the first estimate. One may assume $L>(n+1)^{2 n} / n!$, otherwise the result is trivial.

The smallest value for the sum $\left\|\underline{\kappa}_{1}\right\|+\cdots+\left\|\underline{\kappa}_{L}\right\|$ is reached by choosing for $\underline{\kappa}_{\mu}$ successively:

- $(0, \ldots, 0)$;
- the $n$ elements of $\mathbb{N}^{n}$ of length 1 :

$$
(1,0, \ldots, 0), \ldots,(0, \ldots, 0,1)
$$

- the $\binom{n+1}{2}=\binom{n+1}{n-1}$ elements of length 2:

$$
(2,0, \ldots, 0),(1,1,0, \ldots, 0), \ldots,(0, \ldots, 0,1,1),(0, \ldots, 0,2)
$$

- and so on.

In general, for $a$ a nonnegative integer, the number of elements $\underline{\kappa} \in \mathbb{N}^{n}$ of length $\|\underline{\kappa}\|=a$ is the coefficient of $z^{a}$ in the series

$$
\sum_{\underline{\kappa} \in \mathbb{N} n} z^{\|\underline{\kappa}\|}=\left(\sum_{k=0}^{\infty} z^{k}\right)^{n}=\frac{1}{(1-z)^{n}}=\sum_{a \geq 0}\binom{n+a-1}{a} z^{a},
$$

hence this number is

$$
\binom{n+a-1}{a}=\binom{n+a-1}{n-1} .
$$

For any positive integer $A$ we have

$$
\sum_{k=0}^{A-1}\binom{n+k}{n}=\binom{n+A}{n+1}
$$

This is an easy consequence (by induction) of the formula

$$
\binom{n+k-1}{n+1}+\binom{n+k-1}{n}=\binom{n+k}{n+1} .
$$

Let $A$ be the positive integer such that

$$
\sum_{a=0}^{A}\binom{n+a-1}{n-1}=\binom{n+A}{n} \leq L<\binom{n+A+1}{n} .
$$

We have

$$
\begin{aligned}
\left\|\underline{\kappa}_{1}\right\|+\cdots+\left\|\underline{\kappa}_{L}\right\| & \geq \sum_{a=0}^{A} a\binom{n+a-1}{n-1}=n \sum_{a=1}^{A}\binom{n+a-1}{n} \\
& =n \sum_{a=0}^{A-1}\binom{n+a}{n}=n\binom{n+A}{n+1},
\end{aligned}
$$

hence

$$
\Theta_{n}(L) \geq n\binom{n+A}{n+1}
$$

We use the estimates

$$
\binom{n+A+1}{n} \leq \frac{(n+A+1)^{n}}{n!} \quad \text { and } \quad\binom{n+A}{n+1} \geq \frac{A^{n+1}}{(n+1)!}
$$

We get

$$
\Theta_{n}(L) \geq \frac{n}{(n+1)!} \cdot A^{n+1} \geq \frac{n}{n+1}(n!)^{1 / n} \cdot\left(\frac{A}{A+n+1}\right)^{n+1} \cdot L^{1+(1 / n)}
$$

Define $\epsilon$ by the condition

$$
\epsilon^{n} n!L=(n+1)^{2 n} .
$$

Then the number $c=(n+1) / \epsilon$ satisfies

$$
\left(1-\frac{1}{c}\right)^{n+1}>1-\epsilon
$$

The inequalities

$$
\frac{(A+n+1)^{n}}{n!} \geq\binom{ A+n+1}{n}>L \geq \frac{c^{n}}{n!}(n+1)^{n}
$$

yield

$$
A+n+1>c(n+1) \quad \text { and } \quad \frac{A}{A+n+1}>1-\frac{1}{c} .
$$

The first estimate in Lemma 6.5 follows. The second inequality is a consequence of the first one, since

$$
(n!)^{1 / n} \geq \frac{n+1}{e}+\left(\frac{n+1}{4 n}\right)^{2}
$$

for any $n \geq 1$.

### 6.2.4 Conclusion

We now combine the preceding lemmas as follows:
Proposition 6.6. Let $f_{1}, \ldots, f_{L}$ be analytic functions in $\mathbb{C}^{n}, \underline{\zeta}_{1}, \ldots, \underline{\zeta}_{L}$ elements of $\mathbb{C}^{n}, r, R$ and $E$ positive real numbers such that

$$
\max _{1 \leq \mu \leq L}\left|\underline{\zeta}_{\mu}\right| \leq r \quad \text { and } \quad E=\frac{R}{r} \geq 1
$$

Then the determinant

$$
\Delta=\operatorname{det}\left(f_{\lambda}\left(\underline{\zeta}_{\mu}\right)\right)_{1 \leq \lambda, \mu \leq L}
$$

is bounded from above by

$$
\log |\Delta| \leq-\Theta_{n}(L) \log E+\log (L!)+\sum_{\lambda=1}^{L} \log \left|f_{\lambda}\right|_{R}
$$

Here we shall use only the following consequence of Proposition 6.6:
Corollary 6.7. Let $\lambda_{1}, \ldots, \lambda_{n}, \beta_{1}, \ldots, \beta_{n}$ be complex numbers. For $1 \leq i \leq n$ define $\alpha_{i}=\exp \left(\lambda_{i}\right)$. There exists a positive constant $c$, which depends only on $n, \lambda_{1}, \ldots, \lambda_{n}, \beta_{1}, \ldots, \beta_{n}$ and which satisfies the following property: let $T_{0}, T_{1}, S$ be rational integers at least 2 and $E$ a real number at least $e$. Assume the number $L=\binom{T_{0}+n}{n}\left(2 T_{1}+1\right)$ satisfies $L \geq(4 n)^{2 n}$. Let $\underline{s}^{(1)}, \ldots, \underline{s}^{(L)}$ be any elements in $\mathbb{Z}^{n+1}[S]$. Consider the $L \times L$ determinant $\Delta$ of the matrix

$$
\left(\left(s_{1}^{(\mu)}+s_{n+1}^{(\mu)} \beta_{1}\right)^{\tau_{1}} \cdots\left(s_{n}^{(\mu)}+s_{n+1}^{(\mu)} \beta_{n}\right)^{\tau_{n}}\left(\alpha_{1}^{\left.s_{1}^{(\mu)}\right) s_{n+1}^{(\mu)} \beta_{1}} \cdots \alpha_{n}^{s_{n}^{(\mu)}+s_{n+1}^{(\mu)} \beta_{n}}\right)^{t}\right)
$$

with $(\underline{\tau}, t)=\left(\tau_{1}, \ldots, \tau_{n}, t\right) \in \mathbb{N}^{n+1}, \tau_{1}+\cdots+\tau_{n} \leq T_{0}$ and $t \leq T_{1}$, and with $1 \leq \mu \leq L$. Then

$$
|\Delta| \leq \exp \left\{-\frac{n}{e} L^{1+(1 / n)} \log E+c L\left(T_{0} \log (S E)+T_{1} S E\right)\right\} .
$$

Proof. We consider the functions

$$
f_{\underline{\tau t}}(\underline{z})=z_{1}^{\tau_{1}} \cdots z_{n}^{\tau_{n}}\left(\alpha_{1}^{z_{1}} \cdots \alpha_{n}^{z_{n}}\right)^{t}
$$

and the points

$$
\underline{\zeta}_{\mu}=\left(s_{1}^{(\mu)}+s_{n+1}^{(\mu)} \beta_{1}, \ldots, s_{n}^{(\mu)}+s_{n+1}^{(\mu)} \beta_{n}\right) \in \mathbb{C}^{n} .
$$

For any $R>0$ we plainly have

$$
\log \left|f_{\underline{t}-}\right|_{R} \leq T_{0} \log R+T_{1} R \sum_{i=1}^{n}\left|\lambda_{i}\right| .
$$

We choose

$$
r=S\left(1+\max _{1 \leq j \leq n}\left|\beta_{j}\right|\right), \quad R=E r .
$$

From Proposition 6.6 one deduces

$$
\log |\Delta| \leq-\Theta_{n}(L) \log E+\log L!+L T_{0} \log R+L T_{1} R \sum_{i=1}^{n}\left|\lambda_{i}\right| .
$$

Finally we conclude thanks to Lemma 6.5.

### 6.2.5 Avoiding the Use of Complex Analysis

We conclude this section with the following remark: the proofs we give in these lectures do not require any complex analysis. From this point of view they are elementary in the sense of [GLin 1962]. The only point where analysis played any role so far was in the use of Schwarz' Lemma 2.4, in the proof of Lemma 6.3. But we use it only for exponential polynomials in one variable, and in this case the estimate is quite easy:

Lemma 6.8. Let $a_{i j}($ for $0 \leq i \leq s, 1 \leq j \leq t)$ and $w_{j}($ for $1 \leq j \leq t)$ be complex numbers. Assume that the exponential polynomial

$$
F(z)=\sum_{i=0}^{s} \sum_{j=1}^{t} a_{i j} z^{i} e^{w_{j} z}
$$

has a zero of multiplicity at least $T$ at the origin. Then for $z_{0} \in \mathbb{C}$ and $R \geq\left|z_{0}\right|$ we have

$$
\left|F\left(z_{0}\right)\right| \leq\left(\frac{R}{\left|z_{0}\right|}\right)^{-T} \sum_{i=0}^{s} \sum_{j=1}^{t}\left|a_{i j}\right| R^{i} e^{\left|w_{j}\right| R} .
$$

Proof. We consider the Taylor expansion of $F$ at the origin:

$$
F(z)=\sum_{n \geq 0} \alpha_{n} z^{n} \quad \text { where } \quad \alpha_{n}=\sum_{i=0}^{\min \{s, n\}} \sum_{j=1}^{t} a_{i j} \frac{w_{j}^{n-i}}{(n-i)!} .
$$

By assumption $\alpha_{0}=\cdots=\alpha_{T-1}=0$. For $n \geq T$ we have $\left(R /\left|z_{0}\right|\right)^{T} \leq\left(R /\left|z_{0}\right|\right)^{n}$ (because $R \geq\left|z_{0}\right|$, hence

$$
\left|F\left(z_{0}\right)\right|=\left|\sum_{n \geq T} \alpha_{n} z_{0}^{n}\right| \leq \sum_{n \geq T}\left|\alpha_{n}\right|\left|z_{0}\right|^{n} \leq\left(\frac{R}{\left|z_{0}\right|}\right)^{-T} \sum_{n \geq T}\left|\alpha_{n}\right| R^{n} .
$$

We now use the trivial bound

$$
\sum_{n \geq T}\left|\alpha_{n}\right| R^{n} \leq \sum_{i=0}^{\min \{s, n\}} \sum_{j=1}^{t}\left|a_{i j}\right| \sum_{n \geq i} \frac{\left|w_{j}\right|^{n-i}}{(n-i)!} R^{n},
$$

where the right hand side is nothing else than

$$
\sum_{i=0}^{s} \sum_{j=1}^{t}\left|a_{i j}\right| R^{i} e^{\left|w_{j}\right| R}
$$

### 6.3 A Second Proof of Baker's Homogeneous Theorem

We already gave a proof of Baker's Theorem (both in the homogeneous and nonhomogeneous cases) in Chap. 4. The proof which we shall give now is quite different, and will enable us (in Chap. 7) to get quantitative estimates (measures of linear independence).

Proposition 6.9. Let $\lambda_{1}, \ldots, \lambda_{n+1}$ be $\mathbb{Q}$-linearly independent complex numbers and $\beta_{1}, \ldots, \beta_{n}$ be complex numbers such that $1, \beta_{1}, \ldots, \beta_{n}$ are $\mathbb{Q}$-linearly independent and

$$
\lambda_{n+1}=\beta_{1} \lambda_{1}+\cdots+\beta_{n} \lambda_{n} .
$$

For $1 \leq j \leq n+1$ define $\alpha_{j}=e^{\lambda_{j}}$. There exists a positive constant $c_{0}$ with the following property. Let $T_{0}, T_{1}, S, L$ be rational integers and $E$ a real number satisfying

$$
\begin{gathered}
T_{0} \geq 2, \quad T_{1} \geq 2, \quad S \geq 2, \quad E \geq e, \quad L=\binom{T_{0}+n}{n}\left(2 T_{1}+1\right), \\
\\
T_{0}>2 S \quad \text { and } \quad(2 S+1)^{n+1}>2(n+1) T_{0}^{n} T_{1} .
\end{gathered}
$$

Then there exists a polynomial $f \in \mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{n+1}^{ \pm 1}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{n}\right]$, of degree and height bounded by

$$
\operatorname{deg} f \leq c_{0} L\left(T_{0} \log (S E)+T_{1} S E\right) \quad \text { and } \quad \log \mathrm{H}(f) \leq c_{0} L\left(T_{0} \log (S E)+T_{1} S E\right)
$$

such that

$$
\begin{aligned}
& 0<\left|f\left(\alpha_{1}, \ldots, \alpha_{n+1}, \beta_{1}, \ldots, \beta_{n}\right)\right| \leq \\
& \exp \left\{-\frac{n}{e} L^{1+1 / n} \log E+c_{0} L\left(T_{0} \log (S E)+T_{1} S E\right)\right\} .
\end{aligned}
$$

Proof We shall work with the following $n+1$ functions of $n$ variables:

$$
z_{1}, \ldots, z_{n}, \alpha_{1}^{z_{1}} \cdots \alpha_{n}^{z_{n}}
$$

where $\alpha_{1}^{z_{1}} \cdots \alpha_{n}^{z_{n}}$ stands for $\exp \left(z_{1} \lambda_{1}+\cdots+z_{n} \lambda_{n}\right)$. The main fact is that, at all the points of the form

$$
\left(s_{1}+s_{n+1} \beta_{1}, \ldots, s_{n}+s_{n+1} \beta_{n}\right), \quad\left(s_{1}, \ldots, s_{n+1}\right) \in \mathbb{Z}^{n+1}
$$

these functions take values in the ring

$$
\mathbb{Z}\left[\alpha_{1}^{ \pm 1}, \ldots, \alpha_{n+1}^{ \pm 1}, \beta_{1}, \ldots, \beta_{n}\right] .
$$

Another important property of our functions (which is implicit in the proof - see step 1 ) is that they are algebraically independent: if $P$ is a nonzero polynomial in $n+1$ variables (with, say, complex coefficients), then the function

$$
F\left(z_{1}, \ldots, z_{n}\right)=P\left(z_{1}, \ldots, z_{n}, \alpha_{1}^{z_{1}} \cdots \alpha_{n}^{z_{n}}\right)
$$

does not vanish identically (Exercise 2.5).
Step 1. Using the zero estimate
Consider the $L \times(2 S+1)^{n+1}$ matrix

$$
\boldsymbol{M}=\left(\left(s_{1}+s_{n+1} \beta_{1}\right)^{\tau_{1}} \cdots\left(s_{n}+s_{n+1} \beta_{n}\right)^{\tau_{n}} \alpha_{1}^{t s_{1}} \cdots \alpha_{n+1}^{t s_{n+1}}\right)_{\substack{\left(\tau_{t}, t\right) \\ \underline{v}}},
$$

where the index of row is $(\underline{\tau}, t)$ and the index of column is $\underline{s} ;(\underline{\tau}, t)$ runs over the $(n+1)$-tuples $\left(\tau_{1}, \ldots, \tau_{n}, t\right)$ of elements in $\mathbb{N}^{n+1}$ satisfying $\tau_{1}+\cdots+\tau_{n} \leq T_{0}$ and $t \leq T_{1}$. Hence the number of rows is $L$. On the other hand $\underline{s}$ runs over the $(n+1)$ tuples in $\mathbb{Z}^{n+1}[S]$, hence there are $(2 S+1)^{n+1}$ columns. The ordering of the rows or columns will be irrelevant: we shall be interested only in the rank of $\boldsymbol{M}$.

Our hypothesis that $\lambda_{1}, \ldots, \lambda_{n+1}$ are linearly independent over $\mathbb{Q}$ implies that the rank of the multiplicative subgroup of $\mathbb{C}^{\times}$generated by $\alpha_{1}, \ldots, \alpha_{n+1}$ is at least $n$. The assumptions

$$
T_{0} \geq 2 S+1 \quad \text { and } \quad(2 S+1)^{n+1}>2(n+1) T_{0}^{n} T_{1}
$$

imply

$$
(2 S+1)^{2}>\frac{n+1}{n} T_{0} \quad \text { and } \quad(2 S+1)^{n}>2(n+1) T_{0}^{n-1} T_{1} .
$$

This allows us to use Proposition 6.1 (with $K=\mathbb{C}$ ), and we deduce that the matrix $\boldsymbol{M}$ has rank $L$.

Step 2. Definition of $\Delta$.
Let $\underline{s}^{(1)}, \ldots, \underline{s}^{(L)}$ be elements in $\mathbb{Z}^{n+1}[S]$ such that the following $L \times L$ determinant

$$
\Delta=\operatorname{det}\left(\left(s_{1}^{(\mu)}+s_{n+1}^{(\mu)} \beta_{1}\right)^{\tau_{1}} \cdots\left(s_{n}^{(\mu)}+s_{n+1}^{(\mu)} \beta_{n}\right)^{\tau_{n}} \alpha_{1}^{t s_{1}^{(\mu)}} \cdots \alpha_{n+1}^{t s_{n+1}^{(\mu)}}\right)_{\substack{(\tau, t) \\ 1 \leq \mu \leq L}}
$$

is not zero.
Step 3. Upper bound for $|\Delta|$
For $(\underline{\tau}, t)=\left(\tau_{1}, \ldots, \tau_{n}, t\right) \in \mathbb{Z}^{n+1}$, we define

$$
f_{\underline{\tau_{t}}}=z_{1}^{\tau_{1}} \cdots z_{n}^{\tau_{n}}\left(\alpha_{1}^{z_{1}} \cdots \alpha_{n}^{z_{n}}\right)^{t} .
$$

Our assumption $\lambda_{n+1}=\beta_{1} \lambda_{1}+\cdots+\beta_{n} \lambda_{n}$ (this is the only place in the proof where it is used) enables us to write, for $\left(s_{1}, \ldots, s_{n+1}\right) \in \mathbb{Z}^{n+1}$,

$$
\alpha_{1}^{s_{1}+s_{n+1} \beta_{1}} \cdots \alpha_{n}^{s_{n}+s_{n+1} \beta_{n}}=\alpha_{1}^{s_{1}} \cdots \alpha_{n+1}^{s_{n+1}} .
$$

Therefore

$$
\Delta=\operatorname{det}\left(f_{\underline{\tau} t}\left(s_{1}^{(\mu)}+s_{n+1}^{(\mu)} \beta_{1}, \ldots, s_{n}^{(\mu)}+s_{n+1}^{(\mu)} \beta_{n}\right)\right)_{\substack{(\underline{\tau}, t) \\ 1 \leq \mu \leq L}}
$$

and we can use Corollary 6.7:

$$
\frac{1}{L} \log |\Delta| \leq-\frac{n}{e} L^{1 / n} \log E+c_{0}\left(T_{0} \log (S E)+T_{1} S E\right)
$$

Step 4. Estimates for degree and height
From Lemma 3.15 we deduce that there exists a polynomial

$$
f \in \mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{n+1}^{ \pm 1}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{n}\right]
$$

such that

$$
\Delta=f\left(\alpha_{1}, \ldots, \alpha_{n+1}, \beta_{1}, \ldots, \beta_{n}\right)
$$

$\operatorname{deg} f \leq c_{0} L\left(T_{0} \log (S E)+T_{1} S E\right) \quad$ and $\quad \log \mathrm{H}(f) \leq c_{0} L\left(T_{0} \log (S E)+T_{1} S E\right)$
This completes the proof of Proposition 6.9.

Proof of Theorem 1.5. Let us deduce that one at least of the numbers $\alpha_{1}, \ldots, \alpha_{n+1}$, $\beta_{1}, \ldots, \beta_{n}$ is transcendental. Thanks to Lemma 1.7, this will imply Baker's Theorem 1.5.

By Lemma 2.1, it suffices to show that for any $\kappa>0$, there exist parameters $T_{0}$, $T_{1}, S$ and $E$ satisfying the assumptions of Proposition 6.9 as well as

$$
L^{1 / n} \log E>\kappa\left(T_{0} \log (S E)+T_{1} S E\right)
$$

For instance one can take

$$
T_{1}=[\log S]^{2 n}, \quad T_{0}=\left[S^{1+1 / n}(\log S)^{-3}\right] \quad \text { and } \quad E=e,
$$

with $S$ sufficiently large.

## Exercises

Exercise 6.1. With the notation of Lemma 6.2, prove that the five conditions (i) to (iii) ${ }^{\prime}$ are also equivalent to the following ones:
(iv) For any hyperplane $V$ of $K^{n}$ which is rational over $\mathbb{Q}$,

$$
\mathrm{rk}_{\mathbb{Z}}\left(\frac{Y+V}{V}\right) \geq 2
$$

(v) For any $S \geq 1$ and any hyperplane $V \subset K^{n}$ which is rational over $\mathbb{Q}$, we have

$$
\operatorname{Card}\left(\frac{Y[S]+V}{V}\right) \geq(2 S+1)^{2}
$$

Exercise 6.2. Let $S$ be a positive integer and $v_{1}, \ldots, v_{m-r}$ be $m-r$ linearly independent elements in $\mathbb{Z}^{m}[S]$. Show that the vector space $V$ they span in $\mathbb{C}^{m}$ is contained in a hyperplane of equation $b_{1} z_{1}+\cdots+b_{m} z_{m}=0$ with $\left(b_{1}, \ldots, b_{m}\right) \in \mathbb{Z}^{m}\left[S^{\prime}\right] \backslash\{0\}$ and

$$
S^{\prime}=(m-r)!S^{m-r}
$$

Hint. The absolute value of a determinant of a $N \times N$ matrix with entries of absolute values $\leq X$ is at most $N!X^{N}$.

Exercise 6.3. (Quantitative version of the implication $(i) \Rightarrow$ (iii)' in Lemma 6.2)
Let $K$ be a field of characteristic zero, $S$ be a positive integer and $V$ be a subspace of $K^{m}$ of codimension $r \geq 1$, such that

$$
\operatorname{Card}\left(\frac{\mathbb{Z}^{m}[S]+V}{V}\right)<(2 S+1)^{r+1}
$$

Show that

1) There exists a basis $\left(\underline{v}_{1}, \ldots, \underline{v}_{m-r}\right)$ of $V$ with $\underline{v}_{j} \in \mathbb{Z}^{m}[2 S+1]$ for $1 \leq j \leq m-r$.
2) The vector space $V$ is intersection of $r$ hyperplanes of equations

$$
b_{i 1} z_{1}+\cdots+b_{i m} z_{m}=0 \quad(1 \leq i \leq r)
$$

where, for $1 \leq i \leq r, \underline{b}_{i}=\left(b_{i 1}, \ldots, b_{i m}\right)$ is in $\mathbb{Z}^{m}[2 S+1]$.
Exercise 6.4. (With the collaboration of D. Roy, W.M. Schmidt and J. Thunder).
Let $S \geq 2$ be a positive integer and $V$ a subspace of $\mathbb{R}^{m}$ of codimension $r \geq 1$ satisfying the following condition (the same as in Exercise 6.3)

$$
\operatorname{Card}\left(\frac{\mathbb{Z}^{m}[S]+V}{V}\right)<(2 S+1)^{r+1}
$$

a) Show that the intersection $V \cap \mathbb{Z}^{m}(2 S+1)$ contains more than $(2 S+1)^{m-r-1}$ points and contains a basis of $V$.

Hint. See Exercise 7.4.

Hence $\Lambda=V \cap \mathbb{Z}^{m}$ is a lattice in $V$ of dimension $m-r$.
b) Denote by $B^{m}$ the unit ball in $\mathbb{R}^{m}$ for the Euclidean norm. Define, for $X>0$,

$$
\mathbb{R}^{m}(X)=\left\{\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m} ;\left|x_{i}\right| \leq X,(1 \leq i \leq m)\right\} .
$$

Hence $\mathbb{R}^{m}(X) \subset \sqrt{m} X B^{m}$. Finally, recall (see § 10.2.4 and [Sc 1991]) that the determinant $\operatorname{det} \Lambda$ of the lattice $\Lambda$ in $V$ is the volume of $V / \Lambda$, i.e. the volume of a fundamental domain of $\Lambda$ in $V$. Check

$$
\operatorname{det} \Lambda \leq(2 \sqrt{m})^{m-r} \operatorname{vol}\left(B^{m-r}\right)(2 S+1)
$$

where vol is the Euclidean volume.
Hint. Choose a basis of $V$ belonging to $\mathbb{Z}^{m}[2 S+1]$, and denote by $P$ the corresponding parallelepiped. Check that $P$ contains a fundamental domain of $V / \Lambda$.

Define $K=V \cap \mathbb{R}^{m}(2 S+1)$. Check

$$
\operatorname{Card}(K \cap \Lambda) \operatorname{det} \Lambda \leq \operatorname{vol}(K+P)
$$

Here, $\operatorname{vol}(K+P)$ is the volume of $K+P$ in $V$ (for the metric induced by the metric of $\left.\mathbb{R}^{m}\right)$. Check also

$$
\operatorname{vol}(K+P) \leq(2 \sqrt{m}(2 S+1))^{m-r} \operatorname{vol}\left(B^{m-r}\right)
$$

c) Denote by $\|\cdot\|_{2}$ the Euclidean norm in $\mathbb{R}^{m}$. Show that there is a basis $\underline{v}_{1}, \ldots, \underline{v}_{m-r}$ of $V$, where $\underline{v}_{i} \in \Lambda$ satisfy

$$
\left\|\underline{v}_{1}\right\|_{2} \cdots\left\|\underline{v}_{m-r}\right\|_{2} \leq 2^{m-r}(2 \sqrt{m})^{m-r}(2 S+1)
$$

Hint. By Minkowski's Theorem, if $\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{m-r}$ are the successive minima of $\Lambda$ with respect to $B^{m} \cap V$, then

$$
\lambda_{1} \cdots \lambda_{m-r} \leq \frac{2^{m-r} \operatorname{det} \Lambda}{\operatorname{vol}\left(B^{m} \cap V\right)}
$$

d) Let $V^{\perp}$ be the orthogonal complement of $V$ in $\mathbb{R}^{m}$ :

$$
V^{\perp}=\left\{\underline{x} \in \mathbb{R}^{m} ;\langle\underline{x}, \underline{y}\rangle=0 \text { for all } \underline{y} \in V\right\},
$$

where $\langle$,$\rangle denotes the usual scalar product in \mathbb{R}^{m}$. Then $\Lambda^{\perp}=\mathbb{Z}^{m} \cap V^{\perp}$ is a lattice in $V^{\perp}$ of dimension $r$, with $\operatorname{det} \Lambda^{\perp}=\operatorname{det} \Lambda$ (see [Sc 1991], Chap. 1). Deduce that $V$ is intersection of $r$ hyperplanes in $\mathbb{R}^{m}$ of equations

$$
\left\langle\underline{b}_{i}, \underline{z}\right\rangle=0, \quad(1 \leq i \leq r)
$$

where $\underline{b}_{i}=\left(b_{i 1}, \ldots, b_{i m}\right)$ are in $\mathbb{Z}^{m}$ and satisfy

$$
\left\|\underline{b}_{1}\right\|_{2} \cdots\left\|\underline{b}_{r}\right\|_{2} \leq 4^{m-r} m^{(m-r) / 2}(2 S+1)
$$

e) Give better estimates in the special case $m=2$ and $r=1$.

Exercise 6.5. Let $E$ be a normed vector space of dimension $n$ over $\mathbb{R}, L$ a lattice in $E$, and $\lambda$ a positive real number such that there exists a basis for $E$ which consists of vectors of $L$ of norm $\leq \lambda$. Show that there exists a basis of $L$ which consists of vectors of $L$ of norm $\leq n \lambda$.

Exercise 6.6. Let $K$ be a field, $m$ a positive integer, and $V$ a vector subspace of $K^{m}$ of dimension $d$. The following properties are equivalent.
(i) If $\pi_{V}: K^{m} \longrightarrow K^{m} / V$ is the canonical projection, then $\left(\pi_{V}\left(\underline{e}_{1}\right), \ldots, \pi_{V}\left(\underline{e}_{m-d}\right)\right)$ is a basis of $K^{m} / V$.
(ii) For $\underline{z}=\left(z_{1}, \ldots, z_{m}\right) \in V$, the conditions $z_{m-d+1}=\cdots=z_{m}=0$ imply $\underline{z}=0$.
(iii) The restriction to $V$ of the projection $K^{m} \longrightarrow K^{d}$ on the last $d$ coordinates is injective.
(iv) $V$ is intersection of $m-d$ hyperplanes of equations

$$
z_{j}=\sum_{i=m-d+1}^{m} a_{i j} z_{i}, \quad(1 \leq j \leq m-d)
$$

## Exercise 6.7.

a) Let $n$ be a positive integer, $L$ a sufficiently large integer, $f: \mathbb{C}^{2 n} \rightarrow \mathbb{C}$ an entire function of $2 n$ complex variables, $\underline{x}_{1}, \ldots, \underline{x}_{L}, \underline{y}_{1}, \ldots, \underline{y}_{L}$ elements of $\mathbb{C}^{n}$ and $r_{1}, r_{2}, R_{1}, R_{2}, E$ real numbers which satisfy

$$
R_{1} \geq r_{1} \geq \max _{1 \leq \lambda \leq L}\left|\underline{x}_{\lambda}\right|, \quad R_{2} \geq r_{2} \geq \max _{1 \leq \mu \leq L}\left|\underline{y}_{\mu}\right|, \quad \max \left\{\frac{R_{1}}{r_{1}}, \frac{R_{2}}{r_{2}}\right\} \geq E \geq e
$$

For $1 \leq \lambda \leq L$ and $1 \leq \mu \leq L$, assume that the number

$$
u_{\lambda \mu}=f\left(\underline{x}_{\lambda}, \underline{y}_{\mu}\right)
$$

is in $\mathbb{Z}$. Further assume

$$
\log \sup \left\{|f(\underline{z}, \underline{w})| ;|\underline{z}| \leq R_{1},|\underline{w}| \leq R_{2}\right\} \leq \frac{n}{3} L^{1 / n} \log E .
$$

Show that the determinant of the matrix $\left(u_{\lambda \mu}\right)_{1 \leq \lambda, \mu \leq L}$ is zero.
b) Let $d$, $\ell$ be positive integers and $a_{i j}(1 \leq i \leq d, 1 \leq j \leq \ell)$ positive rational numbers. Assume, for any $\underline{t}=\left(t_{1}, \ldots, t_{d}\right) \in \mathbb{Z}^{d} \backslash\{0\}$ and any $\underline{s}=\left(s_{1}, \ldots, s_{\ell}\right) \in \mathbb{Z}^{\ell} \backslash\{0\}$,

$$
\prod_{i=1}^{d} \prod_{j=1}^{\ell} a_{i j}^{t_{i} s_{j}} \neq 1
$$

Show that the rank $n$ of the matrix $\left(\log a_{i j}\right)_{\substack{1 \leq \leq \leq d \\ 1 \leq j \leq \ell}}$ is bounded from below by

$$
n \geq \frac{d \ell}{d+\ell}
$$

(Compare with Theorems 1.16 and 12.17, where the numbers $e^{\lambda_{i j}}$ are algebraic, while here, $a_{i j}$ are positive rational numbers).

Hint. Use Exercise 1.9, Theorem 5.1 together with part a) of the present exercise for the function $e^{\underline{z w}}$.

## 7. Homogeneous Measures of Linear Independence

Three chapters (7, 9 and 10) will be devoted to measures of linear independence of logarithms of algebraic numbers. Here we prove the first of such estimates by using the method of Chap. 6. The proof is much simpler than the ones in the next chapters, and nevertheless the estimate is rather sharp.

We state the main result (Theorem 7.1) in § 7.1. In § 7.2 we prove a lower bound for the order of vanishing of an interpolation determinant which will enable us in $\S 7.3$ to give an upper bound for the absolute value of this determinant. Using the zero estimate, a nonzero determinant is constructed in § 7.4. The transcendence argument is given in $\S 7.5$, where a more precise result than the general case of Theorem 7.1 is established. We deduce Theorem 7.1 in § 7.6 for the general case (measure of linear independence of logarithms of algebraic numbers over the field algebraic numbers), and in § 7.7 for the rational case (measure of linear independence over the field rational numbers), introducing Fel'dman's polynomials. Finally in § 7.2 we remove the hypothesis (occurring in Theorem 7.1) that the logarithms are linearly independent over $\mathbb{Q}$.

### 7.1 Statement of the Measure

### 7.1.1 The Main Result

This chapter is devoted to the proof of the following measure of linear independence for logarithms of algebraic numbers.

Theorem 7.1. Let $\lambda_{1}, \ldots, \lambda_{m}$ be $\mathbb{Q}$-linearly independent logarithms of algebraic numbers. For $1 \leq i \leq m$ define $\alpha_{i}=\exp \left(\lambda_{i}\right)$. Let $\beta_{1}, \ldots, \beta_{m}$ be algebraic numbers, not all of which are zero. Denote by $D$ the degree of the number field $\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{1}, \ldots, \beta_{m}\right)$ over $\mathbb{Q}$. Further, let $A_{1}, \ldots, A_{m}, B$ and $E$ be positive real numbers, which satisfy $E \geq e$,

$$
\log A_{i} \geq \max \left\{\mathrm{h}\left(\alpha_{i}\right), \frac{E\left|\lambda_{i}\right|}{D}, \frac{\log E}{D}\right\} \quad(1 \leq i \leq m)
$$

and

$$
\log B \geq \max \left\{\mathrm{h}\left(\beta_{1}\right), \ldots, \mathrm{h}\left(\beta_{m}\right)\right\}
$$

Furthermore, assume
(i) Either (general case)

$$
B \geq \max \left\{E^{1 / D}, \frac{D}{\log E}, 2^{6} m^{4} \cdot \frac{D \log A}{\log E}\right\}
$$

where $A=\max \left\{A_{1}, \ldots, A_{m}\right\}$,
or else
(ii) (rational case) $\quad\left(\beta_{1}, \ldots, \beta_{m}\right) \in \mathbb{Q}^{m}$, and

$$
B \geq \max \left\{e, E^{1 / D}\right\}
$$

Then the absolute value of the number

$$
\Lambda=\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m}
$$

is bounded from below by

$$
|\Lambda|>\exp \left\{-C(m) D^{m+2}(\log B)^{2}\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)(\log E)^{-m-1}\right\}
$$

with

$$
C(m)=2^{2 m+7} m^{3 m+8}
$$

Remark 1. The conclusion of Theorem 7.1 is sharp in terms of each $A_{i}$ separately: in the rational case it has the form $A_{i}^{-C}$, which is best possible (see Exercise 10.5). It can be sharpened in terms of $B$, replacing $(\log B)^{2}$ by $\log B$ (see Theorem 9.1).

For small values of $m$ the method of this chapter yields the sharpest known numerical estimates for $C(m)$. In the special case $m=2$, our method is closely related with Schneider's solution of Hilbert's seventh problem (§ 2.3), which has been developed in [MiW 1978] for producing quantitative measures of linear independence for two logarithms of algebraic numbers. The sharpest know estimates for two logarithms are given in [LauMN 1995]; the method of the present chapter in case $m=2$ is very close to the proof given in [LauMN 1995]; the main difference is that we do not pay so much attention to the numerical value of $C(2)$. Our constant $C(2)$ is $>8 \cdot 10^{6}$, while the corresponding constant in [LauMN 1995] (for the homogeneous rational case) is $<100$. Also for $m=3$, according to P. Voutier, the conclusion holds in the homogeneous rational case with $C(3)$ replaced by $1.1 \cdot 10^{7}$.

Further comments on the different available methods are postponed to $\S \S 10.4$ and 14.4.

Remark 2. Assume that the numbers $\beta_{1}, \ldots, \beta_{m}$ are rational integers, say $\beta_{i}=b_{i}$ $(1 \leq i \leq m)$. The number

$$
\Lambda=b_{1} \lambda_{1}+\cdots+b_{m} \lambda_{m}
$$

satisfies

$$
|\Lambda| \geq\left|\alpha_{1}^{b_{1}} \cdots \alpha_{m}^{b_{m}}-1\right| \cdot e^{|\Lambda|}
$$

(see Exercise 1.1.a and § 9.4.4). From Liouville's inequality (Exercise 3.7.b), we deduce

$$
|\Lambda| \geq 2^{-D} A^{-m D B_{0}}
$$

where

$$
\left.A=\max _{1 \leq i \leq m} A_{i} \quad \text { and } \quad B_{0}=\max \left\{\left|b_{1}\right|, \ldots, \mid b_{m}\right]\right\} .
$$

For simplicity we order $\lambda_{1}, \ldots, \lambda_{m}$ so that $A_{1} \leq \cdots \leq A_{m}$. Hence $A=A_{m}$, and it follows that we may assume, without loss of generality,

$$
B_{0} \geq \frac{C(m)}{m}\left(\frac{D \log B}{\log E}\right)^{2} \cdot \frac{D \log A_{1}}{\log E} \cdots \frac{D \log A_{m-1}}{\log E}-\frac{\log 2}{m} .
$$

In particular one may assume that the number

$$
B=\max \left\{e, E^{1 / D}, B_{0}\right\}
$$

satisfies

$$
B \geq \frac{C(m)}{2 m}, \quad B \geq \frac{D}{\log E} \quad \text { and } \quad B \geq \frac{D \log A_{m-1}}{\log E}
$$

but we may not assume that $B$ is greater than $D\left(\log A_{m}\right) / \log E$.
Notice also that in the case $E=e$, the assumption $e\left|\lambda_{i}\right| \leq D \log A_{i}$ cannot be omitted in Theorem 7.1. For instance take a rational approximation $a / b$ to $\sqrt{2}$, and choose $m=2, \lambda_{1}=2 i \pi a, \lambda_{2}=2 i \pi b, \beta_{1}=1, \beta_{2}=-\sqrt{2}, D=2, A_{1}=A_{2}=e$, so that $|\Lambda|=2 \pi|a-b \sqrt{2}|$.

### 7.1.2 Sketch of Proof

A nontrivial (but rather weak) measure of linear independence can be deduced from Proposition 6.9 (where the constant $c_{0}$ can be explicitly computed). The idea is the following. We first assume that $\lambda_{1}, \ldots, \lambda_{m}$ are $\mathbb{Q}$-linearly independent, that $1, \beta_{1}, \ldots, \beta_{m-1}$ are $\mathbb{Q}$-linearly independent and that $\beta_{m}=-1$. Apply Proposition 6.9 with $n=m-1$, with $\lambda_{1}, \ldots, \lambda_{n}, \beta_{1}, \ldots, \beta_{n}$ having the same meaning as in Theorem 7.1, but with $\lambda_{n+1}$ replaced by $\lambda_{m}+\Lambda$, so that the hypothesis of Proposition 6.9 is satisfied. The number $\alpha_{n+1}$ in Proposition 6.9 is replaced by $\alpha_{m} e^{\Lambda}$. From Proposition 6.9 we obtain a polynomial $f \in \mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{m}^{ \pm 1}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{m-1}\right]$, of degree and height explicitly bounded, such that the number

$$
f\left(\alpha_{1}, \ldots, \alpha_{m-1}, \alpha_{m} e^{\Lambda}, \beta_{1}, \ldots, \beta_{m-1}\right)
$$

is nonzero and has a small absolute value. From Liouville's inequality, since $\alpha_{1}, \ldots, \alpha_{m}, \beta_{1}, \ldots, \beta_{m-1}$ are algebraic, we deduce not only that $\Lambda \neq 0$, but also that $|\Lambda|$ cannot be too small (see Proposition 15.3).

The estimate which can be reached with this argument is rather weak (compared with Theorem 7.1 for instance), but is certainly not trivial and would be quite sufficient for solving several diophantine problems.

A refinement arises from the observation that not only the values of the polynomial $f$, but also the values of its first derivatives at the point $\left(\alpha_{1}, \ldots, \alpha_{m-1}, \alpha_{m} e^{\Lambda}\right.$, $\beta_{1}, \ldots, \beta_{m-1}$ ) have small absolute values. This observation arises in the work of M. Laurent and D. Roy [LauRoy 1999a] (see Exercise 15.4).

Our approach will be slightly different. We repeat the proof of Chap. 6, but we introduce two matrices: an arithmetic one, involving algebraic numbers, and an analytic one, involving values of functions of $m-1$ variables. In Chap. 6 we had $\Lambda=0$, and the two matrices were the same. Here, the difference between the two matrices is controlled by $|\Lambda|$.

The entries of the arithmetic matrix are the numbers

$$
\gamma_{\underline{\underline{\underline{t}}}}^{(s)}=\prod_{i=1}^{m-1}\left(s_{i}+s_{m} \beta_{i}\right)^{\tau_{i}} \prod_{j=1}^{m} \alpha_{j}^{s_{j} t}
$$

which already occurred in Chap. 6. The entries of the analytic matrix are the values of the exponential monomials in $m-1$ variables

$$
f_{\underline{\tau t}}(\underline{z})=\underline{z}_{\underline{\tau}} e^{t\left(\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}\right)}
$$

at the points

$$
\underline{s} \boldsymbol{\eta}=\left(s_{1}+s_{m} \beta_{1}, \ldots, s_{m-1}+s_{m} \beta_{m-1}\right) \in \mathbb{C}^{m-1} .
$$

The connection between both is

$$
f_{\underline{\tau} t}(\underline{s} \eta)=\gamma_{\underline{\underline{t}} t}^{(\underline{s})} e^{t s_{m} \Lambda}
$$

this amounts to replace $\alpha_{m}$ by $\alpha_{m} e^{\Lambda}$ in the definition of $\gamma_{\tau t}^{(s)}$.
The zero estimate shows that the arithmetic matrix has maximal rank; we extract a nonzero determinant, which is the arithmetic determinant $\Delta_{\text {an }}$, and we also get an analytic determinant $\Delta_{\text {ar }}$ which is extracted in the same way from the analytic matrix.

From Liouville's inequality we deduce a lower bound for $\left|\Delta_{\text {ar }}\right|$, while Schwarz's Lemma yields an upper bound for $\left|\Delta_{\text {an }}\right|$. The difference $\left|\Delta_{\text {ar }}-\Delta_{\text {an }}\right|$ can easily be bounded by a multiple of $|\Lambda|$. A crude estimate for this difference yields a nontrivial but weaker measure than our Theorem 7.1, namely:

- Under the assumptions of Theorem 7.1 with $E=e$, define

$$
H=\max \left\{e, B, A_{1}, \ldots, A_{m}\right\}
$$

Then

$$
|\Lambda| \geq \exp \left\{-\left(10^{3} m^{3} D \log H\right)^{\kappa(m)}\right\}
$$

with $\kappa(m)=2^{m}(m!)^{2}$.
A complete proof of this estimate is worked out in [W 1992], Chap. 7.
A refinement is due to M. Laurent [Lau 1994]: he writes the expansion of this difference in powers of $|\Lambda|$ and finds that the first coefficients are pretty small,
essentially as small as $\left|\Delta_{\text {an }}\right|$ (they are almost interpolation polynomials, again). As a consequence, a sharp upper bound for $\left|\Delta_{\mathrm{ar}}\right|$ can be deduced.

A further refinement is the following: in the upper bound for $\left|\Delta_{\mathrm{an}}\right|$, we replace the function $\Theta_{n}(L)$ (where $n=m-1$ is the number of variables) arising in § 6.2.2 by a larger function, which takes into account the fact that our alternant $\left(f_{\lambda}\left(\underline{\zeta}_{\mu}\right)\right)$ involves functions $f_{\lambda}$ of the form

$$
z_{1}^{\tau_{1}} \cdots z_{n}^{\tau_{n}} \varphi_{t}\left(\theta_{1} z_{1}+\cdots+\theta_{n} z_{n}\right)
$$

where $\underline{\tau} \in \mathbb{N}^{n}$ and $\varphi_{t}$ are analytic functions of a single variable (see $\S 7.2$ ), while $\theta_{1}, \ldots, \theta_{n}$ are fixed complex numbers. The point is that, apart from monomials in $z_{1}, \ldots, z_{n}$, the functions $f_{\lambda}$ depend only of one variable. There is a connection (see $\S \S 13.7$ and 14.4) with the main idea of Baker's extrapolation argument, where derivatives are taken (in an $n$-dimensional space) of an auxiliary function, at several points which all lie on a complex line (of dimension one).

In the first sketch of proof we gave involving Proposition 6.9, it was necessary to assume that the numbers $\lambda_{1}, \ldots, \lambda_{m}$ are $\mathbb{Q}$-linearly independent and also that the numbers $1, \beta_{1}, \ldots, \beta_{m-1}$ are $\mathbb{Q}$-linearly independent. The first assumption on the $\lambda$ 's is not a serious restriction: we explain in $\S 7.8$ how an induction can get rid of it (with a minimal cost). The assumption on the $\beta$ 's is certainly a more serious one: for instance it rules out the rational case, which is the most important for diophantine applications! There is a simple way of dealing with this issue: one does not require that $1, \beta_{1}, \ldots, \beta_{m-1}$ are $\mathbb{Q}$-linearly independent, but only that there is no small linear dependence relations between these numbers (see Exercise 7.1).

However if we want to deduce an estimate in the general case from the special case by means of an induction process, then the estimate we reach at the end is not so sharp (again the details are given in [W 1992], Lemma 7.4). Here we follow another way.

The transcendence argument shows that if a nonzero number of the shape

$$
\beta_{1} \lambda_{1}+\cdots+\beta_{m-1} \lambda_{m-1}-\lambda_{m}
$$

has a sufficiently small absolute value, then the arithmetic matrix has not maximal rank. We deduce from the zero estimate that there exists a vector subspace $\mathcal{V}$ of $\mathbb{C}^{m}$, of codimension $r \geq 1$, which contains the point $\left(\beta_{1}, \ldots, \beta_{m-1},-1\right)$, such that for some positive integer $S$ the number of elements in $\left(\mathbb{Z}^{m}[S]+\mathcal{V}\right) / \mathcal{V}$ is relatively small. In particular we can make it smaller than $(2 S+1)^{r+1}$. By Lemma 6.2, this implies that $1, \beta_{1}, \ldots, \beta_{m-1}$ satisfy a linear dependence condition over $\mathbb{Q}$, and an explicit bound for the coefficients can be given (Exercise 6.3).

However this is not very efficient. It is much better to use directly the information on the upper bound for $\operatorname{Card}\left(\left(\mathbb{Z}^{m}[S]+\mathcal{V}\right) / \mathcal{V}\right)$. Instead of constructing a determinant with analytic functions in $\mathbb{C}^{m-1}$ (which we view as $\mathbb{C}^{m} / \mathbb{C}\left(\beta_{1}, \ldots, \beta_{m-1},-1\right)$ ), we take analytic functions in

$$
\mathcal{V} / \mathbb{C}\left(\beta_{1}, \ldots, \beta_{m-1},-1\right)
$$

which involve only $d=m-1-r$ complex variables. This is explained in § 7.4.

### 7.2 Lower Bound for a Zero Multiplicity

In this section we show how to improve the analytic upper bound of Proposition 6.6 for the absolute value of an alternant when functions are of a special form, namely a product of a polynomial by a function of a single variable. At the same time, we introduce another refinement, which is motivated by the next section: we derive an upper bound for the absolute value of a determinant which is not exactly an alternant, but where some of the rows have constant entries. The entries of the other rows are values of analytic functions.

Let $n, T_{0}$ and $L$ be positive integers, $\underline{\zeta}_{1}, \ldots, \underline{\zeta}_{L}$ elements of $\mathbb{C}^{n}, \varphi_{1}, \ldots, \varphi_{L}$ analytic functions in $\mathbb{C}, \theta_{1}, \ldots, \theta_{n}$ complex $\bar{x}$ numbers, and $p_{1}, \ldots, p_{L}$ polynomials in $\mathbb{C}\left[z_{1}, \ldots, z_{n}\right]$ of total degree $\leq T_{0}$. We define, for $1 \leq \lambda \leq L$,

$$
f_{\lambda}\left(z_{1}, \ldots, z_{n}\right)=p_{\lambda}\left(z_{1}, \ldots, z_{n}\right) \varphi_{\lambda}\left(\theta_{1} z_{1}+\cdots+\theta_{n} z_{n}\right)
$$

Let $I$ be a subset of $\{1, \ldots, L\}$, and let $\delta_{\lambda \mu}(1 \leq \lambda \leq L$ with $\lambda \notin I$, and $1 \leq \mu \leq L)$ be complex numbers. For $\lambda \in I$ and $1 \leq \mu \leq L$, we define $\delta_{\lambda \mu}=f_{\lambda}\left(\underline{\zeta}_{\mu}\right)$. We consider the matrix

$$
\left(\delta_{\lambda \mu}\right)_{1 \leq \lambda, \mu \leq L}
$$

whose determinant we denote by $\Delta_{I}$.
We shall determine an upper bound for $\left|\Delta_{\text {ar }}\right|$ by expressing $\Delta_{\text {ar }}$ as a sum of terms involving these $\Delta_{I}$ 's. For this purpose we need to bound each $\left|\Delta_{I}\right|$ from above too. To do this we consider the following function $D_{I}(z)$ (of a single variable $z$ ) which is closely related to $\Delta_{I}$. Let

$$
d_{\lambda \mu}(z)= \begin{cases}f_{\lambda}\left(\underline{\zeta}_{\mu} z\right) & \text { for } \lambda \in I, \\ \delta_{\lambda \mu} & \text { for } \lambda \notin I\end{cases}
$$

We define

$$
D_{I}(z)=\operatorname{det}\left(d_{\lambda \mu}(z)\right)_{1 \leq \lambda, \mu \leq L}
$$

Our first step will be to bound from below the multiplicity of the zero of $D_{I}(z)$ at $z=0$. A simple application of Schwarz' Lemma will then give us an upper bound for $\left|D_{I}(z)\right|$, and hence for $\left|\Delta_{I}\right|=\left|D_{I}(1)\right|$.

The upper bound we shall produce depends on the following quantity:

$$
\Theta\left(n ; T_{0}, L\right)=\min \left\{\left\|\underline{\kappa}_{1}\right\|+\cdots+\left\|\underline{\kappa}_{L}\right\|\right\}
$$

where the minimum runs over the $L$-tuples $\left(\underline{\kappa}_{1}, \ldots, \underline{\kappa}_{L}\right)$ of elements of $\mathbb{N}^{n}$ which are pairwise distinct and satisfy $\kappa_{\lambda 2}+\cdots+\kappa_{\lambda n} \leq T_{0}$ for $1 \leq \lambda \leq L$. The point is that this sum does not involve the first coordinate $\kappa_{\lambda 1}$ of

$$
\underline{\kappa}_{\lambda}=\left(\kappa_{\lambda 1}, \ldots, \kappa_{\lambda n}\right) .
$$

For $n=1$ we plainly have $\Theta\left(1 ; T_{0}, L\right)=L(L-1) / 2$ (compare with Lemma 2.5).
Lemma 7.2. The function $D_{I}(z)$ has a zero at $z=0$ of multiplicity at least $\Theta\left(n ; T_{0},|I|\right)$, where $|I|$ is the number of elements in $I$.

Proof. For $n=1$ the argument is the same as in the proof of Lemma 2.5.
For $n \geq 2$, we note that the multiplicity of the zero of $D_{I}(z)$ at the origin is not affected by a change of variables in $\mathbb{C}^{n}$. Also such a change of variables will not modify the total degree of polynomials in $z_{1}, \ldots, z_{n}$. Therefore we may assume $\theta_{2}=\cdots=\theta_{n}=0$ as well as

$$
p_{\lambda}\left(z_{1}, \ldots, z_{n}\right)=z_{1}^{a_{\lambda 1}} \cdots z_{n}^{a_{\lambda n}} \quad(1 \leq \lambda \leq L)
$$

for some $a_{\lambda} \in \mathbb{N}^{n}$.
Since the determinant is multilinear, by expanding each $\varphi_{\lambda}$ in Taylor series centered at $z_{1}=0$, we can write $D_{I}(z)$ as a sum of determinants each of which is a constant times $z^{\left\|\underline{\kappa}_{1}\right\|+\cdots+\left\|\underline{\kappa}_{|I|}\right\|}$ times the determinant of the matrix $\boldsymbol{M}_{\underline{\kappa}}=\left(m_{i j}\right)$ with

$$
m_{i j}= \begin{cases}\zeta_{\mu_{1}}^{\kappa_{\lambda 1}} \cdots \zeta_{\mu_{n}}^{\kappa_{\lambda n}} & \text { if } \lambda \in I \\ \delta_{\lambda \mu} & \text { otherwise }\end{cases}
$$

and $\underline{\kappa}_{\lambda}=\left(\kappa_{\lambda 1}, \ldots, \kappa_{\lambda n}\right) \in \mathbb{N}^{n}$. If the elements $\underline{\kappa}_{1}, \ldots, \underline{\kappa}_{|I|}$ are not pairwise distinct, then det $\boldsymbol{M}_{\underline{\kappa}}=0$. In our expression for $f_{\lambda}\left(\underline{\zeta}_{\mu}\right)$, we had $a_{\lambda 1}+\cdots+a_{\lambda n} \leq T_{0}$ and so $a_{\lambda 2}+\cdots+a_{\lambda n} \leq T_{0}$. Since, by our preliminary reduction, $\varphi_{\lambda}\left(\theta_{1} z_{1}+\cdots+\theta_{n} z_{n}\right)$ depends only on $z_{1}$, only the $\kappa_{\lambda 1}$ 's can increase, and $\kappa_{\lambda 2}+\cdots+\kappa_{\lambda n}=a_{\lambda 2}+\cdots+a_{\lambda n} \leq T_{0}$ remains valid. Therefore the smallest value of $\left\|\underline{\kappa}_{1}\right\|+\cdots+\left\|\underline{\kappa}_{|I|}\right\|$ for which the determinant of $\boldsymbol{M}_{\underline{\kappa}}$ could be nonzero, is $\Theta\left(n ; T_{0},|I|\right)$. This proves Lemma 7.2.

Here is a lower bound for the number $\Theta\left(n ; T_{0}, L\right)$ :

Lemma 7.3. For $n, T_{0}$ and L positive integers with $n \geq 2$ we have

$$
\Theta\left(n ; T_{0}, L\right) \geq \frac{L}{2}\left(\frac{L+1}{\binom{T_{0}+n-1}{n-1}}-\frac{T_{0}}{n}-1\right)
$$

Notice that this estimate yields a stronger result than Lemma 6.3 only if $T_{0}$ is small compared with $L^{1 / n}$. In our case we shall have $L=\binom{T_{0}+n}{n}\left(2 T_{1}+1\right)$, the main term in the final lower bound for $(1 / L) \Theta\left(n ; T_{0}, L\right)$ involves

$$
\frac{L}{2\binom{T_{0}+n-1}{n-1}}=\frac{\left(T_{0}+n\right)\left(2 T_{1}+1\right)}{2 n}
$$

in place of

$$
\frac{n}{e} \cdot L^{1 / n} \leq \frac{n}{e} \cdot\left(T_{0}+n\right)\left(2 T_{1}+1\right)^{1 / n} .
$$

In our application, $T_{1}$ will be large compared with $n$.
Proof. Without loss of generality we may assume that the right hand side of the conclusion is nonnegative, which means $L \geq\binom{ T_{0}+n}{n}$.

The smallest value for the sum $\left\|\underline{\kappa}_{1}\right\|+\cdots+\left\|\underline{\kappa}_{L}\right\|$ is reached when we choose successively, for each integer $a=0,1, \ldots$, all points in the domain

$$
\mathscr{D}_{a}=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{N}^{n} ; x_{2}+\cdots+x_{n} \leq T_{0}, x_{1}+\cdots+x_{n}=a\right\}
$$

and we stop when the total number of points reaches $L$. For $a \geq T_{0}$ the number of points in $\mathscr{D}_{a}$ is $\binom{T_{0}+n-1}{n-1}$ (once $\left(x_{2}, \ldots, x_{n}\right)$ is chosen, there is exactly one value for $x_{1}$ ). For $a<T_{0}$ the number of points in $\mathscr{D}_{a}$ is $\binom{a+n-1}{n-1}$ (we just forget the condition involving $T_{0}$ ), hence the number of points we get by varying $a$ between 0 and, say, $A$ (with $A \geq T_{0}$ ), is

$$
\begin{aligned}
\left(A-T_{0}+1\right)\binom{T_{0}+n-1}{n-1}+\sum_{a=0}^{T_{0}-1}\binom{a+n-1}{n-1} & = \\
& \left(A-T_{0}+1+\frac{T_{0}}{n}\right)\binom{T_{0}+n-1}{n-1} .
\end{aligned}
$$

Therefore, if $A$ is such that the above quantity is at most $L$, then

$$
\Theta\left(n ; T_{0}, L\right) \geq \sum_{a=T_{0}}^{A}\binom{T_{0}+n-1}{n-1} a=\frac{1}{2}\binom{T_{0}+n-1}{n-1}\left(A-T_{0}+1\right)\left(A+T_{0}\right) .
$$

We choose for $A$ the largest integer such that the required condition

$$
\left(A-T_{0}+1+\frac{T_{0}}{n}\right)\binom{T_{0}+n-1}{n-1} \leq L
$$

is satisfied, namely

$$
A=\left[\frac{L}{\binom{T_{0}+n-1}{n-1}}+T_{0}-\frac{T_{0}}{n}-1\right] .
$$

Then

$$
\left(A-T_{0}+\frac{T_{0}}{n}+2\right)\binom{T_{0}+n-1}{n-1} \geq L+1 .
$$

We use this last inequality twice: on one hand we deduce

$$
A-T_{0}+1 \geq \frac{L+1}{\binom{T_{0}+n-1}{n-1}}-\frac{T_{0}}{n}-1 .
$$

On the other hand, since, for $T_{0} \geq 1$ and $n \geq 2$, we have

$$
2 T_{0}-\frac{T_{0}}{n}-2+\frac{1}{\binom{T_{0}+n-1}{n-1}} \geq 0
$$

we deduce

$$
A+T_{0} \geq \frac{L}{\binom{T_{0}+n-1}{n-1}} .
$$

Therefore

$$
\Theta\left(n ; T_{0}, L\right) \geq \frac{L}{2}\left(A-T_{0}+1\right) \geq \frac{L}{2}\left(\frac{L+1}{\binom{T_{0}+n-1}{n-1}}-\frac{T_{0}}{n}-1\right) .
$$

This completes the proof of Lemma 7.3.

### 7.3 Upper Bound for the Arithmetic Determinant

The basic idea, due to M. Laurent [Lau 1994], is to expand the arithmetic determinant in order to improve the upper bound.

Lemma 7.4. Let

$$
A=\left(a_{\lambda \mu}\right)_{1 \leq \lambda, \mu \leq L} \quad \text { and } \quad B=\left(b_{\lambda \mu}\right)_{1 \leq \lambda, \mu \leq L}
$$

be two $L \times L$ matrices with complex coefficients, and let $\epsilon$ be a complex number. Define

$$
\Delta=\operatorname{det}(A+\epsilon B) .
$$

Moreover, for each subset I of $\{1, \ldots, L\}$, define

$$
\Delta_{I}=\operatorname{det}\left(c_{\lambda \mu}^{(I)}\right)_{1 \leq \lambda, \mu \leq L} \quad \text { with } \quad c_{\lambda \mu}^{(I)}= \begin{cases}a_{\lambda \mu} & \text { if } \lambda \in I \\ b_{\lambda \mu} & \text { if } \lambda \notin I .\end{cases}
$$

Let $r, \chi_{0}, \chi_{1}, \chi_{2}, V$ be positive real numbers. Assume, for each $I$,

$$
\log \left|\Delta_{I}\right| \leq-\chi_{0}|I|^{1+1 / r}+\left(\chi_{1}-V\right)|I|+\chi_{2} .
$$

Assume also

$$
|\epsilon| \leq e^{-V} .
$$

Then

$$
\log |\Delta| \leq-L V+\left(\frac{r}{\chi_{0}}\right)^{r}\left(\frac{\chi_{1}}{r+1}\right)^{r+1}+\chi_{2}+L \log 2 .
$$

Proof. From the multilinearity of the determinant we have

$$
\Delta=\sum_{I \subset\{1, \ldots, L\}} \epsilon^{L-|I|} \Delta_{I} .
$$

Hence

$$
\begin{aligned}
\log |\Delta| & \leq L \log 2+\max _{I}\left\{\log \left|\Delta_{I}\right|-(L-|I|) V\right\} \\
& \leq-L V+L \log 2+\max _{I}\left\{\log \left|\Delta_{I}\right|+|I| V\right\} .
\end{aligned}
$$

The function

$$
y=x\left(-\chi_{0} x^{1 / r}+\chi_{1}\right)
$$

reaches its maximum at $x=\left(r \chi_{1} /\left((r+1) \chi_{0}\right)\right)^{r}$ and the value of this maximum is

$$
\left(\frac{r}{\chi_{0}}\right)^{r} \cdot\left(\frac{\chi_{1}}{r+1}\right)^{r+1}
$$

This completes the proof of Lemma 7.4.
Remark. If

$$
\frac{r^{r} \chi_{1}^{r+1}}{(r+1)^{r+1} \chi_{0}^{r}} \leq \frac{1}{2} L V,
$$

then the conclusion can be written

$$
\log |\Delta| \leq-\frac{1}{2} L V+\chi_{2}+L \log 2
$$

Lemma 7.5. Let $n, T_{0}, L$ and $L^{\prime}$ be positive integers with $L^{\prime} \leq L, \varphi_{1}, \ldots, \varphi_{L^{\prime}}$ be entire functions in $\mathbb{C}, \theta_{1}, \ldots, \theta_{n}$ be complex numbers, and $a_{\lambda i}$ (for $1 \leq i \leq n$, $1 \leq \lambda \leq L^{\prime}$ ) be nonnegative rational integers with $a_{\lambda 1}+\cdots+a_{\lambda n} \leq T_{0}$. We define, for $1 \leq \lambda \leq L^{\prime}$,

$$
f_{\lambda}\left(z_{1}, \ldots, z_{n}\right)=z_{1}^{a_{\lambda 1}} \cdots z_{n}^{a_{\lambda n}} \varphi_{\lambda}\left(\theta_{1} z_{1}+\cdots+\theta_{n} z_{n}\right)
$$

Further let $\underline{\zeta}_{1}, \ldots, \underline{\zeta}_{L}$ be elements of $\mathbb{C}^{n}$. Furthermore, for $L^{\prime}+1 \leq \lambda \leq L$ and $1 \leq \mu \leq L$ let $\delta_{\lambda \mu}$ be a complex number. For $1 \leq \lambda \leq L^{\prime}$ and $1 \leq \mu \leq L$ we define $\delta_{\lambda \mu}=f_{\lambda}\left(\underline{\zeta}_{\mu}\right)$. Finally, let $E>1$ and $M_{1}, \ldots, M_{L}$ be positive real numbers satisfying

$$
\begin{gathered}
M_{\lambda} \geq \log \sup _{|z|=E} \max _{1 \leq \mu \leq L}\left|f_{\lambda}\left(z \underline{\zeta}_{\mu}\right)\right| \quad 1 \leq \lambda \leq L^{\prime}, \\
M_{\lambda} \geq \log \max _{1 \leq \mu \leq L}\left|\delta_{\lambda, \mu}\right| \quad L^{\prime}+1 \leq \lambda \leq L .
\end{gathered}
$$

We consider the determinant

$$
\Delta=\operatorname{det}\left(\delta_{\lambda \mu}\right)_{1 \leq \lambda, \mu \leq L}
$$

Then we have

$$
\log |\Delta| \leq-\Theta\left(n ; T_{0}, L^{\prime}\right) \log E+\log (L!)+M_{1}+\cdots+M_{L}
$$

Proof. In the case $L^{\prime}=L$, the result follows from Lemmas 6.1 and 7.2. The general case involves the same arguments. For $1 \leq \mu \leq L$, we define functions $d_{1 \mu}(z), \ldots, d_{L \mu}(z)$ of a single variable $z \in \mathbb{C}$ by

$$
d_{\lambda \mu}(z)= \begin{cases}f_{\lambda}\left(\underline{\zeta}_{\mu} z\right) & \text { for } 1 \leq \lambda \leq L^{\prime} \\ \delta_{\lambda \mu} & \text { for } L^{\prime}<\lambda \leq L\end{cases}
$$

This means that for $\lambda>L^{\prime}$ the function $d_{\lambda \mu}$ is constant. From Lemma 7.2 we deduce that the function

$$
D(z)=\operatorname{det}\left(d_{\lambda \mu}(z)\right)_{1 \leq \lambda, \mu \leq L}
$$

has a zero at the origin of multiplicity $\geq \Theta\left(n ; T_{0}, L^{\prime}\right)$. We conclude the proof of Lemma 7.5 by using Schwarz Lemma like in the proof of Lemma 6.1:

$$
\log |\Delta|=\log |D(1)| \leq-\Theta\left(n ; T_{0}, L^{\prime}\right) \log E+\log \sup _{|z|=E}|D(z)| .
$$

For $|z|=E$, we plainly have

$$
\log |D(z)| \leq \log (L!)+M_{1}+\cdots+M_{L} .
$$

Here is a consequence of Lemmas 7.4 and 7.5 , which will give a sharp upper bound for the absolute value of the determinant $\Delta_{\mathrm{ar}}$ in the transcendence proof.

Proposition 7.6. Let $T_{0} \geq 0, T_{1}>0$ be integers and $E>1$ a real number. Define $L=\binom{T_{0}+n}{n}\left(2 T_{1}+1\right)$. Let $\varphi_{t}\left(t \in \mathbb{Z},|t| \leq T_{1}\right)$ be analytic functions of one variable, let $\theta_{1}, \ldots, \theta_{n}$ be complex numbers and, for $(\underline{\tau}, t)=\left(\tau_{1}, \ldots, \tau_{n}, t\right) \in \mathbb{N}^{n} \times \mathbb{Z}$ with $\tau_{1}+\cdots+\tau_{n} \leq T_{0}$ and $|t| \leq T_{1}$, define

$$
f_{\underline{\tau_{t}}}\left(z_{1}, \ldots, z_{n}\right)=z_{1}^{\tau_{1}} \cdots z_{n}^{\tau_{n}} \varphi_{t}\left(\theta_{1} z_{1}+\cdots+\theta_{n} z_{n}\right) .
$$

For the same $(\underline{\tau}, t)$, let $b_{\underline{\tau} t 1}, \ldots, b_{\underline{\tau} t L}$ be complex numbers. Further, let $\underline{\zeta}_{1}, \ldots, \underline{\zeta}_{L}$ be elements in $\mathbb{C}^{n}$. Define

$$
V=\frac{1}{2 n}\left(T_{0}+n\right)\left(2 T_{1}+1\right) \log E .
$$

Assume that, for each $(\underline{\tau}, t)$ as above, we have a positive real number $M_{\underline{\tau} t}$ for which

$$
M_{\underline{\underline{\tau} t}} \geq \log \sup _{|z|=E} \max _{1 \leq \mu \leq L}\left|f_{\underline{\underline{t} t}}\left(z \underline{\zeta}_{\mu}\right)\right| \quad M_{\underline{\underline{t} t}} \geq \log \max _{1 \leq \mu \leq L}\left|b_{\underline{\underline{\tau} t} t}\right|
$$

and

$$
\log (2 L)+M_{\underline{\tau} t} \leq \frac{V}{4} .
$$

Finally, let $\in$ be a complex number with

$$
|\epsilon| \leq e^{-V} .
$$

Then the determinant
has absolute value bounded by

$$
|\Delta| \leq e^{-L V / 4}
$$

Proof. The set of $(\underline{\tau}, t) \in \mathbb{N}^{n} \times \mathbb{Z}$ satisfying $\|\underline{\tau}\| \leq T_{0}$ and $|t| \leq T_{1}$ has $L$ elements. For each subset $I$, we define $\Delta_{I}=\operatorname{det}\left(c_{\underline{t} t \mu)}^{(I)}\right)_{\substack{(\underline{t}, I) \\ 1 \leq \Lambda \leq L}}$ where

$$
c_{\underline{t} t \mu}^{(I)}= \begin{cases}f_{\underline{\underline{t}}}\left(\underline{\zeta}_{\mu}\right) & \text { for }(\underline{\tau}, t) \in I, \\ b_{\underline{\tau} t \mu} & \text { for }(\underline{\tau}, t) \notin I .\end{cases}
$$

From Lemmas 7.3 and 7.5, we see that the hypotheses of Lemma 7.4 are satisfied with $r=1$ and

$$
\begin{gathered}
\chi_{0}=\frac{1}{2}(\log E)\binom{T_{0}+n-1}{n-1}^{-1}, \\
\chi_{1}=V-\chi_{0}+\frac{1}{2 n}\left(T_{0}+n\right) \log E, \quad \chi_{2}=\log (L!)+\sum_{\|\underline{\tau}\| \leq T_{0}} \sum_{t=-T_{1}}^{T_{1}} M_{\underline{\tau} t} .
\end{gathered}
$$

The assumption $\log (2 L)+M_{\underline{\tau} t} \leq V / 4$ implies $\chi_{2}+L \log 2 \leq L V / 4$. Since $T_{1} \geq 1$ we have

$$
\chi_{1}-V<\frac{1}{2 n} T_{0} \log E+\frac{1}{2} \log E \leq \frac{V}{3} .
$$

Finally, from $\chi_{1}<4 V / 3$ one deduce

$$
\begin{aligned}
\left(\frac{r}{\chi_{0}}\right)^{r}\left(\frac{\chi_{1}}{r+1}\right)^{r+1} & <\frac{2}{\log E}\binom{T_{0}+n-1}{n-1} \cdot\left(\frac{2 V}{3}\right)^{2} \\
& \leq \frac{8 n V^{2} L}{9\left(T_{0}+n\right)\left(2 T_{1}+1\right) \log E} \\
& \leq \frac{4 L V}{9}<\frac{L V}{2}
\end{aligned}
$$

The desired result plainly follows from Lemma 7.4.

### 7.4 Construction of a Nonzero Determinant

Let $K$ be an algebraically closed field of zero characteristic, $\alpha_{1}, \ldots, \alpha_{n+1}$ be nonzero elements of $K, \beta_{1}, \ldots, \beta_{n}$ be elements of $K$, and $T_{0}, T_{1}, S_{1}, \ldots, S_{n+1}$ be positive integers.

Let $\mathcal{V}$ be a vector subspace of $K^{n+1}$ over $K$ which contains the point $\left(\beta_{1}, \ldots, \beta_{n},-1\right)$. We denote by $d+1$ the dimension of $\mathcal{V}$, by $\pi_{\mathcal{V}}$ the canonical map from $K^{n+1}$ onto $K^{n+1} / \mathcal{V}$, by $\left(\underline{e}_{1}, \ldots, \underline{e}_{n+1}\right)$ the canonical basis of $K^{n+1}$ and we assume that $\pi_{\nu}\left(\underline{e}_{1}\right), \ldots, \pi_{\nu}\left(\underline{e}_{n-d}\right)$ is a basis of $K^{n+1} / \mathcal{V}$. This means that if $\underline{z}=\left(z_{1}, \ldots, z_{n+1}\right) \in \mathcal{V}$ satisfies $z_{n-d+1}=\cdots=z_{n+1}=0$, then $\underline{z}=0$. We use the notation

$$
\mathcal{V}[\underline{S}]=\mathcal{V} \cap \mathbb{Z}^{n+1}[\underline{S}] .
$$

We consider the following matrix

$$
\boldsymbol{M}_{\mathrm{ar}}=\left(\prod_{j=n-d+1}^{n}\left(s_{j}+s_{n+1} \beta_{j}\right)^{\tau_{j}} \prod_{i=1}^{n+1} \alpha_{i}^{s_{i} t}\right)_{\substack{(\underline{\tau}, t) \\ \underline{s}}},
$$

where the index of rows is $(\underline{\tau}, t)=\left(\tau_{n-d+1}, \ldots, \tau_{n}, t\right) \in \mathbb{N}^{d} \times \mathbb{Z}$ with $\tau_{n-d+1}+\cdots+\tau_{n} \leq$ $T_{0}$ and $|t| \leq T_{1}$, while the index of columns is $\underline{s} \in \mathcal{V}[2(d+1) \underline{S}]$. The number of rows is $L_{d}=\binom{T_{0}+d}{d}\left(2 T_{1}+1\right)$.

Our goal is to deduce from the zero estimate of Chap. 5 the following result:
Proposition 7.7. Assume that $\alpha_{1}, \ldots, \alpha_{n+1}$ generate a multiplicative subgroup of $K^{\times}$of rank $\geq n$ and that the parameters $T_{0}, T_{1}$ and $S_{1}, \ldots, S_{n+1}$ satisfy

$$
T_{0}>4 S_{i} \quad(1 \leq i \leq n+1)
$$

and

$$
\left(2 S_{1}+1\right) \cdots\left(2 S_{n+1}+1\right)>2(n+1) T_{0}^{n} T_{1} .
$$

Assume further that for all $s \in \mathbb{Z}$ with $0<s \leq 4 S_{n+1}$, we have $\left(s \beta_{1}, \ldots, s \beta_{n},-s\right) \notin$ $\mathbb{Z}^{n+1}[4 \underline{S}]$. Finally, assume that

$$
\operatorname{Card}\left(\frac{\mathbb{Z}^{n+1}[\underline{S}]+\mathcal{V}}{\mathcal{V}}\right) \leq \frac{n+1}{d+1} T_{0}^{n-d}
$$

and that there is no subspace in $K^{n+1}$, of dimension $d^{\prime}+1$ with $d^{\prime}<d$, containing $\left(\beta_{1}, \ldots, \beta_{n},-1\right)$, which satisfies this inequality with $d$ replaced by $d^{\prime}$. Then the matrix $\boldsymbol{M}_{\mathrm{ar}}$ has rank $L_{d}$.

The proof of this Proposition requires some preparation. The first auxiliary lemma is a counting argument which will be used several times later also. It is a substitute, for the category of sets, of the relation $\operatorname{dim}_{K}(V / W)=\operatorname{dim}_{K}(V)-\operatorname{dim}_{K}(W)$ for the category of $K$-vector spaces.

Lemma 7.8. Let $\mathcal{C}$ be a finite set and $f: \mathcal{C} \longrightarrow \mathcal{C}^{\prime}$ be a mapping. Then

$$
\operatorname{Card} \mathbb{C}=\sum_{u \in f(\mathcal{C})} \operatorname{Card} f^{-1}(u) .
$$

Proof. The map $f$ induces on $\mathcal{C}$ an equivalence relation with $\operatorname{Card} f(\mathcal{C})$ classes, namely

$$
\left\{f^{-1}(u) ; u \in f(\mathcal{C})\right\} .
$$

From Lemma 7.8 one deduces

$$
\begin{equation*}
\operatorname{Card} f(\mathbb{C}) \min _{u \in f(\mathcal{C})} \operatorname{Card} f^{-1}(u) \leq \operatorname{Card} \mathbb{C} \leq \operatorname{Card} f(\mathbb{C}) \max _{u \in f(\mathcal{C})} \operatorname{Card} f^{-1}(u) \tag{7.9}
\end{equation*}
$$

When $\psi: G_{1} \longrightarrow G_{2}$ is a homomorphism of $\mathbb{Z}$-modules and $\mathcal{C}$ a finite subset of $G_{1}$, if we define $\widetilde{\mathscr{C}}=\left\{\underline{\lambda}-\underline{\lambda}^{\prime} ; \underline{\lambda} \in \mathcal{C}, \underline{\lambda}^{\prime} \in \mathcal{C}\right\}$, then

$$
\operatorname{Card} \psi(\mathcal{C}) \cdot \operatorname{Card}(\widetilde{\mathcal{C}} \cap \operatorname{ker} \psi) \geq \operatorname{Card} \mathscr{C}
$$

Indeed, one applies Lemma 7.8 to the restriction $f: \mathcal{C} \longrightarrow \psi(\mathcal{C})$ of $\psi$ to $\mathcal{C}$. If $\lambda^{(1)}, \ldots, \lambda^{(t)}$ are distinct elements in the same class $f^{-1}(u)$, then $0, \lambda^{(2)}-$ $\lambda^{(1)}, \ldots, \lambda^{(t)}-\lambda^{(1)}$ are distinct elements in $\widetilde{\mathcal{C}} \cap \operatorname{ker} \psi$.

For instance take $G_{1}=\mathbb{Z}^{n+1}, \mathcal{C}=\mathbb{Z}^{n+1}[S]$, and $\psi$ is the restriction to $\mathbb{Z}^{n+1}$ of the canonical map $K^{n+1} \longrightarrow K^{n+1} / \mathcal{V}$. Since $\widetilde{\mathcal{C}}$ is contained in $\mathbb{Z}^{n+1}[2 \underline{S}]$, we deduce

$$
\operatorname{Card}\left(\frac{\mathbb{Z}^{n+1}[\underline{S}]+\mathcal{V}}{\mathcal{V}}\right) \operatorname{Card}(\mathcal{V}[2 \underline{S}]) \geq\left(2 S_{1}+1\right) \cdots\left(2 S_{n+1}+1\right) .
$$

Proof of Proposition 7.7. Assume that the rank of $\boldsymbol{M}_{\mathrm{ar}}$ is less than $L_{d}$ : there exists a nonzero polynomial in $K\left[X_{n-d+1}, \ldots, X_{n}, Y^{ \pm 1}\right]$, of total degree $\leq T_{0}$ in $X_{n-d+1}, \ldots, X_{n}$ and of degree $\leq T_{1}$ in $Y^{ \pm 1}$ which vanishes on the set $\Sigma[d+1]$, where

$$
\Sigma=\left\{\left(s_{n-d+1}+s_{n+1} \beta_{n-d+1}, \ldots, s_{n}+s_{n+1} \beta_{n}, \alpha_{1}^{s_{1}} \cdots \alpha_{n+1}^{s_{n+1}}\right) ; \underline{s} \in \mathcal{V}[2 \underline{S}]\right\} .
$$

We use Theorem 5.1 for the algebraic group $G=\mathbb{G}_{\mathrm{a}}^{d} \times \mathbb{G}_{\mathrm{m}}$, with $d_{0}$ replaced by $d$, $d_{1}=1$ and $D_{0}=T_{0}, D_{1}=T_{1}$. We deduce the existence of a connected algebraic subgroup $G^{*}$ of $G, G^{*} \neq G$, satisfying the conclusion of Theorem 5.1. We can write $G^{*}=V \times G_{1}^{*}$, where $V$ is a vector subspace of $K^{d}$, of dimension say $\delta$, while $G_{1}^{*}$ is either $\{1\}$ or $\mathbb{G}_{\mathrm{m}}$. Since

$$
\mathscr{H}(G ; \underline{T})=2(d+1) T_{0}^{d} T_{1} \quad \text { and } \quad \mathscr{H}\left(G^{*} ; \underline{T}\right)= \begin{cases}T_{0}^{\delta} & \text { if } G_{1}^{*}=\{1\}, \\ 2(\delta+1) T_{0}^{\delta} T_{1} & \text { if } G_{1}^{*}=\mathbb{G}_{\mathrm{m}},\end{cases}
$$

(see § 5.1.1), we have

$$
\operatorname{Card}\left(\frac{\Sigma+\left(V \times K^{\times}\right)}{V \times K^{\times}}\right) \leq \begin{cases}2(d+1) T_{0}^{d-\delta} T_{1} & \text { if } G_{1}^{*}=\{1\} \\ \frac{d+1}{\delta+1} T_{0}^{d-\delta} & \text { if } G_{1}^{*}=\mathbb{G}_{\mathrm{m}}\end{cases}
$$

We are going to prove firstly $V \neq 0$, secondly $G_{1}^{*}=\mathbb{G}_{\mathrm{m}}$.
We claim that the elements

$$
\left\{\left(s_{n-d+1}+s_{n+1} \beta_{n-d+1}, \ldots, s_{n}+s_{n+1} \beta_{n}\right) ; \underline{s} \in \mathcal{V}[2 \underline{S}]\right\}
$$

are pairwise distinct. Indeed, if this is not true, then there exists $\underline{s} \in \mathcal{V}[4 \underline{S}]$ with $\underline{s} \neq 0, s_{n+1} \geq 0$ and

$$
s_{i}+s_{n+1} \beta_{i}=0 \quad \text { for } \quad n-d+1 \leq i \leq n
$$

Therefore the point

$$
\left(s_{1}, \ldots, s_{n+1}\right)+\left(s_{n+1} \beta_{1}, \ldots, s_{n+1} \beta_{n},-s_{n+1}\right)
$$

belongs to $\mathcal{V}$ and has its $d+1$ last components which vanish. Hence the first $n-d$ components also are zero, and $\left(s_{n+1} \beta_{1}, \ldots, s_{n+1} \beta_{n},-s_{n+1}\right) \in \mathcal{V}[4 \underline{S}]$, contrary to our assumption. This proves our claim.

From this claim we deduce, whether $G_{1}^{*}$ is $\{1\}$ or $\mathbb{G}_{\mathrm{m}}$,

$$
\operatorname{Card}\left(\frac{\Sigma+\left(0 \times G_{1}^{*}\right)}{0 \times G_{1}^{*}}\right)=\operatorname{Card}(\mathcal{V}[2 \underline{S}])
$$

We derive from Lemma 7.8

$$
\operatorname{Card}\left(\frac{\mathbb{Z}^{n+1}[\underline{S}]+\mathcal{V}}{\mathcal{V}}\right) \operatorname{Card}(\mathcal{V}[2 \underline{S}]) \geq\left(2 S_{1}+1\right) \cdots\left(2 S_{n+1}+1\right)
$$

From our choice of $\mathcal{V}$ and our hypothesis on $S_{1}, \ldots, S_{n+1}$, we deduce

$$
\frac{n+1}{d+1} T_{0}^{n-d} \operatorname{Card}(\mathcal{V}[2 \underline{S}]) \geq\left(2 S_{1}+1\right) \cdots\left(2 S_{n+1}+1\right)>2(n+1) T_{0}^{n} T_{1}
$$

hence

$$
\operatorname{Card}(\mathcal{V}[2 \underline{S}])>2(d+1) T_{0}^{d} T_{1}
$$

Therefore

$$
\operatorname{Card}\left(\frac{\Sigma+\left(0 \times G_{1}^{*}\right)}{0 \times G_{1}^{*}}\right)>2(d+1) T_{0}^{d} T_{1},
$$

which implies $V \neq\{0\}$.
Assume now $G_{1}^{*}=\{1\}$. We use the assumption that $\alpha_{1}, \ldots, \alpha_{n+1}$ generate a multiplicative group of rank $\geq n$ and we apply the counting argument of Lemma 7.8 (see Exercise 7.5.a): the number of distinct points in

$$
\left\{\alpha_{1}^{s_{1}} \cdots \alpha_{n+1}^{s_{n+1}} ; \underline{s} \in \mathcal{V}[2 \underline{S}]\right\}
$$

is at least $\left(4 \max \left\{S_{i}\right\}+1\right)^{-1} \operatorname{Card}(\mathcal{V}[2 \underline{S}])$. The hypothesis $T_{0} \geq 4 S_{i}+1$ shows that this number is greater than

$$
2(d+1) T_{0}^{d-1} T_{1} .
$$

Hence

$$
\operatorname{Card}\left(\frac{\Sigma+(V \times\{1\})}{V \times\{1\}}\right)>2(d+1) T_{0}^{d-1} T_{1} .
$$

Since we already know that $\delta$ is at least 1 , we get a contradiction. From the condition $G^{*} \neq G$ we conclude $G_{1}^{*}=\mathbb{G}_{\mathrm{m}}$ and $\delta<d$.

Let $\theta: \mathcal{V} \rightarrow K^{d}$ be the linear map which sends $\left(z_{1}, \ldots, z_{n+1}\right)$ onto the point $\left(z_{n-d+1}+z_{n+1} \beta_{n-d+1}, \ldots, z_{n}+z_{n+1} \beta_{n}\right)$. Using once more the assumption that $\underline{e}_{1}, \ldots, \underline{e}_{n-d}$ are linearly independent modulo $\mathcal{V}$, we deduce that $\theta$ is surjective with kernel $K\left(\beta_{1}, \ldots, \beta_{n},-1\right)$. We define $W=\theta^{-1}(V)$. Hence $W$ is a vector subspace of $\mathcal{V}$, of dimension $\delta+1<d+1$, containing ( $\beta_{1}, \ldots, \beta_{n},-1$ ), such that

$$
\operatorname{Card}\left(\frac{\mathcal{V}[2 \underline{S}]+W}{W}\right) \leq \frac{d+1}{\delta+1} T_{0}^{d-\delta}
$$

We apply Lemma 7.8 to the canonical map

$$
\psi: \frac{K^{n+1}}{W} \longrightarrow \frac{K^{n+1}}{\mathcal{V}}
$$

with

$$
\begin{gathered}
\mathcal{C}=\pi_{W}\left(\mathbb{Z}^{n+1}[\underline{S}]\right)=\frac{\mathbb{Z}^{n+1}[\underline{S}]+W}{W}, \\
\psi(\mathbb{C})=\pi_{\mathcal{V}}\left(\mathbb{Z}^{n+1}[\underline{S}]\right)=\frac{\mathbb{Z}^{n+1}[\underline{S}]+\mathcal{V}}{\mathcal{V}}
\end{gathered}
$$

and

$$
\widetilde{C} \cap \operatorname{ker} \psi=\pi_{W}\left(\mathbb{Z}^{n+1}[2 \underline{S}]\right) \cap \operatorname{ker} \psi=\frac{\mathcal{V}[2 \underline{S}]+W}{W} .
$$

We get

$$
\begin{aligned}
\operatorname{Card}\left(\frac{\mathbb{Z}^{n+1}[\underline{S}]+W}{W}\right) & \leq \operatorname{Card}\left(\frac{\mathbb{Z}^{n+1}[\underline{S}]+\mathcal{V}}{\mathcal{V}}\right) \cdot \operatorname{Card}\left(\frac{\mathcal{V}[2 \underline{S}]+W}{W}\right) \\
& \leq \frac{d+1}{\delta+1} T_{0}^{d-\delta} \cdot \frac{n+1}{d+1} T_{0}^{n-d} \\
& \leq \frac{n+1}{\delta+1} T_{0}^{n-\delta} .
\end{aligned}
$$

Since $\operatorname{dim}_{K}(W)=\delta+1<d+1$, this contradicts the hypothesis on $\mathcal{V}$.

### 7.5 The Transcendence Argument - General Case

In this section as well as in § 7.6 we use the following notation.
Let $\lambda_{1}, \ldots, \lambda_{n+1}$ be logarithms of nonzero algebraic numbers $\alpha_{i}=\exp \left(\lambda_{i}\right)$ $(1 \leq i \leq n+1)$ and $\beta_{1}, \ldots, \beta_{n}$ be algebraic numbers with $0<\max \left\{\left|\beta_{1}\right|, \ldots,\left|\beta_{n}\right|\right\} \leq$ 1. Assume that the numbers $\lambda_{1}, \ldots, \lambda_{n+1}$ are $\mathbb{Q}$-linearly independent. By Baker's Theorem 1.5, the number

$$
\Lambda=\beta_{1} \lambda_{1}+\cdots+\beta_{n} \lambda_{n}-\lambda_{n+1}
$$

is nonzero.
Let $D$ be the degree over $\mathbb{Q}$ of the number field $\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{n+1}, \beta_{1}, \ldots, \beta_{n}\right)$ and let $A_{1}, \ldots, A_{n+1}, B_{1}$ and $E$ be positive real numbers which satisfy

$$
\log A_{i} \geq \max \left\{\mathrm{h}\left(\alpha_{i}\right), \frac{E\left|\lambda_{i}\right|}{D}\right\} \quad(1 \leq i \leq n+1)
$$

and

$$
\mathrm{h}\left(\beta_{1}: \cdots: \beta_{n}: 1\right) \leq \log B_{1}, \quad e \leq E \leq B_{1}^{D} .
$$

Theorem 7.10. Let $T_{0}, T_{1}$ and $S_{1}, \ldots, S_{n+1}$ be $n+3$ positive rational integers satisfying the following conditions:

$$
T_{0}>4 \max _{1 \leq i \leq n+1} S_{i}
$$

and

$$
\begin{equation*}
\left(2 S_{1}+1\right) \cdots\left(2 S_{n+1}+1\right)>2(n+1) T_{0}^{n} T_{1} . \tag{7.11}
\end{equation*}
$$

Define

$$
V=\frac{1}{2 n}\left(T_{0}+1\right)\left(2 T_{1}+1\right) \log E
$$

and assume

$$
\begin{align*}
& \frac{V}{4} \geq D T_{0} \log \left(4 e(n+1) B_{1} S\right)+  \tag{7.12}\\
& \quad 2(n+1) D\left(T_{1}+1\right) \sum_{i=1}^{n+1} S_{i} \log A_{i}+D \log L+\log T_{1}
\end{align*}
$$

where $L:=\binom{T_{0}+n}{n}\left(2 T_{1}+1\right)$ and $S=\max _{1 \leq i \leq n+1} S_{i}$. Then

$$
|\Lambda|>e^{-n V}
$$

Proof.
Step 1. Liouville's inequality
We begin with an easy case, when there exists such a rational integer $s \in \mathbb{Z}$ with $0<s \leq 4 S_{n+1}$ and

$$
\left(s \beta_{1}, \ldots, s \beta_{n},-s\right) \in \mathbb{Z}^{n+1}[4 \underline{S}] .
$$

In this case we write $b_{i}=s \beta_{i},(1 \leq i \leq n)$ and $b_{n+1}=-s$. Hence $s \Lambda=$ $b_{1} \lambda_{1}+\cdots+b_{n+1} \lambda_{n+1}$ and $b_{i} \in \mathbb{Z}$ with $\left|b_{i}\right| \leq 4 S_{i}$. We use Liouville's estimate (Exercise 3.7.b):

$$
s|\Lambda| \geq 2^{-D} \exp \left\{-4 D \sum_{i=1}^{n+1} S_{i} \mathrm{~h}\left(\alpha_{i}\right)\right\}
$$

This gives

$$
\begin{aligned}
\log |\Lambda| & \geq-D \log 2-4 D \sum_{i=1}^{n+1} S_{i} \log A_{i}-\log \left(4 S_{n+1}\right) \\
& >-n V
\end{aligned}
$$

which is much stronger than our ultimate goal.
Therefore we shall now assume

$$
\left(s \beta_{1}, \ldots, s \beta_{n},-s\right) \notin \mathbb{Z}^{n+1}[4 \underline{S}]
$$

for $0<s \leq 4 S_{n+1}$.
This condition will be needed twice. Firstly it occurs in the assumption of Proposition 7.7. Secondly it enables us to check

$$
\begin{aligned}
\operatorname{Card}\left\{\left(s_{1}+s_{n+1} \beta_{1}, \ldots, s_{n}+s_{n+1} \beta_{n}\right) ; \underline{s} \in \mathbb{Z}^{n+1}[\underline{S}]\right\} & >2(n+1) T_{0}^{n} T_{1} \\
& >(n+1) T_{0}^{n} .
\end{aligned}
$$

Indeed from Dirichlet's box principle, we deduce that the points

$$
\left(s_{1}+s_{n+1} \beta_{1}, \ldots, s_{n}+s_{n+1} \beta_{n}\right) \in \mathbb{C}^{n} \quad\left(\underline{s} \in \mathbb{Z}^{n+1}[\underline{S}]\right)
$$

are pairwise distinct. Using the lower bound (7.11) we obtain

$$
\operatorname{Card}\left(\mathbb{Z}^{n+1}[\underline{S}]\right)=\left(2 S_{1}+1\right) \cdots\left(2 S_{n+1}+1\right)>2(n+1) T_{0}^{n} T_{1} .
$$

This fact will be needed to check that some integer $d$ (introduced in step 2) is at least 1. The analytic argument (step 4) will involve complex functions of $d$ variables.

## Step 2. Choice of $\mathcal{V}$

We remark that there exist vector subspaces $\mathcal{V}$ of $\mathbb{C}^{n+1}$ which contain the point $\left(\beta_{1}, \ldots, \beta_{n},-1\right)$ and also satisfy

$$
\operatorname{Card}\left(\frac{\mathbb{Z}^{n+1}[\underline{S}]+\mathcal{V}}{\mathcal{V}}\right) \leq \frac{n+1}{d+1} T_{0}^{n-d}
$$

with $d=\operatorname{dim}_{\mathbb{C}}(\mathcal{V})-1$. Indeed $\mathcal{V}=\mathbb{C}^{n+1}$ is such a space. Among them, we choose one (which we call $\mathcal{V}$ ) of minimal dimension $d+1$. By step 1, the image of $\mathbb{Z}^{n+1}[\underline{S}]$ under the mapping

$$
\begin{array}{clc}
\mathbb{C}^{n+1} & \longrightarrow & \mathbb{C}^{n} \\
\underline{z} & \longmapsto & \left(z_{1}+z_{n+1} \beta_{1}, \ldots, z_{n}+z_{n+1} \beta_{n}\right)
\end{array}
$$

has more than $(n+1) T_{0}^{n}$ elements, hence $\mathcal{V} \neq \mathbb{C}\left(\beta_{1}, \ldots, \beta_{n},-1\right)$, which means $d \geq 1$.

Let $\pi_{\nu}$ denote the canonical map from $\mathbb{C}^{n+1}$ onto $\mathbb{C}^{n+1} / \mathcal{V}$ and let $\underline{e}_{1}, \ldots, \underline{e}_{n+1}$ be the canonical basis of $\mathbb{C}^{n+1}$. Since $\mathcal{V} \ni\left(\beta_{1}, \ldots, \beta_{n},-1\right)$, we have

$$
\pi_{v}\left(\underline{e}_{n+1}\right)=\beta_{1} \pi_{v}\left(\underline{e}_{1}\right)+\cdots+\beta_{n} \pi_{v}\left(\underline{e}_{n}\right)
$$

hence there exists a basis of $\mathbb{C}^{n+1} / \mathcal{V}$ of the form $\left(\pi_{\mathcal{V}}\left(\underline{e}_{i_{1}}\right), \ldots, \pi_{\mathcal{V}}\left(\underline{e}_{i_{n-d}}\right)\right)$, with $1 \leq i_{1}<\cdots<i_{n-d} \leq n$. For ease of notation we shall assume $\left\{i_{1}, \ldots, i_{n-d}\right\}=$ $\{1, \ldots, n-d\}$.

Writing $\pi_{v}\left(\underline{e}_{i}\right)$ in terms of $\pi_{v}\left(\underline{e}_{1}\right), \ldots, \pi_{v}\left(\underline{e}_{n-d}\right)$, we see that there exist $(n-d)(d+1)$ complex numbers $u_{i}^{(j)}$ such that

$$
\underline{e}_{i}+\sum_{j=1}^{n-d} u_{i}^{(j)} \underline{e}_{j} \in \mathcal{V} \quad \text { for } \quad n-d+1 \leq i \leq n+1
$$

These $d+1$ elements of $\mathcal{V}$ can be written

$$
\left(u_{i}^{(1)}, \ldots, u_{i}^{(n-d)}, 0, \ldots, 0,1,0, \ldots, 0\right) \quad(n-d+1 \leq i \leq n+1)
$$

and they form a basis of $\mathcal{V}$. One deduces that $\mathcal{V}$ is intersection of $n-d$ hyperplanes

$$
z_{j}=\sum_{i=n-d+1}^{n+1} u_{i}^{(j)} z_{i} \quad(1 \leq j \leq n-d) .
$$

We define

$$
\theta_{i}=\lambda_{i}+\sum_{j=1}^{n-d} u_{i}^{(j)} \lambda_{j} \quad(n-d+1 \leq i \leq n+1)
$$

Then, for $\underline{z} \in \mathcal{V}$, we have

$$
\sum_{i=n-d+1}^{n+1} z_{i} \theta_{i}=\sum_{j=1}^{n+1} z_{j} \lambda_{j}
$$

In particular, since $\left(\beta_{1}, \ldots, \beta_{n},-1\right)$ is in $\mathcal{V}$,

$$
\sum_{i=n-d+1}^{n} \beta_{i} \theta_{i}=\theta_{n+1}+\Lambda
$$

Let $\mathcal{V}=\mathcal{V} \cap \mathbb{Z}^{n+1}$.
Step 3. Lower bound for $\left|\Delta_{\mathrm{ar}}\right|$
Thanks to Proposition 7.7, we know that the matrix $\boldsymbol{M}_{\text {ar }}$ has rank $L_{d}=$ $\binom{T_{0}+d}{d}\left(2 T_{1}+1\right)$. Therefore there exist $L_{d}$ elements $\underline{s}^{(1)}, \ldots, \underline{s}^{\left(L_{d}\right)}$ in $\mathcal{V}[2(n+1) \underline{S}]$ such that, if we define

$$
\gamma_{\underline{t} t}^{(\mu)}=\prod_{j=n-d+1}^{n}\left(s_{j}^{(\mu)}+s_{n+1}^{(\mu)} \beta_{j}\right)^{\tau_{j}} \prod_{i=1}^{n+1} \alpha_{i}^{s_{i}^{(\mu)} t} \quad\left(1 \leq \mu \leq L_{d}\right),
$$

then the $L_{d} \times L_{d}$ determinant

$$
\Delta_{\mathrm{ar}}=\operatorname{det}\left(\gamma_{\underline{\underline{I} t}}^{(\mu)}\right)_{\frac{(\mathrm{t}, t)}{\mu}}
$$

is not zero. As in § 7.4 above, $(\underline{\tau}, t)$ runs over the elements $\left(\tau_{n-d+1}, \ldots, \tau_{n}, t\right)$ in $\mathbb{N}^{d} \times \mathbb{Z}$ with $\|\underline{\tau}\| \leq T_{0}$ and $|t| \leq T_{1}$, while $\mu$ ranges over $\left\{1, \ldots, L_{d}\right\}$.

From Liouville's inequality we deduce (see Exercise 3.8, but replace $S_{i}$ by $\left.2(n+1) S_{i}\right)$ :

$$
\frac{1}{L_{d}} \log \left|\Delta_{\mathrm{ar}}\right|>-U_{1}
$$

with

$$
\begin{aligned}
& U_{1}=(D-1)\left(T_{0} \log (4(n+1) S)+\log L_{d}\right)+ \\
& \qquad D T_{0} \log B_{1}+2(n+1) D\left(T_{1}+1\right) \sum_{i=1}^{n+1} S_{i} \log A_{i} .
\end{aligned}
$$

## Step 4. Analytic argument

For each $(\underline{\tau}, t)=\left(\tau_{n-d+1}, \ldots, \tau_{n}, t\right)$ in $\mathbb{N}^{d} \times \mathbb{Z}$ with $\|\underline{\tau}\| \leq T_{0}$ and $|t| \leq T_{1}$, we define a function $f_{\underline{\tau} t}$ of $d$ complex variables:

$$
f_{\underline{\tau_{t}}}\left(z_{n-d+1}, \ldots, z_{n}\right)=\prod_{i=n-d+1}^{n}\left(z_{i}^{\tau_{i}} e^{t \theta_{i} z_{i}}\right) .
$$

For $\underline{s} \in \mathcal{V} \cap \mathbb{Z}^{n+1}$, if we set

$$
\underline{\xi}_{\underline{s}}=\left(z_{n-d+1}, \ldots, z_{n}\right)=\left(s_{n-d+1}+s_{n+1} \beta_{n-d+1}, \ldots, s_{n}+s_{n+1} \beta_{n}\right) \in \mathbb{C}^{d},
$$

we have

$$
\sum_{i=n-d+1}^{n} \theta_{i} z_{i}=\sum_{j=1}^{n+1} s_{j} \lambda_{j}+s_{n+1} \Lambda .
$$

Hence for $z \in \mathbb{C}$ we have

$$
f_{\underline{\tau}-}\left(z \underline{\xi_{\underline{s}}}\right)=z^{\|\underline{\tau}\|}\left(\prod_{i=n-d+1}^{n}\left(s_{i}+s_{n+1} \beta_{i}\right)^{\tau_{i}}\right) \cdot\left(\prod_{j=1}^{n+1} e^{t s_{j} \lambda_{j} z}\right) \cdot e^{t s_{n+1} \Lambda z} .
$$

We define $\underline{\zeta}_{1}, \ldots, \underline{\zeta}_{L_{d}}$ in $\mathbb{C}^{d}$ by $\underline{\zeta}_{\mu}=\underline{\xi}_{s^{(\mu)}}$ :

$$
\underline{\zeta}_{\mu}=\left(s_{n-d+1}^{(\mu)}+s_{n+1}^{(\mu)} \beta_{n-d+1}, \ldots, s_{n}^{(\mu)}+s_{n+1}^{(\mu)} \beta_{n}\right) \quad\left(1 \leq \mu \leq L_{d}\right),
$$

so that

$$
f_{\underline{\underline{\tau}}}\left(\underline{\zeta}_{\mu}\right)=\gamma_{\underline{\underline{I} t}}^{(\mu)} e^{t S_{n+1}^{(\mu)} \Lambda} .
$$

Let us check the hypotheses of Proposition 7.6 with $\epsilon=\Lambda, n$ replaced by $d, L$ by $L_{d}, V$ by

$$
V_{d}=\frac{1}{2 d}\left(T_{0}+d\right)\left(2 T_{1}+1\right) \log E
$$

with

$$
b_{\underline{\tau} t \mu}=\gamma_{\underline{t} t}^{(\mu)}\left(1-e^{t \Lambda s_{n+1}^{(\mu)}}\right) \Lambda^{-1}
$$

and finally with

$$
M_{\underline{\tau} t}=T_{0} \log (4(n+1) E S)+2(n+1) D\left(T_{1}+1\right) \sum_{i=1}^{n+1} S_{i} \log A_{i}+\log \frac{T_{1}}{2}
$$

Since $V>\log \left(2(n+1) T_{1} S_{n+1} E\right)$, without loss of generality we may assume

$$
2(n+1)|\Lambda| T_{1} S_{n+1} E<1 .
$$

Recall the assumptions $\left|\beta_{i}\right| \leq 1$ and $E\left|\lambda_{i}\right| \leq D \log A_{i}$. For $z \in \mathbb{C}$ with $|z| \leq E$, we have

$$
\begin{aligned}
\log \left|f_{\underline{\underline{\tau}} t}\left(z \underline{\zeta}_{\mu}\right)\right| & \leq T_{0} \log (4(n+1) E S)+2(n+1) T_{1} E\left(\sum_{i=1}^{n+1} S_{i}\left|\lambda_{i}\right|+S_{n+1}|\Lambda|\right) \\
& \leq T_{0} \log (4(n+1) E S)+2(n+1) T_{1} E \sum_{i=1}^{n+1} S_{i} \log A_{i}+1 \\
& \leq M_{\underline{\tau} t} .
\end{aligned}
$$

We use the estimate in Exercise 1.1.a, with $r=1, z_{1}=t s_{n+1}^{(\mu)} \Lambda, z_{2}=0$. Since $\left|z_{1}\right|<1 / 7$ we have

$$
(e-1) e^{\left|z_{1}\right|}<2
$$

and we get

$$
\left|e^{z_{1}}-1\right| \leq 2\left|z_{1}\right|
$$

which yields

$$
\left|b_{\underline{\tau} t \mu}\right| \leq 2\left|\gamma_{\underline{\underline{I} t}}^{(\mu)} t s_{n+1}^{(\mu)}\right| .
$$

This enables us to bound $\left|b_{\underline{\tau} t \mu}\right|$ in the same way as $\left|f_{\underline{\tau t}}\left(z \underline{\zeta}_{\mu}\right)\right|$, but with $E$ replaced by 1 . More precisely, using the estimate

$$
\log \left(8(n+1) S_{n+1}\right) \leq T_{0} \log E+2(n+1) S_{n+1}
$$

as well as the hypothesis $|\log | \alpha_{i}| | \leq D \log A_{i}$ we deduce

$$
\begin{aligned}
\log \left|b_{\underline{\tau} t}\right| & \leq T_{0} \log (4(n+1) S)+2(n+1) D T_{1} \sum_{i=1}^{n+1} S_{i} \log A_{i}+\log \left(4(n+1) T_{1} S_{n+1}\right) \\
& \leq M_{\underline{\tau} t} .
\end{aligned}
$$

Since $D \log B_{1} \geq \log E$ and $V \leq V_{d}$, from (7.12) we conclude

$$
\log \left(2 L_{d}\right)+M_{\underline{\tau} t} \leq \frac{1}{4} V_{d} \quad \text { and } \quad U_{1}<\frac{1}{4} V_{d} .
$$

Step 5. Conclusion of the proof
From step 3 we deduce that the conclusion of Proposition 7.6 is not satisfied. Therefore

$$
|\Lambda|>e^{-V_{d}} \geq e^{-n V} .
$$

This completes the proof of Theorem 7.10.

### 7.6 Proof of Theorem 7.1 - General Case

We shall deduce from Theorem 7.10 an intermediate result, from which we shall then deduce the so-called general case of Theorem 7.1.

### 7.6.1 A Consequence of Theorem 7.10

Recall the assumptions at the beginning of § 7.5.
Corollary 7.13. Assume further

$$
E \leq A_{i}^{D} \quad \text { for } \quad 1 \leq i \leq n+1 .
$$

Let $N_{0}$ be a positive integer, $N$ and $C_{0}$ positive real numbers satisfying the following conditions:

$$
2+\frac{2(n+1)^{2}}{N}\left(1+\frac{1}{N_{0}}\right)+\frac{1}{200}+\frac{1}{8 n} \leq \frac{N_{0}}{4 n}
$$

and

$$
C_{0} \geq 2^{-n}(n+1) N^{n+1} N_{0}^{n+2}\left(1+\frac{1}{8 N_{0}}\right) .
$$

Assume also

$$
\frac{B_{1}}{\log B_{1}} \geq \frac{4 e(n+1) C_{0}}{\left(N_{0}-1\right) N} \cdot \frac{D^{n+1}(\log A)^{n}}{(\log E)^{n+1}} .
$$

Then

$$
|\Lambda|>\exp \left\{-\left(N_{0}+1\right) C_{0} D^{n+3}\left(\log B_{1}\right)^{2}\left(\log A_{1}\right) \cdots\left(\log A_{n+1}\right)(\log E)^{-n-2}\right\} .
$$

Proof.
Step 1. The parameters are not too small
As a preliminary remark we deduce from the hypotheses of Corollary 7.13

$$
N_{0}>8 n, \quad N_{0} N>8 n(n+1)^{2}
$$

hence

$$
\frac{C_{0}}{N_{0} N}>2^{4 n+1} n^{n} N_{0} \quad \text { and } \quad C_{0}>2^{4 n+6} n^{n} N_{0}
$$

Step 2. Choice of parameters
Define a real number $U$ by

$$
U=C_{0} D^{n+3}\left(\log B_{1}\right)^{2}\left(\log A_{1}\right) \cdots\left(\log A_{n+1}\right)(\log E)^{-n-2}
$$

and rational integers $T_{0}, T_{1}, S_{1}, \ldots, S_{n+1}$ by

$$
\begin{aligned}
& T_{0}=\left[\frac{U}{D \log B_{1}}\right] \quad T_{1}=\left[\frac{N_{0} D \log B_{1}}{\log E}\right], \\
& S_{i}=\left[\frac{U}{N D T_{1} \log A_{i}}\right] \quad(1 \leq i \leq n+1) .
\end{aligned}
$$

From the assumptions $D \log B_{1} \geq \log E$ and $D \log A_{j} \geq \log E$ we deduce

$$
T_{0} \geq C_{0}, \quad T_{1} \geq N_{0} \quad \text { and } \quad S_{j} \geq \frac{C_{0}}{N_{0} N}-1
$$

Step 3. The conditions $T_{0}>4 S_{j}$ and $T_{1}>6$ of Theorem 7.11 are clearly satisfied. Moreover from $T_{1} \geq N_{0}$ we deduce

$$
\begin{gathered}
T_{1}+1 \leq\left(1+\frac{1}{N_{0}}\right) T_{1}, \\
T_{1}>\left(1-\frac{1}{N_{0}}\right)\left(T_{1}+1\right)>\left(N_{0}-1\right) \frac{D \log B_{1}}{\log E}
\end{gathered}
$$

and

$$
2 T_{1}+1>\left(2-\frac{1}{N_{0}}\right)\left(T_{1}+1\right)>\frac{\left(2 N_{0}-1\right) D \log B_{1}}{\log E} .
$$

In particular the number

$$
V=\frac{1}{2 n}\left(T_{0}+1\right)\left(2 T_{1}+1\right) \log E
$$

satisfies

$$
V>\frac{2 N_{0}-1}{2 n} \cdot U
$$

Step 4. We check (7.12)
For $1 \leq j \leq n+1$ we have

$$
\begin{aligned}
S_{j} & \leq \frac{U}{N D T_{1} \log A_{j}} \\
& \leq \frac{U \log E}{\left(N_{0}-1\right) N D^{2}\left(\log B_{1}\right)\left(\log A_{j}\right)} \\
& \leq \frac{C_{0}}{\left(N_{0}-1\right) N} \cdot D^{n+1}(\log A)^{n}\left(\log B_{1}\right)(\log E)^{-n-1},
\end{aligned}
$$

hence

$$
4 e(n+1) S_{j} \leq \frac{4 e(n+1) C_{0}}{\left(N_{0}-1\right) N} \cdot D^{n+1}(\log A)^{n}\left(\log B_{1}\right)(\log E)^{-n-1} \leq B_{1}
$$

and

$$
D T_{0} \log \left(4 e(n+1) B_{1} S\right) \leq 2 U
$$

Next we have

$$
\begin{aligned}
D\left(T_{1}+1\right) \sum_{i=1}^{n+1} S_{i} \log A_{i} & \leq(n+1)\left(1+\frac{1}{N_{0}}\right) \max _{1 \leq i \leq n+1} D T_{1} S_{i} \log A_{i} \\
& \leq(n+1)\left(1+\frac{1}{N_{0}}\right) \cdot \frac{U}{N},
\end{aligned}
$$

hence

$$
2(n+1) D\left(T_{1}+1\right) \sum_{i=1}^{n+1} S_{i} \log A_{i} \leq 2(n+1)^{2}\left(1+\frac{1}{N_{0}}\right) \cdot \frac{U}{N} .
$$

We finally need to estimate $D \log L+\log T_{1}$. One easily checks (with $A=$ $\max _{1 \leq j \leq n+1} A_{j}$ )

$$
\begin{aligned}
L & \leq\left(T_{0}+n\right)^{n}\left(2 T_{1}+1\right) \\
& \leq 2(n+1)^{n+1} T_{0}^{n} T_{1} \\
& \leq 2(n+1)^{n+1} N_{0} \cdot \frac{U^{n}}{\left(D \log B_{1}\right)^{n-1} \log E} \\
& \leq 2(n+1)^{n+1} N_{0} C_{0}^{n}\left(\frac{D \log B_{1}}{\log E}\right)^{n+1}\left(\frac{D \log A}{\log E}\right)^{n} .
\end{aligned}
$$

On the other hand we have

$$
\frac{U}{D} \geq C_{0}\left(\frac{D \log B_{1}}{\log E}\right) \quad \text { and } \quad \frac{U}{D} \geq\left(\frac{D \log A}{\log E}\right)
$$

One deduces

$$
D \log L+\log T_{1}<\frac{U}{200} .
$$

Step 5. We check (7.11)
We need a lower bound for $\left(2 S_{1}+1\right) \cdots\left(2 S_{n+1}+1\right)$. Since

$$
S_{i} \geq \frac{C_{0}}{N_{0} N}-1
$$

we have

$$
2 S_{i}+1>2(1-\eta)\left(S_{i}+1\right)>\frac{2(1-\eta) U}{N D T_{1} \log A_{i}}
$$

where

$$
\eta=\frac{N_{0} N}{C_{0}-1} \leq \frac{1}{2^{5} n^{n} N_{0}-1} .
$$

We obtain

$$
\left(2 S_{1}+1\right) \cdots\left(2 S_{n+1}+1\right)>\frac{2^{n+1}(1-\eta)^{n+1} U^{n+1}}{\left(N D T_{1}\right)^{n+1}\left(\log A_{1}\right) \cdots\left(\log A_{n+1}\right)} .
$$

Notice the estimate

$$
(1-\eta)^{n+1}\left(1+\frac{1}{8 N_{0}}\right)>1 .
$$

On the other hand we have the upper bounds

$$
T_{0}^{n} T_{1} \leq \frac{U^{n} T_{1}}{\left(D \log B_{1}\right)^{n}}
$$

and

$$
T_{1} \leq N_{0} D\left(\log B_{1}\right)(\log E)^{-1} .
$$

From our condition on $C_{0}$ together with the definition of $U$ we deduce

$$
U \geq \frac{(n+1) N^{n+1}}{2^{n}} \cdot\left(1+\frac{1}{8 N_{0}}\right) \cdot D\left(\log A_{1}\right) \cdots\left(\log A_{n+1}\right) T_{1}^{n+2}\left(\log B_{1}\right)^{-n}
$$

and

$$
\begin{aligned}
\left(2 S_{1}+1\right) \cdots\left(2 S_{n+1}+1\right) & >\frac{2^{n+1} U^{n+1}}{\left(1+\frac{1}{8 N_{0}}\right)\left(N D T_{1}\right)^{n+1}\left(\log A_{1}\right) \cdots\left(\log A_{n+1}\right)} \\
& \geq \frac{2(n+1) U^{n} T_{1}}{\left(D \log B_{1}\right)^{n}} \\
& \geq 2(n+1) T_{0}^{n} T_{1} .
\end{aligned}
$$

Obviously (7.11) follows.
Step 6. End of the proof
The conclusion of Corollary 7.13 follows from the estimates

$$
\left(T_{0}+1\right)\left(2 T_{1}+1\right) \leq 2\left(1+\frac{1}{C_{0}}\right)\left(1+\frac{1}{2 N_{0}}\right) T_{0} T_{1} \leq 2\left(1+\frac{1}{N_{0}}\right) T_{0} T_{1}
$$

which imply

$$
n V<\left(1+\frac{1}{N_{0}}\right) T_{0} T_{1} \log E \leq\left(N_{0}+1\right) U
$$

### 7.6.2 End of the Proof in the General Case

We complete the proof of the general case of Theorem 7.1. We assume the hypotheses of that statement are satisfied.

## Step 1. Further assumptions

Until step 4 we assume that $\beta_{m}=-1$ and that $\left|\beta_{i}\right| \leq 1$ for $1 \leq i \leq m-1$. We write $n=m-1$ so that

$$
\Lambda=\beta_{1} \lambda_{1}+\cdots+\beta_{n} \lambda_{n}-\lambda_{n+1} .
$$

We shall prove the desired result with a slightly better value for the constant, namely with the constant $C(m)$ replaced by

$$
C^{\prime}(n)=\left(4 n^{2}+13 n+1\right) 2^{2 n+5}(n+1)^{3 n+9} .
$$

## Step 2. Choice of parameters

There are many possibilities for the choice of $N_{0}$ and $N$. We give an example without trying to optimize:

$$
N=2(n+1), \quad N_{0}=n(4 n+13), \quad C_{0}=2^{2 n+5}(n+1)^{3 n+7} .
$$

In this case we have

$$
2+\frac{2(n+1)^{2}}{N}\left(1+\frac{1}{N_{0}}\right)+\frac{1}{200}+\frac{1}{8 n}=n+3+\frac{n+1}{n(4 n+13)}+\frac{1}{200}+\frac{1}{8 n}
$$

and

$$
\frac{N_{0}}{4 n}=n+3+\frac{1}{4} .
$$

One easily checks

$$
\frac{n+1}{n(4 n+13)}+\frac{1}{200}+\frac{1}{8 n}<\frac{1}{4} .
$$

On the other hand

$$
2^{-n}(n+1) N^{n+1} N_{0}^{n+2}=2 n^{n+2}(n+1)^{n+2}(4 n+13)^{n+2}
$$

and

$$
n^{n+2}(4 n+13)^{n+2}\left(1+\frac{1}{8 N_{0}}\right) \leq 2^{2 n+4}(n+1)^{2 n+5}
$$

Step 3. Choice of $B_{1}$
We set $B_{1}=B^{n+2}$ (a larger exponent would increase $C^{\prime}(n)$ but would enable us to reduce the value of the number $2^{6}(n+1)^{4}$ occurring in the conditions on $B$ in the general case of Theorem 7.1). The condition $B_{1}^{D} \geq E$ is clearly satisfied. Since

$$
\log B \geq \max _{1 \leq i \leq n} \mathrm{~h}\left(\beta_{i}\right) \quad \text { we have } \quad \log B_{1} \geq \mathrm{h}\left(1: \beta_{1}: \cdots: \beta_{n}\right)
$$

(see Exercise 3.3.a). Next using

$$
B \geq \frac{D}{\log E} \quad \text { and } \quad B \geq 2^{6}(n+1)^{4} \frac{D \log A}{\log E}
$$

we deduce

$$
B^{n+1} \geq 2^{6 n}(n+1)^{4 n}\left(\frac{D}{\log E}\right)\left(\frac{D \log A}{\log E}\right)^{n}
$$

On the other hand from $N_{0}-1=4 n^{2}+13 n-1 \geq 4(n+1)^{2}$ one deduces

$$
\frac{4 e(n+1) C_{0}}{\left(N_{0}-1\right) N} \leq e \cdot 2^{2 n+4}(n+1)^{3 n+5}
$$

Hence in order to check the condition

$$
\frac{B_{1}}{\log B_{1}} \geq \frac{4 e(n+1) C_{0}}{\left(N_{0}-1\right) N} \cdot \frac{D^{n+1}(\log A)^{n}}{(\log E)^{n+1}}
$$

it remains to check

$$
2^{4 n-4}(n+1)^{n-5} B \geq e(n+2) \log B
$$

Since $B \geq 2^{6}(n+1)^{4}$ it suffices to use

$$
2^{4 n+2}(n+1)^{n-1} \geq e(n+2)(6 \log 2+4 \log (n+1))
$$

Step 4. Conclusion of the proof in the case $\beta_{m}=-1,\left|\beta_{i}\right| \leq 1$
Notice that

$$
(n+2)^{2} C_{0}\left(N_{0}+1\right)=\left(4 n^{2}+13 n+1\right) 2^{2 n+5}(n+1)^{3 n+7}(n+2)^{2} .
$$

Denote this number by $C^{\prime}(n)$. Applying Corollary 7.13, we get the conclusion of Theorem 7.1 with $C(m)$ replaced by $C^{\prime}(m-1)$ (recall $\left.m=n+1\right)$. It is useful for the last step to notice that we have not used the full force of the hypothesis $\max \mathrm{h}\left(\beta_{i}\right) \leq \log B$, but only the weaker condition $\mathrm{h}\left(1: \beta_{1}: \cdots: \beta_{n}\right) \leq n \log B$.

## Step 5 Removing the Extra Assumption of Step 1

The proof of Theorem 7.1 is complete under the extra assumptions $\beta_{m}=-1$ and $\left|\beta_{i}\right| \leq 1$ for $1 \leq i \leq m-1$ of Step 1 , and in this case the constant $C(m)$ can be replaced by $C^{\prime}(m)$. We now remove these assumptions.

Since the result is symmetric in $\beta_{1}, \ldots, \beta_{m}$, without loss of generality we may assume $\left|\beta_{m}\right| \geq \max _{1 \leq i<m}\left|\beta_{j}\right|$. Define $\beta_{j}^{\prime}=-\beta_{j} / \beta_{m} \quad(1 \leq j \leq m)$ and

$$
\Lambda^{\prime}=\beta_{1}^{\prime} \lambda_{1}+\cdots+\beta_{m-1}^{\prime} \lambda_{m-1}-\lambda_{m} .
$$

The assumption $\max _{1 \leq i \leq m} \mathrm{~h}\left(\beta_{i}\right) \leq \log B$ implies $\mathrm{h}\left(1: \beta_{1}^{\prime}: \cdots: \beta_{m-1}^{\prime}\right) \leq(m-$ 1) $\log B$, and since $\beta_{m} \neq 0$, Liouville's inequality (3.13) gives

$$
\left|\beta_{m}\right| \geq B^{-D}
$$

Since $\Lambda=-\beta_{m} \Lambda^{\prime}$, and since $\Lambda^{\prime}$ satisfies the conditions $\beta_{m}^{\prime}=-1$ and $\left|\beta_{i}^{\prime}\right| \leq 1$, we deduce from step 4

$$
|\Lambda| \geq\left|\beta_{m} \Lambda^{\prime}\right| \geq B^{-D} \exp \left\{-C^{\prime}(m-1) D^{m+2}(\log B)^{2}\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)\right\} .
$$

Since

$$
1+C^{\prime}(m-1) \leq 2^{2 m+7} m^{3 m+8}=C(m),
$$

the conclusion of Theorem 7.1 follows.

### 7.7 The Rational Case: Fel'dman's Polynomials

Our goal in this section is to complete the rational case of Theorem 7.1.
We need a variant of Theorem 7.10 related to the rational case. We introduce the following notation which will be valid for Theorem 7.14 and Corollary 7.17.

Let $\lambda_{1}, \ldots, \lambda_{n+1}$ be $\mathbb{Q}$-linearly independent logarithms of nonzero algebraic numbers and $b_{1}, \ldots, b_{n+1}$ be rational integers with $b_{n+1} \neq 0$. Define $\alpha_{i}=\exp \left(\lambda_{i}\right)$ $(1 \leq i \leq n+1)$ and

$$
\Lambda=b_{1} \lambda_{1}+\cdots+b_{n+1} \lambda_{n+1} .
$$

Denote by $D$ the degree of the number field $\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{n+1}\right)$ over $\mathbb{Q}$. Let $A_{1}, \ldots, A_{n+1}, B_{1}$ and $E$ be positive real numbers, which satisfy

$$
\log A_{i} \geq \max \left\{\mathrm{h}\left(\alpha_{i}\right), \frac{E\left|\lambda_{i}\right|}{D}\right\} \quad(1 \leq i \leq n+1) \quad \text { and } \quad E \geq e .
$$

Theorem 7.14. Let $T_{0}, T_{1}$ and $S_{1}, \ldots, S_{n+1}$ be positive rational integers satisfying the following conditions:

$$
T_{0}>4 S_{i} \quad(1 \leq i \leq n+1)
$$

and

$$
\left(2 S_{1}+1\right) \cdots\left(2 S_{n+1}+1\right)>2(n+1) T_{0}^{n} T_{1} .
$$

Define

$$
\begin{gathered}
V=\frac{1}{2 n}\left(T_{0}+1\right)\left(2 T_{1}+1\right) \log E, \\
L=\binom{T_{0}+n}{n}\left(2 T_{1}+1\right),
\end{gathered}
$$

$$
B_{1}=E^{1 / D} \max _{1 \leq j \leq n}\left\{1+\frac{2 n(n+1)}{T_{0}}\left(\left|b_{n+1}\right| S_{j}+\left|b_{j}\right| S_{n+1}\right)\right\}
$$

and assume

$$
\frac{V}{4} \geq D T_{0} \log \left(e B_{1}\right)+2(n+1) D\left(T_{1}+1\right) \sum_{i=1}^{n+1} S_{i} \log A_{i}+D \log L+\log T_{1} .
$$

Then

$$
|\Lambda|>e^{-n V} .
$$

In order to omit the condition

$$
B \geq 2^{6} m^{4} \cdot \frac{D \log A}{\log E}
$$

which occurred in the general case, the idea, arising in the work of N. I. Fel'dman (see § 10.4.1), is to replace, in the transcendence part of the proof, the numbers

$$
\left(s_{j}+s_{n+1} \beta_{j}\right)^{\tau_{j}}
$$

by binomial coefficients like

$$
\binom{\left|s_{j} b_{n+1}-s_{n+1} b_{j}\right|}{\tau_{j}} .
$$

More precisely, when $\tau$ is a nonnegative integer and $z$ a complex number, we define

$$
\Delta(z ; \tau)=\frac{1}{\tau!}(z+1) \cdots(z+\tau),
$$

with $\Delta(z ; 0)=1$. For any $m \in \mathbb{Z}$, the number $\Delta(m ; \tau)$ is a rational integer, and for $m \geq 0$ we have

$$
\Delta(m ; \tau)=\binom{m+\tau}{\tau}
$$

We get a basis of the space of polynomials in $\mathbb{C}\left[z_{1}, \ldots, z_{d}\right]$ of degree $\leq T_{0}$ by taking

$$
\prod_{i=1}^{d} \Delta\left(z_{i} ; \tau_{i}\right), \quad\left(\underline{\tau} \in \mathbb{N}^{d}, \quad\|\underline{\tau}\| \leq T_{0}\right)
$$

We shall use the simple estimate (see [Y 1989], I, Lemma 2.4 p. 128 and [W 1993], Lemma 3.3).

Lemma 7.15. Let $R$, $T_{0}$ be positive real numbers. For $\underline{z} \in \mathbb{C}^{d}$ and $\underline{\tau} \in \mathbb{N}^{d}$ with $|\underline{z}| \leq R$ and $\|\underline{\tau}\| \leq T_{0}$, we have

$$
\prod_{i=1}^{d}\left|\Delta\left(z_{i} ; \tau_{i}\right)\right| \leq\left(\frac{d R}{T_{0}}+1\right)^{T_{0}} e^{\|\tau\|}
$$

and

$$
\prod_{i=1}^{d}\left|\Delta\left(z_{i} ; \tau_{i}\right)\right| \leq\left(\frac{d R}{T_{0}}+1\right)^{\|\underline{\tau}\|} e^{T_{0}} .
$$

Hence for $R>0$ and $T_{0}>0$, we have

$$
\max _{\|\underline{\|}\| \leq T_{0}} \sup _{|\underline{|z|}| \leq R} \prod_{i=1}^{d}\left|\Delta\left(z_{i} ; \tau_{i}\right)\right| \leq\left(\frac{d R}{T_{0}}+1\right)^{T_{0}} e^{T_{0}} .
$$

Proof. Since $\Delta(z ; 0)=1$ we may assume that the number $t=\|\underline{\tau}\|$ is not 0 .
For $z \in \mathbb{C}$ and $\tau \in \mathbb{N}$, we have

$$
|\triangle(z ; \tau)| \leq \frac{1}{\tau!}(|z|+\tau)^{\tau} .
$$

Therefore, for $\underline{z} \in \mathbb{C}^{d}$ and $\underline{\tau} \in \mathbb{N}^{d}$,

$$
\prod_{i=1}^{d}\left|\Delta\left(z_{i} ; \tau_{i}\right)\right| \leq \frac{1}{\|\underline{\tau}\|!}\binom{\|\underline{\tau}\|}{\underline{\tau}} \prod_{i=1}^{d}\left(\left|z_{i}\right|+\tau_{i}\right)^{\tau_{i}} .
$$

Since

$$
\sum_{\|\underline{\tau}\|=t}\binom{\|\underline{\tau}\|}{\underline{\tau}} \prod_{i=1}^{d}\left(\left|z_{i}\right|+\tau_{i}\right)^{\tau_{i}}=(\|\underline{z}\|+\|\underline{\tau}\|)^{\|\underline{\underline{\tau}}\|},
$$

we deduce

$$
\sum_{\|\underline{\underline{z}}\|=t} \prod_{i=1}^{d}\left|\Delta\left(z_{i} ; \tau_{i}\right)\right| \leq \frac{1}{t!}(\|\underline{z}\|+t)^{t} .
$$

For any positive integer $t$, we have

$$
\left(1+\frac{1}{t}\right)^{t} \leq e
$$

and by induction we deduce

$$
t^{t} \leq t!e^{t}
$$

Since $\|\underline{z}\| \leq d|z|$, for $|z| \leq R$ and $\|\underline{\tau}\|=t \geq 1$ we have

$$
\prod_{i=1}^{d}\left|\Delta\left(z_{i} ; \tau_{i}\right)\right| \leq\left(\frac{d R}{t}+1\right)^{t} e^{t}
$$

Finally, for $1 \leq t \leq T$,

$$
\left(1+\frac{1}{t}\right)^{t} \leq\left(1+\frac{1}{T}\right)^{T} \quad \text { and } \quad\left(1+\frac{1}{t}\right)^{t} e^{t} \leq\left(1+\frac{1}{T}\right)^{t} e^{T}
$$

(the right hand sides are increasing functions of $T$ ).

Lemma 7.16. Given positive integers $d, T_{0}, T_{1}$ and $L$ with

$$
L=\binom{T_{0}+d}{d}\left(2 T_{1}+1\right)
$$

analytic functions $\varphi_{t}\left(t \in \mathbb{Z},|t| \leq T_{1}\right)$ in $\mathbb{C}^{d}$, points $\underline{\zeta}_{1}, \ldots, \underline{\zeta}_{L}$ in $\mathbb{C}^{d}$ and a nonzero complex number $b$, define, for $\underline{\tau} \in \mathbb{N}^{d}$ with $\|\underline{\tau}\| \leq T_{0}$, and for $t \in \mathbb{Z}$ with $|t| \leq T_{1}$,

$$
f_{\underline{\tau} t}(\underline{z})=\underline{z}^{\underline{\tau}} \varphi_{t}(\underline{z}) \quad \text { and } \quad \tilde{f}_{\underline{\tau} t}(\underline{z})=\left(\prod_{i=1}^{d} \Delta\left(z_{i} ; \tau_{i}\right)\right) \varphi_{t}(\underline{z})
$$

Then

$$
\operatorname{det}\left(\tilde{f}_{\underline{\tau} t}\left(b \underline{\zeta}_{\mu}\right)\right)_{\substack{(\underline{\tau}, t) \\
1 \leq \mu \leq L}}=\left(\prod_{\|\underline{\tau}\| \leq T_{0}} \prod_{j=1}^{d} \frac{b^{\tau_{j}}}{\tau_{j}!}\right)^{T_{1}+1} \cdot \operatorname{det}\left(f_{\underline{\tau} t}\left(\underline{\zeta}_{\mu}\right)\right)_{\substack{\begin{subarray}{c}{\tau \\
1 \leq \mu \leq L} }}\end{subarray}} \cdot
$$

Proof. Since $\triangle(b X ; \tau)$ is the product by $b^{\tau} / \tau$ ! of a monic polynomial of degree $\tau$ in $X$, we deduce that $\tilde{f}_{\underline{\underline{t}} t}(b \underline{z})$ is the sum of $\left(\prod_{1 \leq j \leq d} b^{\tau_{j}} / \tau_{j}!\right) f_{\underline{\tau t}}(\underline{z})$ with a linear combination of $f_{\underline{\tau}^{\prime} t}(\underline{z})$ for $\underline{\tau^{\prime}} \in \mathbb{N}^{d}$ with $\left\|\underline{\tau^{\prime}}\right\|<\|\underline{\tau}\|$. The desired result follows by multilinearity.

Proof. We repeat the proof of Theorem 7.10, with a few modifications.

## Step 1. Using Liouville's inequality

Without loss of generality we may assume that $b_{1}, \ldots, b_{n+1}$ are relatively prime, and also

$$
\left(b_{1}, \ldots, b_{n+1}\right) \notin \mathbb{Z}^{n+1}[4 \underline{S}] .
$$

## Step 2. Choice of $\mathcal{V}$

Let $\mathcal{V}$ be a vector subspace of $\mathbb{C}^{n+1}$, containing $\left(b_{1}, \ldots, b_{n+1}\right)$, and of minimal dimension say $d+1$, for which

$$
\operatorname{Card}\left(\frac{\mathbb{Z}^{n+1}[\underline{S}]+\mathcal{V}}{\mathcal{V}}\right) \leq \frac{n+1}{d+1} T_{0}^{n-d}
$$

After a permutation of the coordinates if necessary, we may assume that the first $n-d$ elements of the canonical basis of $\mathbb{C}^{n}$, viz. $\underline{e}_{1}, \ldots, \underline{e}_{n-d}$, taken modulo $\mathcal{V}$, give a basis of $\mathbb{C}^{n} / \mathcal{V}$.

We define $\theta_{i},(n-d+1 \leq i \leq n+1)$ in the same way as in step 2 of the proof of Theorem 7.10: let $u_{i}^{(j)}$ be complex numbers such that

$$
\underline{e}_{i}-\sum_{j=1}^{n-d} u_{i}^{(j)} \underline{e}_{j} \in \mathcal{V} .
$$

Let

$$
\theta_{i}=\lambda_{i}+\sum_{j=1}^{n-d} u_{i}^{(j)} \lambda_{j} .
$$

Then

$$
b_{n-d+1} \theta_{n-d+1}+\cdots+b_{n+1} \theta_{n+1}=\Lambda .
$$

Step 3. Lower bound for $\left|\widetilde{\Delta}_{\text {ar }}\right|$
We define

$$
\tilde{\gamma}_{\underline{t}}^{(\mu)}=\prod_{j=n-d+1}^{n} \Delta\left(s_{j}^{(\mu)} b_{n+1}-s_{n+1}^{(\mu)} b_{j} ; \tau_{j}\right) \prod_{i=1}^{n+1} \alpha_{i}^{s_{i}^{(\mu)} t} \quad\left(1 \leq \mu \leq L_{d}\right)
$$

and

$$
\widetilde{\Delta}_{\mathrm{ar}}=\operatorname{det}\left(\tilde{\gamma}_{\underline{\underline{I} t}}^{(\mu)}\right)_{\frac{(\underline{t}, t)}{\mu}} .
$$

By Lemma 7.16,

$$
\widetilde{\Delta}_{\mathrm{ar}}=\Delta_{\mathrm{ar}} \prod_{\|\underline{\tau}\| \leq T_{0}}\left(\prod_{j=n-d+1}^{n} \frac{b_{n+1}^{\tau_{j}}}{\tau_{j}!}\right)^{T_{1}+1} \neq 0 .
$$

We bound the product of $b_{n+1}^{\tau_{j}} / \tau_{j}$ ! by

$$
\prod_{j=n-d+1}^{n} \frac{b_{n+1}^{\tau_{j}}}{\tau_{j}!} \leq\left(\frac{\left|b_{n+1}\right|}{T_{0}}+1\right)^{T_{0}} e^{T_{0}} .
$$

Since

$$
B_{1} \geq e\left(\frac{\left|b_{n+1}\right|}{T_{0}}+1\right)
$$

we deduce

$$
\left|\widetilde{\Delta}_{\mathrm{ar}}\right| \leq \Delta_{\mathrm{ar}}\left(\frac{\left|b_{n+1}\right|}{T_{0}}+1\right)^{L_{d} T_{0}} e^{L_{d} T_{0}} \leq \Delta_{\mathrm{ar}} B_{1}^{L_{d} T_{0}} .
$$

The number $\widetilde{\Delta}_{\text {ar }}$ is the value at the point $\alpha_{1}, \ldots, \alpha_{n+1}, \alpha_{1}^{-1}, \ldots, \alpha_{n+1}^{-1}$, of a polynomial with coefficients in $\mathbb{Z}$ of length at most

$$
L_{d}!\left(e B_{1}\right)^{T_{0} L_{d}} .
$$

This estimate follows from the upper bound

$$
1+\frac{2 n(n+1)}{T_{0}}\left(\left|b_{n+1}\right| S_{j}+\left|b_{j}\right| S_{n+1}\right) \leq B_{1} .
$$

We use again Liouville's inequality: we deduce from Proposition 3.15

$$
\frac{1}{L_{d}} \log \left|\tilde{\Delta}_{\mathrm{ar}}\right| \geq-U_{1}
$$

with

$$
U_{1}=(D-1) T_{0} \log \left(e B_{1}\right)+(D-1) \log L_{d}+2(n+1) D\left(T_{1}+1\right) \sum_{i=1}^{n+1} S_{i} \log A_{i}
$$

Therefore

$$
\frac{1}{L_{d}} \log \left|\Delta_{\mathrm{ar}}\right| \geq-\widetilde{U}_{1}
$$

with

$$
\begin{aligned}
\widetilde{U}_{1} & =U_{1}+T_{0} \log B_{1} \\
& <D T_{0} \log \left(e B_{1}\right)+(D-1) \log L_{d}+2(n+1) D\left(T_{1}+1\right) \sum_{i=1}^{n+1} S_{i} \log A_{i} .
\end{aligned}
$$

## Step 4. Conclusion of the proof

For each $(\underline{\tau}, t)$ as in step 4 of the proof of Theorem 7.10, we define a function $\tilde{f}_{\underline{\tau} t}$ of $d$ complex variables:

$$
\tilde{f}_{\underline{\tau} t}\left(z_{n-d+1}, \ldots, z_{n}\right)=\prod_{i=n-d+1}^{n}\left(\Delta\left(z_{i} ; \tau_{i}\right) e^{t \theta_{i} z_{i}}\right)
$$

For $\underline{s} \in \mathcal{V} \cap \mathbb{Z}^{n+1}$, put

$$
\underline{\xi}_{\underline{s}}=\left(s_{n-d+1} b_{n+1}-s_{n+1} b_{n-d+1}, \ldots, s_{n} b_{n+1}-s_{n+1} b_{n}\right) \in \mathbb{C}^{d}
$$

Since

$$
\sum_{i=n-d+1}^{n} \theta_{i}\left(s_{i} b_{n+1}-s_{n+1} b_{i}\right)=-s_{n+1} \Lambda+b_{n+1} \sum_{j=1}^{n+1} s_{j} \lambda_{j}
$$

for $z \in \mathbb{C}$ we have

$$
\tilde{f}_{\underline{\tau} t}\left(z \underline{\xi}_{\underline{s}}\right)=\prod_{i=n-d+1}^{n} \triangle\left(z\left(s_{i} b_{n+1}-s_{n+1} b_{i}\right) ; \tau_{i}\right) \cdot \prod_{j=1}^{n+1} e^{t s_{j} \lambda_{j} z} \cdot e^{-t s_{n+1} \Lambda z}
$$

For $1 \leq \mu \leq L_{d}$ let $\underline{\zeta}_{\mu}=\underline{\xi}_{\underline{s}^{(\mu)}}$. Then

$$
\tilde{f}_{\underline{\tau} t}\left(\zeta_{\mu}\right)=\tilde{\gamma}_{\underline{\tau} t}^{(\mu)} e^{-t s_{n+1}^{(\mu)} \Lambda}
$$

We use Proposition 7.6 with

$$
M_{\underline{\tau} t}=D T_{0} \log \left(e B_{1}\right)+2(n+1) D\left(T_{1}+1\right) \sum_{i=1}^{n+1} S_{i} \log A_{i}+\log \frac{T_{1}}{2}
$$

For

$$
R=2(n+1) E \max _{1 \leq j \leq n+1}\left\{\left|b_{n+1}\right| S_{j}+\left|b_{j}\right| S_{n+1}\right\}
$$

we have $\left(d R / T_{0}\right)+1 \leq B_{1}$, because

$$
1+\frac{2 n(n+1) E}{T_{0}}\left(\left|b_{n+1}\right| S_{j}+\left|b_{j}\right| S_{n+1}\right) \leq B_{1}^{D}
$$

The conclusion of Proposition 7.6 is not satisfied, therefore

$$
|\Lambda|>e^{-n V}
$$

This completes the proof of Theorem 7.14.

We shall deduce from Theorem 7.14 the following result, which (as we shall see) is sharper than the rational case of Theorem 7.1.

Corollary 7.17. Under the assumptions stated before Theorem 7.14, assume

$$
E \leq A_{i}^{D} \quad \text { for } \quad 1 \leq i \leq n+1 \quad \text { and } \quad B_{1} \geq \max \left\{B_{0}, E^{1 / D}, e\right\}
$$

where

$$
B_{0}=\max \left\{\left|b_{1}\right|, \ldots,\left|b_{n+1}\right|\right\} .
$$

Let $N, N_{0}$ and $C_{0}$ be positive real numbers satisfying the following conditions:

$$
2+\frac{2(n+1)^{2}}{N}\left(1+\frac{1}{N_{0}}\right)+\frac{1}{200}+\frac{1}{8 n} \leq \frac{N_{0}}{4 n}
$$

and

$$
C_{0} \geq 2^{-n}(n+1) N^{n+1} N_{0}^{n+2}\left(1+\frac{1}{8 N_{0}}\right)
$$

Then

$$
|\Lambda|>\exp \left\{-\left(N_{0}+1\right) C_{0} D^{n+3}\left(\log B_{1}\right)^{2}\left(\log A_{1}\right) \cdots\left(\log A_{n+1}\right)(\log E)^{-n-2}\right\} .
$$

Proof. The differences between Theorem 7.14 and Theorem 7.10 are that the definition of $B_{1}$ is not the same, and that

$$
\left.D T_{0} \log \left(e B_{1}\right) \quad \text { replaces } \quad D T_{0} \log \left(4 e(n+1) B_{1} S\right)\right)
$$

Also the only difference between Corollary 7.17 and Corollary 7.13 lies in the conditions involving $B_{1}$. Therefore we just repeat the proof of Corollary 7.13 (we define $U, T_{0}, S_{j}$ in the same way) and we only need to check $D T_{0} \log \left(e B_{1}\right) \leq 2 U$.

We claim that the number

$$
E^{1 / D} \max _{1 \leq j \leq n}\left\{1+\frac{2 n(n+1)}{T_{0}}\left(\left|b_{n+1}\right| S_{j}+\left|b_{j}\right| S_{n+1}\right)\right\},
$$

is bounded by $B_{1}^{2}$. Indeed, from the inequalities

$$
T_{0}>\left(1-\frac{1}{C_{0}}\right) \frac{U}{D \log B}
$$

and

$$
S_{j} \leq \frac{U}{N D T_{1} \log A_{j}}<\frac{U \log E}{N\left(N_{0}-1\right) D^{2}\left(\log A_{j}\right)(\log B)}
$$

one deduces

$$
\frac{S_{j}}{T_{0}}<\frac{C_{0}}{N\left(N_{0}-1\right)\left(C_{0}-1\right)}
$$

and

$$
\frac{2 n(n+1)}{T_{0}}\left(\left|b_{n+1}\right| S_{j}+\left|b_{j}\right| S_{n+1}\right)<\frac{C_{0} B}{2(n+1)\left(C_{0}-1\right)}
$$

Finally the number

$$
\frac{1}{e}+\frac{C_{0}}{2(n+1)\left(C_{0}-1\right)}
$$

is not greater than 1 .
Proof of Theorem 7.1 in the rational case.
We now complete the proof of the rational case of Theorem 7.1. We repeat the proof of § 7.6.2, until step 3, where we take $B_{1}=B$. We deduce that the rational case of Theorem 7.1 holds in the special case where $\beta_{1}, \ldots, \beta_{m}$ are relatively prime rational integers, say $\beta_{i}=b_{i}$, with $\left|b_{i}\right| \leq B$. Moreover in that case we can replace the constant $C(m)$ by $C^{\prime}(m-1) /(m+1)^{2}$, where $C^{\prime}$ is the constant of step 4 in $\S$ 7.6.2. We consider now the general case.

Let $\left(\beta_{1}, \ldots, \beta_{m}\right)$ be a tuple of rational numbers with $\mathrm{h}\left(\beta_{i}\right) \leq \log B$. Define $p / q$ as the positive rational number (with relatively prime $(p, q)$ ) such that the numbers $b_{i}=(p / q) \beta_{i}$ are relatively prime rational integers. So $q$ is the least positive integer such that $q \beta_{i} \in \mathbb{Z}$ for $1 \leq i \leq m$, and $p$ is the least common denominator to these integers. We have

$$
\mathrm{h}\left(p: q b_{1}: \cdots: q b_{m}\right)=\mathrm{h}\left(1: \beta_{1}: \cdots: \beta_{m}\right) \leq m \log B,
$$

hence

$$
p \leq B^{m} \quad \text { and } \quad \max _{1 \leq i \leq m}\left|b_{i}\right| \leq B^{m}
$$

Define

$$
\Lambda^{\prime}=\frac{p}{q} \Lambda=b_{1} \lambda_{1}+\cdots+b_{m} \lambda_{m}
$$

We have

$$
|\Lambda| \geq p^{-1}\left|\Lambda^{\prime}\right| \geq B^{-m}\left|\Lambda^{\prime}\right|
$$

and

$$
B^{-m}>\exp \left\{-m D^{m+2}(\log B)^{2}\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)(\log E)^{-m-1}\right\} .
$$

Since

$$
C^{\prime}(m-1) \cdot \frac{m^{2}}{(m+1)^{2}}+m<C(m)
$$

the conclusion of Theorem 7.1 in the rational case follows.

### 7.8 Linear Dependence Relations between Logarithms

In this section we prove the following result:
Proposition 7.18. In the statement of Theorem 7.1, we may replace the hypothesis that the numbers $\lambda_{1}, \ldots, \lambda_{m}$ are linearly independent over $\mathbb{Q}$ by the extra hypotheses $\Lambda \neq 0$ and

$$
D^{3}(\log B)^{2}\left(\log A_{i}\right) \geq(\log D)(\log E)^{2}
$$

for $1 \leq i \leq m$.
For instance, under the assumptions of Theorem 7.1, the extra hypothesis of Proposition 7.18 is satisfied as soon as $B \geq D$.

We need the following lemma:
Lemma 7.19. Let $\lambda_{1}, \ldots, \lambda_{m}$ (with $m \geq 2$ ) be $\mathbb{Q}$-linearly dependent logarithms of algebraic numbers. Define $\alpha_{j}=e^{\lambda_{j}}(1 \leq j \leq m)$. For $1 \leq j \leq m$, let $\log A_{j} \geq 1$ be an upper bound for $\max \left\{\mathrm{h}\left(\alpha_{j}\right),\left|\lambda_{j}\right| / D\right\}$. Further $D$ be the degree of the number field $K=\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{m}\right)$ over $\mathbb{Q}$. Then there exist rational integers $n_{1}, \ldots, n_{m}$, not all of which are zero, such that

$$
n_{1} \lambda_{1}+\cdots+n_{m} \lambda_{m}=0
$$

and

$$
\left|n_{k}\right| \leq\left(11(m-1) D^{3}\right)^{m-1} \frac{\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)}{\log A_{k}}
$$

for $1 \leq k \leq m$.
Remark 1. The need for such a result appeared at an early stage of Baker's theory. Baker himself ([B 1966], IV) used his transcendence arguments to establish such an estimate. Then Stark [St 1973] obtained sharper estimates by means of geometry of numbers (see also [V 1977], Lemma 9). Since trancendence methods provide weaker results for this particular problem, they are no more used for it now, and indeed we shall follow Stark's approach. However one should mention that for the similar problem related to elliptic curves or abelian varieties in place of the multiplicative group, Baker's transcendence method is still a powerful tool for estimating small dependence relations between periods (see for instance the work of Masser and Wüstholz [MaWü 1990] on Faltings' isogeny Theorem, and [D 1995] for explicit estimates dealing with elliptic curves).

Remark 2. Let $\alpha_{1}, \ldots, \alpha_{m}$ be multiplicatively dependent algebraic numbers. The set $G$ of $\underline{n} \in \mathbb{Z}^{m}$ such that $\alpha_{1}^{n_{1}} \cdots, \alpha_{m}^{n_{m}}=1$ is a nonzero subgroup of $\mathbb{Z}^{m}$, and from Lemma 7.19 one deduces an upper bound for $|\underline{n}|$, where $\underline{n}$ is some nonzero element in $G$ (i.e. an upper bound for the first minimum of the discrete subgroup $G$ in $\mathbb{R}^{m}$ ). Much more information on this $\mathbb{Z}$-module $G$ is available: see for instance [Mat 1993b] and [Bert 1997].

Remark 3. According to E. M. Matveev, the factor $\left(11(m-1) D^{3}\right)^{m-1}$ can be replaced by $C^{m} D \log D$ with some absolute constant $C>0$.

Proof of Lemma 7.19 (cf. [W 1980], Lemma 4.1, [L 1991] Chap. 9 § 7; see also [Ma 1988]). We assume, as we may without loss of generality, that $m \geq 2$, and that any $m-1$ elements among $\lambda_{1}, \ldots, \lambda_{m}$ are linearly independent over $\mathbb{Q}$. Thus there exists a unique (up to a factor $\pm 1$ ) set of relatively prime integers $n_{1}, \ldots, n_{m}$ such that

$$
n_{1} \lambda_{1}+\cdots+n_{m} \lambda_{m}=0 .
$$

Hence

$$
\alpha_{1}^{n_{1}} \cdots \alpha_{m}^{n_{m}}=1 .
$$

Fix an integer $k$ in the range $1 \leq k \leq m$. Define $c_{1}, \ldots, c_{m}$ by

$$
c_{j}=\left(11(m-1) D^{3} \log A_{j}\right)^{-1} \quad(1 \leq j \leq m, j \neq k)
$$

and

$$
c_{k}=\left(11(m-1) D^{3}\right)^{m-1} \prod_{\substack{1 \leq j \leq m \\ j \neq k}} \log A_{j},
$$

so that $c_{1} \cdots c_{m}=1$. Using Minkowski's linear form Theorem (e.g. [Sc 1980], p. 33 Th. 2C) we deduce that there exist integers $\nu_{1}, \ldots, \nu_{m}$, not all of which are zero, such that

$$
\left|v_{j}-\frac{v_{k} n_{j}}{n_{k}}\right| \leq c_{j}, \quad(1 \leq j \leq m, j \neq k) \quad \text { and } \quad\left|v_{k}\right| \leq c_{k}
$$

(one could even ask for strict inequalities $\left|v_{j}-v_{k} n_{j} / n_{k}\right|<c_{j}$, but this will not be necessary). We want to prove the relation $\nu_{1} \lambda_{1}+\cdots+v_{m} \lambda_{m}=0$. We first show that the number $\alpha=\alpha_{1}^{\nu_{1}} \cdots \alpha_{m}^{\nu_{m}}$ is a root of unity. Using (3.4) and (3.6) for the number

$$
\alpha^{n_{k}}=\prod_{j=1}^{m} \alpha_{j}^{v_{j} n_{k}}=\prod_{1 \leq j \leq m} \alpha_{j}^{v_{j} n_{k}-v_{k} n_{j}},
$$

we get

$$
\left|n_{k}\right| \mathrm{h}(\alpha) \leq \sum_{1 \leq j \leq m, j \neq k}\left|v_{j} n_{k}-v_{k} n_{j}\right| \mathrm{h}\left(\alpha_{j}\right),
$$

hence

$$
\mathrm{h}(\alpha) \leq \sum_{j \neq k} c_{j} \mathrm{~h}\left(\alpha_{j}\right) \leq \frac{1}{11 D^{3}} .
$$

So by Theorem 3.16 it follows that $\alpha$ is a root of unity. Let $M$ be the order of $\alpha$. Then $\alpha$ is a $M$-th primitive root of unity, hence of degree $[\mathbb{Q}(\alpha): \mathbb{Q}]=\varphi(M) \leq[K: \mathbb{Q}]=D$ over $\mathbb{Q}$ (where $\varphi$ is Euler's function), therefore $M \leq 2 D^{2}$ (sharper estimates are valid - see Exercise 7.2.a) and

$$
M \sum_{j=1}^{m} v_{j} \lambda_{j} \in 2 i \pi \mathbb{Z}
$$

We observe that

$$
\left|M \sum_{j=1}^{m} v_{j} \lambda_{j}\right|=\left|M \sum_{j=1}^{m}\left(v_{j}-\frac{v_{k} n_{j}}{n_{k}}\right) \lambda_{j}\right| \leq M \sum_{1 \leq j \leq m, j \neq k} c_{j}\left|\lambda_{j}\right|<2 \pi
$$

and we conclude

$$
\sum_{i=1}^{m} v_{j} \lambda_{j}=0
$$

Therefore there exists a nonzero integer $\ell \in \mathbb{Z}$ with $\left(\nu_{1}, \ldots, \nu_{m}\right)=\left(\ell n_{1}, \ldots, \ell n_{m}\right)$ We deduce the inequality $\left|n_{k}\right| \leq\left|v_{k}\right|$, from which the desired upper bound $\left|n_{k}\right| \leq c_{k}$ readily follows.

Remark. The coefficient 11 in the conclusion of Lemma 7.19 can be replaced by 9 (see [W 1980]). In fact, as pointed out in $\S 3.6 .3,11 D^{3}$ can be replaced by a smaller function. But for our purpose a much weaker result would already be sufficient.

We deduce from Lemma 7.19 the following result:
Lemma 7.20. Let $K$ be a number field of degree $D$ and $\lambda_{1}, \ldots, \lambda_{m}$ elements of $\mathcal{L}$ such that $\alpha_{i}=e^{\lambda_{i}}$ is in $K$ for $1 \leq i \leq m$. For $1 \leq i \leq m$ let $A_{i} \geq e^{1 / D}$ be a real number such that

$$
\log A_{i} \geq \mathrm{h}\left(\alpha_{i}\right) \quad \text { and } \quad \log A_{i} \geq \frac{1}{D}\left|\lambda_{i}\right| .
$$

For each nonempty subset I of $\{1, \ldots, m\}$, define

$$
A_{I}=\max \left\{e, \max _{i \in I} A_{i}\right\}, \quad N_{I}=\left[\left(11 n D^{3} \log A_{I}\right)^{n-1}\right]
$$

and let $\Phi_{I}$ be a nondecreasing positive valued real function satisfying the following three conditions.
(1) For $\emptyset \neq I^{\prime} \subset I \subset\{1, \ldots, m\}$ and for any $B_{0}>0$ we have

$$
\Phi_{I^{\prime}}\left(B_{0}\right) \leq \Phi_{I}\left(B_{0}\right) .
$$

(2) For any nonempty subset I of $\{1, \ldots, m\}$ for which the numbers $\left\{\lambda_{i}\right\}_{i \in I}$ are $\mathbb{Q}$-linearly independent and for any $\left(\beta_{i}\right)_{i \in I} \in K^{I} \backslash\{0\}$, the inequality

$$
\left|\sum_{i \in I} \beta_{i} \lambda_{i}\right| \geq \exp \left\{-\Phi_{I}\left(B_{0}\right)\right\}
$$

holds with

$$
\log B_{0}=\max _{i \in I} \mathrm{~h}\left(\beta_{i}\right) .
$$

(3) For any nonempty subset I of $\{1, \ldots, m\}$, the inequality

$$
\Phi_{I \backslash\{k\}}\left(2 N_{I} B_{0}^{2}\right)+\log N_{I} \leq \Phi_{I}\left(B_{0}\right)
$$

holds any $k \in I$ satisfying $A_{I}=\max \left\{e, A_{k}\right\}$.

Then, for any $\left(\beta_{1}, \ldots, \beta_{m}\right) \in K^{m}$ for which the number

$$
\Lambda=\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m}
$$

is nonzero, the inequality

$$
|\Lambda| \geq \exp \left\{-\Phi_{\{1, \ldots, m\}}\left(B_{0}\right)\right\}
$$

holds
Proof of Lemma 7.20. The proof is by induction on the number $n$ of elements in the set

$$
I=\left\{i \in\{1, \ldots, m\} ; \beta_{i} \neq 0\right\}
$$

We start with the case $n=1$. Write $I=\left\{i_{1}\right\}$ and $\Lambda=\beta_{i_{1}} \lambda_{i_{1}}$. Notice that $N_{\left\{i_{1}\right\}}=1$. Since $\lambda_{i_{1}} \neq 0$ we deduce from assumptions (1) and (2):

$$
|\Lambda| \geq \exp \left\{-\Phi_{\left\{i_{1}\right\}}\left(B_{0}\right)\right\} \geq \exp \left\{-\Phi_{\{1, \ldots, m\}}\left(B_{0}\right)\right\}
$$

Using the same argument we deduce that the result holds if the numbers $\lambda_{i}(i \in I)$ are $\mathbb{Q}$-linearly independent. Assume $n \geq 2$ and assume there is a nontrivial relation

$$
\sum_{i \in I} a_{i} \lambda_{i}=0
$$

where $\left(a_{i}\right)_{i \in I} \in \mathbb{Z}^{I} \backslash\{0\}$. Using Lemma 7.19, we deduce that there exists such a relation, and there exists an index $k \in I$, for which

$$
\max _{i \in I}\left|a_{i}\right| \leq N_{I}, \quad a_{k} \neq 0 \quad \text { and } \quad A_{I}=\max \left\{e, A_{k}\right\}
$$

Using Lemma 3.7 with

$$
f\left(\mathrm{X}_{1}, \mathrm{X}_{2}\right)=a_{k} \mathrm{X}_{1}-a_{i} \mathrm{X}_{2}
$$

we deduce, for $i \in I$,

$$
\mathrm{h}\left(a_{k} \beta_{i}-a_{i} \beta_{k}\right) \leq \log B_{0}^{\prime} \quad \text { with } \quad B_{0}^{\prime}=2 N_{I} B_{0}^{2}
$$

From the induction hypothesis for

$$
a_{k} \Lambda=\sum_{\substack{i \in I \\ i \neq k}}\left(a_{k} \beta_{i}-a_{i} \beta_{k}\right) \lambda_{i}
$$

we conclude

$$
\left|a_{k} \Lambda\right| \geq \exp \left\{-\Phi_{I \backslash\{k\}}\left(B_{0}^{\prime}\right)\right\}
$$

Lemma 7.20 easily follows from assumptions (1) and (3).
Proof of Proposition 7.18. For $I \subset\{1, \ldots, m\}$, define

$$
\Phi_{I}\left(B_{0}\right)=C(n) D^{n+2}\left(\log B_{I}\right)^{2}\left(\prod_{i \in I} \log A_{i}\right)(\log E)^{-n-1}
$$

where $n=|I|$ and where $B_{I}$ is defined as follows: in the general case,

$$
B_{I}=\max \left\{B_{0}, E^{1 / D}, \frac{D}{\log E}, 2^{6} n^{4} \cdot \frac{D \log A_{I}}{\log E}\right\}
$$

and in the rational case,

$$
B_{I}=\max \left\{B_{0}, e, E^{1 / D}\right\} .
$$

Define also $B_{I}^{\prime}$ in the same way, but with $B_{0}$ replaced by $B_{0}^{\prime}=2 N_{I} B_{0}^{2}$.
We check the hypotheses of Lemma 7.20. We start with (1). For $I^{\prime} \subset I$ define $n^{\prime}=\left|I^{\prime}\right|, n=|I|$. Since $B_{I^{\prime}} \leq B_{I}, C\left(n^{\prime}\right) \leq C(n)$ and $D \log A_{i} \geq \log E$, we have

$$
C\left(n^{\prime}\right)\left(\log B_{I^{\prime}}\right)^{2} \leq C(n)\left(\log B_{I}\right)^{2} \prod_{i \in I \backslash I^{\prime}} \frac{D \log A_{i}}{\log E},
$$

hence $\Phi_{I^{\prime}}\left(B_{0}\right) \leq \Phi_{I}\left(B_{0}\right)$.
The assumption (2) follows from Theorem 7.1.
It remains to check (3). Using the inequalities $D \log B_{I} \geq \log E, D \log A_{i} \geq$ $\log E$ and

$$
D^{3}(\log B)^{2}\left(\log A_{i}\right) \geq(\log D)(\log E)^{2}
$$

of Proposition 7.18, we deduce

$$
\begin{aligned}
\Phi_{I}\left(B_{0}\right) & \geq C(n) \cdot \frac{D^{3}\left(\log B_{I}\right)^{2}\left(\log A_{I}\right)}{(\log E)^{2}} \\
& \geq C(n) \max \left\{D \log B_{I}, D \log A_{I}, \log D\right\},
\end{aligned}
$$

hence

$$
\begin{aligned}
\log N_{I} & \leq(n-1) \log \left(11 n D^{3} \log A_{I}\right) \\
& \leq \frac{1}{2} C(n) \cdot \frac{D^{3}\left(\log B_{I}\right)^{2}\left(\log A_{I}\right)}{(\log E)^{2}} \\
& \leq \frac{1}{2} \Phi_{I}\left(B_{0}\right) .
\end{aligned}
$$

Similarly

$$
\Phi_{I \backslash\{k\}}\left(B_{0}^{\prime}\right) \leq \frac{1}{2} \Phi_{I}\left(B_{0}\right) .
$$

The hypotheses of Lemma 7.20 are satisfied, and therefore Proposition 7.18 follows. Moreover we insist that a loose upper bound for $N_{I}$ suffices: as already pointed out in the preceding remark, a weaker coefficient than $11 D^{3}$ in Lemma 7.19 would have been sufficient.

## Open Problem

Does there exist an absolute constant $C>0$ such that, for all $p / q \in \mathbb{Q}$ with $q>1$,

$$
\left|e^{\pi}-\frac{p}{q}\right|>q^{-C} ?
$$

This would mean that the number $e^{\pi}$ is not a Liouville number. This problem is related with the case $m=2$ of Theorem 7.1: take $\lambda_{1}=i \pi, \lambda_{2}=\log (p / q), \beta_{1}=i$, $\beta_{2}=1, D=2, \log A_{1}=e \pi, \log A_{2}=\log p$ (without loss of generality we may assume $p>q$ ). The trouble is that $\beta_{1}$ is not rational, hence we are in the general case and we need a condition $B \geq c \log p$, where $c$ is a positive constant.

## Exercises

Exercise 7.1. Let $\lambda_{1}, \ldots, \lambda_{m}$ be logarithms of nonzero algebraic numbers, not all of which are zero, and $\beta_{1}, \ldots, \beta_{m}$ algebraic numbers. Assume

$$
\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m}=0
$$

Deduce that there is a linear dependence relation $k_{1} \beta_{1}+\cdots+k_{m} \beta_{m}=0$, with $\left(k_{1}, \ldots, k_{m}\right) \in$ $\mathbb{Z}^{m} \backslash\{0\}$ and with an explicit upper bound for $|\underline{k}|$.

Hint. Repeat the proof of Theorem 7.1. The upper bound for $|\underline{k}|$ arises from the zero estimate.

Exercise 7.2. Let $K$ be a number field of degree $D, \alpha$ be an element in $K^{\times}, \lambda \in \mathscr{L}$ a logarithm of $\alpha$ and $m$ a positive integer such that $e^{\lambda / m} \in K^{\times}$. Check

$$
m \leq 11 D^{3} \max \left\{\mathrm{~h}(\alpha), \frac{|\lambda|}{D}\right\}
$$

Hint. Use Exercise 7.1 and compare with [W 1980], Lemma 4.2.
More precisely,
a) If $\alpha$ is a root of unity, then

$$
|m| \leq \frac{1}{\pi} D^{2}|\lambda| .
$$

Hint. Define $N=\max \{n \geq 1 ; \varphi(n) \leq D\}$. Check $N \leq 2 D^{2}$ and $|m| \leq(N / 2 \pi)|\lambda|$.
Remark. Stronger upper bounds for $N$ hold:

$$
N \leq 4 D \log \log (D+7) \quad \text { for } \quad D \geq 2
$$

and

$$
N \leq\left(e^{\gamma}+\epsilon\right) D \log \log D \text { for } \quad D \geq D_{0}(\epsilon)
$$

where $\gamma$ is Euler's constant ( $e^{\gamma}=1.78107 \ldots$...). See [MiW 1978], III, Proposition A3 (Appendix) p. 74 .
b) If $\alpha$ is a unit but not a root of unity, then

$$
|m| \leq 11 D^{3} \mathrm{~h}(\alpha)
$$

Hint. Use Theorem 3.16.
c) If $\alpha$ is not a unit, then

$$
\left.|m| \leq \frac{1}{\log 2} \log \right\rvert\, N_{K / \mathbb{Q}}(\alpha \cdot \operatorname{den}(\alpha) \mid
$$

where $\operatorname{den}(\alpha) \in \mathbb{Z}$ is the denominator of $\alpha$ (see $\S 3.4)$ and $N_{K / \mathbb{Q}}$ is the norm $K^{\times} \rightarrow \mathbb{Q}^{\times}$.
Exercise 7.3.
a) Check the following formula for the number $\Theta\left(n ; T_{0}, L\right)$ : define $A$ and $\varrho \in \mathbb{N}$ by the conditions $A \geq T_{0}$ and

$$
L=\left(A-T_{0}+1\right)\binom{T_{0}+n-1}{n-1}+\binom{T_{0}+n-1}{n}+\varrho, \quad \text { with } \quad 0 \leq \varrho<\binom{T_{0}+n-1}{n-1}
$$

Then

$$
\Theta\left(n ; T_{0}, L\right)=\sum_{a=1}^{T_{0}-1}\binom{a+n-1}{n-1} a+\frac{1}{2}\binom{T_{0}+n-1}{n-1}\left(A-T_{0}+1\right)\left(A+T_{0}\right)+(A+1) \varrho .
$$

b) Show that in the conclusion of Lemma 7.3, strict inequality holds for $n \geq 2$ :

$$
\Theta\left(n ; T_{0}, L\right)>\frac{L}{2}\left(\frac{L+1}{\binom{T_{0}+n-1}{n-1}}-\frac{T_{0}}{n}-1\right) .
$$

Hint. For $T_{0}=1$ check

$$
\Theta(n ; 1, L)=\frac{1}{2}(A+1)(n A+2 \varrho) \geq \frac{1}{2 n}(L+n-1)(L-1)
$$

where $L=n A+1+\varrho$ with $0 \leq \varrho<n$.
c) Assuming $L \geq\binom{ T_{0}+n}{n}$, deduce

$$
\Theta\left(n ; T_{0}, L\right)>\frac{L^{2}}{2\binom{T_{0}+n-1}{n-1}}
$$

Exercise 7.4. Let $K$ be a field of characteristic zero, $m$ and $S$ positive integers, and $\mathcal{V}$ a vector subspace of $K^{m}$.
a) Show that there exists $\underline{x} \in \mathbb{Z}^{m}[S]$ such that

$$
\operatorname{Card}\left(\frac{\mathbb{Z}^{m}[S]+\mathcal{V}}{\mathcal{V}}\right) \operatorname{Card}\left((\underline{x}+\mathcal{V}) \cap \mathbb{Z}^{m}[S]\right) \geq(2 S+1)^{m}
$$

Hint. Use Lemma 7.8.
b) Let $W$ be a vector subspace of $K^{m}$ of dimension $d$. Check the inequality

$$
\operatorname{Card}\left((\underline{x}+W) \cap \mathbb{Z}^{m}[S]\right) \leq(2 S+1)^{d}
$$

for each $\underline{x} \in K^{m}$.

Hint. Show first that there is no loss of generality to assume $\underline{x} \in \mathbb{Z}^{m}$. After a permutation of coordinates, one may also assume that the projection $K^{m} \longrightarrow K^{d}$ on the first d coordinates maps $W$ isomorphically onto $K^{d}$. Then the image of $(\underline{x}+W) \cap \mathbb{Z}^{m}[S]$ under this projection has at most $(2 S+1)^{d}$ elements.
c) Assume

$$
\operatorname{Card}\left(\frac{\mathbb{Z}^{m}[S]+\mathcal{V}}{\mathcal{V}}\right)<(2 S+1)^{r+1}
$$

where $r \geq 1$ is the codimension of $\mathcal{V}$. Show that $\mathcal{V} \cap \mathbb{Z}^{m}[2 S+1]$ contains more than $(2 S+1)^{m-r-1}$ points, and that these points span $\mathcal{V}$ as a vector space.

Exercise 7.5. Let $K$ be a field, $\alpha_{1}, \ldots, \alpha_{m}$ be elements in $K^{\times}$which generate a multiplicative subgroup of rank $\geq m-1$. Let $\mathfrak{S}$ be a finite subset of $\mathbb{Z}^{m}$ and $S$ a positive real number such that $\left|s_{j}\right| \leq S$ for any $\underline{s}=\left(s_{1}, \ldots, s_{m}\right) \in \mathfrak{S}$. For $\underline{s} \in \mathbb{Z}^{m}$ write $\underline{\alpha} \underline{s}$ for $\alpha_{1}^{s_{1}} \cdots \alpha_{m}^{s_{m}}$.
a) Check

$$
\operatorname{Card}\left\{\underline{\alpha}^{\underline{s}} ; \underline{s} \in \mathfrak{S}\right\} \geq \frac{\operatorname{Card}(\mathfrak{S})}{2 S+1}
$$

Hint. Check that for any $\underline{s}^{0} \in \mathfrak{S}$, the number of $\underline{s} \in \mathfrak{S}$ such that $\underline{\alpha}^{\underline{s}}=\underline{\alpha}^{\underline{s}^{0}}$ is $\leq 2 S+1$. Next apply Lemma 7.8.
b) More precisely, show that the number of elements in the image in $K^{\times} / K_{\text {tors }}^{\times}$of the set

$$
\left\{\underline{\alpha}^{\underline{s}} ; \underline{s} \in \mathfrak{S}\right\}
$$

is at least

$$
\frac{\operatorname{Card}(\mathfrak{S})}{2 S+1}
$$

Hint. If $\alpha_{1}, \ldots, \alpha_{m}$ are multiplicatively independent, then the number of elements in this image is just $\operatorname{Card}(\mathfrak{S})$. Otherwise the map

$$
\begin{aligned}
& \psi: \quad \mathbb{Z}^{m} \longrightarrow \frac{K^{\times}}{K_{\text {tors }}^{\times}} \\
&\left(s_{1}, \ldots, s_{m}\right) \longmapsto \\
& \text { class of } \underline{\alpha}^{\underline{s}}
\end{aligned}
$$

has a kernel which is a subgroup of $\mathbb{Z}^{m}$ of rank 1 . Check, for $\underline{a} \in \mathbb{Z}^{m} \backslash\{0\}$,

$$
\operatorname{Card}\left(\mathbb{Z}^{m}[S] \cap \mathbb{Z} \underline{a}\right) \leq 2 S+1
$$

Apply Lemma 7.8 with $\mathcal{C}=\ell, \mathcal{C}^{\prime}=K^{\times} / K_{\text {tors }}^{\times}$, and $f$ is the restriction of $\psi$ to $\mathcal{C}$.

## 8. Multiplicity Estimate by Damien Roy

This chapter refines the zero estimate of Chapter 5 by taking multiplicities into account. The main result that we shall present here is again essentially due to P. Philippon (see [P 1986a]) and again we restrict to commutative linear algebraic groups. This allows us to be more concrete and brings simplifications in the proof of the result. For an outline of the zero estimate of P. Philippon on a general commutative algebraic group, the reader may consult the expository papers [Bert 1987] and [Roy 2000b].

### 8.1 The Main Result

The notation is the same as in Chapter 5. In particular, we work with the group $G=\mathbb{G}_{\mathrm{a}}^{d_{0}} \times \mathbb{G}_{\mathrm{m}}^{d_{1}}=K^{d_{0}} \times\left(K^{\times}\right)^{d_{1}}$ and the corresponding ring

$$
K[G]=K\left[X_{1}, \ldots, X_{d_{0}}, Y_{1}, \ldots, Y_{d_{1}}, Y_{1}^{-1}, \ldots, Y_{d_{1}}^{-1}\right],
$$

where $K$ denotes an algebraically closed field of characteristic 0 . The new feature is that, for each $w=\left(\xi_{1}, \ldots, \xi_{d_{0}}, \eta_{1}, \ldots, \eta_{d_{1}}\right) \in K^{d}$, we introduce a derivation $\mathscr{D}_{w}$ of $K[G]$ by putting

$$
\mathcal{D}_{w}=\sum_{h=1}^{d_{0}} \xi_{h} \frac{\partial}{\partial X_{h}}+\sum_{i=1}^{d_{1}} \eta_{i} Y_{i} \frac{\partial}{\partial Y_{i}} .
$$

We will discuss these derivations in more details in § 8.3.2. At this point, we simply need the following definitions.

Given a point $g \in G$, a vector subspace $\mathcal{W}$ of $K^{d}$ and an integer $N \geq 0$, we say that an element $P$ of $K[G]$ vanishes to order $>N$ at $g$ with respect to $\mathcal{W}$ if

$$
\mathscr{D}_{w_{1}} \cdots \mathscr{D}_{w_{s}} P(g)=0
$$

for any integer $s$ with $0 \leq s \leq N$ and any $w_{1}, \ldots, w_{s} \in \mathcal{W}$, this condition being interpreted as $P(g)=0$ when $s=0$.

Given an algebraic subgroup $G^{*}$ of $G$, we define the tangent space of $G^{*}$ at the neutral element $e$ to be the subspace $T_{e}\left(G^{*}\right)$ of $K^{d}$ consisting of all points $w \in K^{d}$ such that $\mathscr{D}_{w}$ maps into itself the ideal $I\left(G^{*}\right)$ of all elements of $K[G]$ vanishing identically on $G^{*}$. We will show in § 8.3.2 that, when $G^{*}$ is written in the form of a
product $\mathcal{V} \times \boldsymbol{T}_{\Phi}$ where $\mathcal{V}$ is a subspace of $K^{d_{0}}$ and $\Phi$ a finitely generated subgroup of $\mathbb{Z}^{d_{1}}$, then we have $T_{e}\left(G^{*}\right)=\mathcal{V} \times L$ where $L$ denotes the subspace of $K^{d_{1}}$ consisting of the common zeros of the linear forms $\varphi_{1} Y_{1}+\cdots+\varphi_{d_{1}} Y_{d_{1}}$ with $\left(\varphi_{1}, \ldots, \varphi_{d_{1}}\right) \in \Phi$. In particular, we have $T_{e}(G)=K^{d}$.

The following statement deals with a relative situation where we have a pair of algebraic subgroups $G^{-}, G^{+}$of $G$ with $G^{-} \subset G^{+}$, and a polynomial $P$ which vanishes identically, with multiplicities, on a family of translates of $G^{-}$inside $G^{+}$. It can be thought as a multiplicity estimate on the quotient $G^{+} / G^{-}$although it does not require that the polynomial map induced by $P$ on the group $G^{+}$factors through the quotient. It also avoids embedding the quotient as an algebraic subset of some affine space.

Theorem 8.1. Let $G^{-}$and $G^{+}$be connected algebraic subgroups of $G$ with $G^{-} \subset$ $G^{+}$, let $\Sigma$ be a subset of $G^{+}$containing $e$, let $S_{0} \geq 0$ be an integer, and let $\mathcal{W}$ be a vector subspace of $T_{e}\left(G^{+}\right)$. Denote by $d^{+}$the dimension of $G^{+}$and assume that, for given integers $D_{0}, D_{1}, \ldots, D_{d_{1}} \geq 0$ and $S_{0} \geq 0$, there exists a nonzero element $P$ of $K[G]$ of multidegree $\leq\left(D_{0}, \underline{D}\right)=\left(D_{0}, D_{1}, \ldots, D_{d_{1}}\right)$ which does not vanish identically on $G^{+}$but vanishes to order $>\left(d^{+}\right) S_{0}$ with respect to $\mathcal{W}$ at each point of $\Sigma\left[d^{+}\right]+G^{-}$. Then there exists a connected algebraic subgroup $G^{*}$ of $G^{+}$of dimension $<d^{+}$, containing $G^{-}$such that, if we set

$$
\ell_{0}^{\prime}=\operatorname{dim}_{K}\left(\frac{\mathcal{W}+T_{e}\left(G^{*}\right)}{T_{e}\left(G^{*}\right)}\right),
$$

then

$$
\binom{S_{0}+\ell_{0}^{\prime}}{\ell_{0}^{\prime}} \operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \mathscr{H}\left(G^{*} ; D_{0}, \underline{D}\right) \leq \mathscr{H}\left(G^{+} ; D_{0}, \underline{D}\right) .
$$

Moreover, we may assume that $G^{*}$ is an irreducible component of the set of zeros in $G^{+}$of a family of polynomials of $K[G]$ of multidegree $\leq\left(D_{0}, \underline{D}\right)$.

The last assertion of the theorem is often expressed in short by saying that $G^{*}$ is incompletely defined in $G^{+}$by polynomials of multidegree $\leq\left(D_{0}, \underline{D}\right)$. If we write $T_{e}\left(G^{+}\right)=\mathcal{V}^{+} \times L^{+}$, this is equivalent to saying that $T_{e}\left(G^{*}\right)$ has the form $\mathcal{V}^{*} \times L^{*}$ where $\mathcal{V}^{*}$ is a subspace of $\mathcal{V}^{+}$and where $L^{*}$ is the intersection of $L^{+}$with a subspace of $K^{d_{1}}$ defined by linear forms $\varphi_{1} Y_{1}+\cdots+\varphi_{d_{1}} Y_{d_{1}}$ with $\left(\varphi_{1}, \ldots, \varphi_{d_{1}}\right) \in \mathbb{Z}^{d_{1}}[\underline{D}]$ (see Exercise 8.8).

When $G^{-}=\{e\}$ and $\Sigma$ is finite, the above theorem is a special case of Theorem 2.1 of [P 1986a]. As in the proof of Theorem 5.1, there is little additional difficulty in assuming that $\Sigma$ may be infinite. We will use this in $\S 8.4$ to deduce the general case of Theorem 8.1 from the case where $G^{-}=\{e\}$. The proof of this special case will follow essentially the same pattern as the proof of Theorem 5.1. However, the arguments will be less geometric. In order to handle the multiplicities, we shall need to concentrate not only on algebraic sets but also on the ideals defining them.

Note that Theorem 5.1 follows from Theorem 8.1 by taking $G^{-}=\{e\}, G^{+}=G$, $S_{0}=0$ and $\mathcal{W}=\{0\}$, so that $\ell_{0}^{\prime}=0$.

### 8.1.1 An Example of Application

We give below a simple example of application of Theorem 8.1 with the group $G=\mathbb{G}_{\mathrm{m}}^{2}$. Another example, with the group $G=\mathbb{G}_{\mathrm{a}} \times \mathbb{G}_{\mathrm{m}}$, is given in Exercise 8.1. Example. Let $G=\mathbb{G}_{\mathrm{m}}^{2}=\left(K^{\times}\right)^{2}$ and let $(\alpha, \beta) \in G$. Assume that $\alpha$ and $\beta$ are multiplicatively independent. Choose $b \in K$ with $b \notin \mathbb{Q}$ and let $\mathcal{W}$ be the subspace of $T_{e}(G)=K^{2}$ generated by the vector $w=(1, b)$. Fix two positive integers $S_{0}$ and $S_{1}$ and consider the subset $\Sigma$ of $G$ given by

$$
\Sigma=\left\{\left(\alpha^{s}, \beta^{s}\right) ; s \in \mathbb{Z},|s| \leq S_{1}\right\}
$$

Suppose that, for some positive integers $D_{1}, D_{2}$, there exists a nonzero polynomial $P \in K[G]=K\left[Y_{1}^{ \pm 1}, Y_{2}^{ \pm 1}\right]$ of bidegree $\leq\left(D_{1}, D_{2}\right)$ which vanishes to order $>2 S_{0}$ with respect to $W$ at each point of

$$
\Sigma[2]=\left\{\left(\alpha^{s}, \beta^{s}\right) ; s \in \mathbb{Z},|s| \leq 2 S_{1}\right\} .
$$

Then all the hypotheses of Theorem 8.1 are satisfied with $G^{-}=\{e\}$ and $G^{+}=G$. So, there exists a connected algebraic subgroup $G^{*}$ of $G$ of dimension $<2$ such that

$$
\binom{S_{0}+\ell_{0}^{\prime}}{\ell_{0}^{\prime}} \operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \mathscr{H}\left(G^{*} ; D_{1}, D_{2}\right) \leq 8 D_{1} D_{2} .
$$

where $\ell_{0}^{\prime}$ denotes the dimension over $K$ of the quotient $\left(\mathcal{W}+T_{e}\left(G^{*}\right)\right) / T_{e}\left(G^{*}\right)$. Since $G^{*}$ has dimension at most one, it is of the form $G^{*}=\boldsymbol{T}_{\Phi}$ for some subgroup $\Phi$ of $\mathbb{Z}^{2}$ of rank at least one. Let $\left(k_{1}, k_{2}\right)$ be a nonzero element of $\Phi$. Then $T_{e}\left(G^{*}\right)$ is contained in the kernel of the linear form $k_{1} Y_{1}+k_{2} Y_{2}$. Since $b \notin \mathbb{Q}$, we have $k_{1}+k_{2} b \neq 0$, thus $w \notin T_{e}\left(G^{*}\right)$ and therefore $\ell_{0}^{\prime}=1$. On the other hand, since $\alpha, \beta$ are multiplicatively independent, we have $\left(\alpha^{s}\right)^{k_{1}}\left(\beta^{s}\right)^{k_{2}} \neq 1$ for any $s \in \mathbb{Z}$ with $s \neq 0$. Thus the elements of $\Sigma$ are pairwise incongruent modulo $G^{*}$ and therefore $\left(\Sigma+G^{*}\right) / G^{*}$ has cardinality $2 S_{1}+1$. Since $\mathscr{H}\left(G^{*} ; D_{1}, D_{2}\right)$ is a positive integer, we deduce that:

$$
8 D_{1} D_{2} \geq\left(S_{0}+1\right)\left(2 S_{1}+1\right)
$$

Conversely, suppose that $D_{1}, D_{2}$ are positive integers with $D_{1} D_{2} \geq\left(S_{0}+1\right)\left(2 S_{1}+\right.$ 1). Then the vector space of polynomials of $K[G]$ of bidegree $\leq\left(D_{1}, D_{2}\right)$ has dimension $\left(2 D_{1}+1\right)\left(2 D_{2}+1\right)>\left(2 S_{0}+1\right)\left(4 S_{1}+1\right)$. Since the right hand side of this inequality is the number of linear conditions that a polynomial must satisfy in order to vanish with multiplicity $>2 S_{0}$ with respect to $\mathcal{W}$ on the set $\Sigma$ [2], there is a nonzero polynomial of $K[G]$ of bidegree $\leq\left(D_{1}, D_{2}\right)$ which satisfies all these conditions. Thus the constraint given by the zero estimate is optimal up to the value of the multiplicative constant.

### 8.2 Some Commutative Algebra

The purpose of this section is to extend Philippon's upper bound for the function $\mathscr{H}$ in §5.2.4 to a certain class of ideals of $K[\underline{X}]=K\left[X_{1}, \ldots, X_{n}\right]$ called complete intersections. We start by recalling some facts and definitions from commutative algebra.

### 8.2.1 Primary Decomposition and Rank of an Ideal

Let $R$ be a Noetherian ring. We say that an ideal $I$ of $R$ is proper if $I \neq R$. Fix such an ideal $I$. Then, $I$ can be written as an intersection of primary ideals of $R$ :

$$
\begin{equation*}
I=\mathfrak{q}_{1} \cap \ldots \cap \mathfrak{q}_{s} . \tag{8.2}
\end{equation*}
$$

Moreover, it is possible to choose $\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{s}$ in such a way that none of these primary ideals contains the intersection of the others and that their respective radicals $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{s}$ are distinct prime ideals of $R$. When this is the case, the decomposition is said to be irredundant and the prime ideals $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{s}$ are uniquely determined by $I$. They are called the associated prime ideals of $I$. These prime ideals are characterized by the following property: given a homogeneous polynomial $P \in R$, the multiplication by $P$ in the quotient $R / I$ is an injective map if and only if $P$ does not belong to any of $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{s}$. However, the corresponding primary ideals $\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{s}$ in the decomposition (8.2), called primary components of $I$, may differ from one decomposition to another.

By construction, any associated prime ideal of $I$ contains $I$. Moreover, any prime ideal $\mathfrak{p}$ of $R$ containing $I$ must contain an associated prime ideal of $I$. Therefore the set of all prime ideals of $R$ containing $I$ and the set of associated prime ideals of $I$ have the same minimal elements with respect to inclusion. These elements are called minimal prime ideals of $I$. Recall that, for these prime ideals, the corresponding primary ideals are unique: they do not depend on the choice of a particular irredundant primary decomposition of $I$ (see Theorem 8, §5, Chap. IV of [ZSa 1958]).

The rank of a prime ideal $\mathfrak{p}$ of $R$ is the largest integer $r$ for which there exists a strictly increasing chain of $r+1$ prime ideals of $R$ ending with $\mathfrak{p}$ :

$$
\mathfrak{p}_{0} \subset \mathfrak{p}_{1} \subset \cdots \subset \mathfrak{p}_{r}=\mathfrak{p}
$$

In general, if $I$ is a proper ideal of $R$, the rank of $I$ is defined as the minimum of the ranks of the prime ideals of $R$ containing $I$. It is denoted $\operatorname{rank}(I)$. Equivalently, $\operatorname{rank}(I)$ is the minimum of the ranks of the minimal prime ideals of $I$. A theorem of Krull (see Theorem 30, § 14, Chap. IV of [ZSa 1958]) shows that one has $\operatorname{rank}(I) \leq r$ if $I$ is a proper ideal of $R$ generated by $r$ elements. In particular, the rank of a proper ideal of $R$ is always finite. An ideal of $R$ is said to be unmixed if all its associated prime ideals have the same rank. In particular, when an ideal $I$ is unmixed, all its associated prime ideals are minimal prime ideals of $I$, and thus $I$ admits a unique irredundant primary decomposition.

In this section and the next one, we work over the Noetherian ring $R=$ $K[\underline{X}]=K\left[X_{1}, \ldots, X_{n}\right]$ for some positive integer $n$. A theorem of Hilbert (the "Nullstellensatz") shows that an ideal $I$ of $K[\underline{X}]$ is proper if and only if it admits at least one zero in $K^{n}$. Moreover, when $I$ is proper ideal of $K[\underline{X}]$, there is a bijection between the minimal prime ideals of $I$ and the irreducible components of its zero set in $K^{n}$. Under this bijection, a minimal prime ideal $\mathfrak{p}$ of $I$ is mapped to an irreducible component $V$ of the zero set of $I$ if and only if $\mathfrak{p}=I(V)$ is the set of polynomials vanishing identically on $V$ or, equivalently, if and only if $V$ is the zero set of $\mathfrak{p}$. If $I$ has rank $r$, its zero set has dimension $n-r$. Finally, a theorem of Macaulay (see Theorem 26, § 8, Chap. VII of [ZSa 1958]) shows that, if $I$ is an ideal of $K[\underline{X}]$ of rank $r$ generated by $r$ polynomials $P_{1}, \ldots, P_{r}$, then $I$ is unmixed. An ideal of this type is said to be a complete intersection.

### 8.2.2 Multihomogeneous Hilbert-Samuel Polynomial

As in § 5.2.3, we decompose the set of variables $\underline{X}=\left(X_{1}, \ldots, X_{n}\right)$ into subsets

$$
\underline{X}^{(1)}=\left(X_{1}^{(1)}, \ldots, X_{n_{1}}^{(1)}\right), \ldots, \underline{X}^{(k)}=\left(X_{1}^{(k)}, \ldots, X_{n_{k}}^{(k)}\right)
$$

with $n_{1}+\ldots+n_{k}=n$. Recall that, for a given $k$-tuple of integers $\underline{D}=\left(D_{1}, \ldots, D_{k}\right) \in$ $\mathbb{N}^{k}$, we denote by $K[\underline{X}]_{\leq \underline{D}}$ the vector space of elements of $K[\underline{X}]=K\left[\underline{X}^{(1)}, \ldots, \underline{X}^{(k)}\right]$ consisting of all polynomials of multidegree $\leq \underline{D}$, i.e. those polynomials having total degree $\leq D_{i}$ in the set of variables $\underline{X}^{(i)}$ for $i=1, \ldots, k$. We define the Hilbert function of an ideal $I$ of $K[\underline{X}]$ as the map $H(I ;-): \mathbb{N}^{k} \rightarrow \mathbb{N}$ given, for any $\underline{D} \in \mathbb{N}^{k}$, by

$$
H(I ; \underline{D})=\operatorname{dim}_{K}\left(\left(K[\underline{X}]_{\leq \underline{D}}+I\right) / I\right) .
$$

In $\S 5.2 .3$, we discussed the case where $I$ is the ideal $I(V)$ of all polynomials vanishing identically on some nonempty algebraic subset $V$ of $K^{n}$. In the more general situation that we consider here, it can be shown again that $H(I ; \underline{D})$ is given by a polynomial in $D_{1}, \ldots, D_{k}$ for sufficiently large integral values of $D_{1}, \ldots, D_{k}$. This polynomial is also called the multihomogeneous Hilbert-Samuel polynomial of $I$ associated with the above partition of $\underline{X}$, and the reason is similar. This polynomial is clearly 0 if $I=K[\underline{X}]$. Otherwise, one shows that its degree is the dimension $d \geq 0$ of the set of zeros of $I$ in $K^{n}$. Its degree is also given by $d=n-r$ where $r$ denotes the rank of $I$. A reference for this is [Vd 1928].

If $I$ is a proper ideal of $K[\underline{X}]$ of rank $r$, we denote by $\mathscr{H}(I ; \underline{D})$ the product by $(n-r)$ ! of the homogeneous part of degree $n-r$ of its multihomogeneous HilbertSamuel polynomial. Otherwise, if $I=K[\underline{X}]$, we define $\mathscr{H}(I ; \underline{D})=0$. In all cases, if we fix a point $\underline{C} \in \mathbb{N}^{k}$ with sufficiently large coordinates, then $H(I ; \underline{C}+\underline{T})$ is given by a polynomial in $\underline{T}$ for $\underline{T} \in \mathbb{N}^{k}$ and we get

$$
\mathscr{H}(I ; \underline{D})=(n-r)!\lim _{\substack{t \rightarrow \infty \\ t \in \mathbb{N}}} \frac{H(I ; \underline{C}+t \underline{D})}{t^{n-r}}
$$

for any $\underline{D} \in \mathbb{N}^{k}$. In accordance with § 5.2.3, when $I=I(V)$ for some algebraic subset $V \neq \emptyset$ of $K^{n}$, we also write $H(V ; \underline{D})$ to denote $H(I ; \underline{D})$ and $\mathscr{H}(V ; \underline{D})$ to denote $\mathscr{H}(I ; \underline{D})$.

In the sequel, we shall need the following important fact which generalizes Proposition 5.2:

Proposition 8.3. Let I be a proper ideal of $K[\underline{X}]$ of rankr and let $I=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{s}$ be an irredundant primary decomposition of $I$. Assume that $\mathfrak{q}_{i}$ has rankr for $i=1, \ldots, t$ and rank $>r$ for $i=t+1, \ldots, s$. Then, we have

$$
\mathscr{H}(I ; \underline{D})=\sum_{i=1}^{t} \mathscr{H}\left(\mathfrak{q}_{i} ; \underline{D}\right) .
$$

The easiest way to prove this result is to work over the larger ring

$$
K\left[\underline{\widetilde{X}}^{(1)}, \ldots, \underline{\widetilde{X}}^{(k)}\right]
$$

introduced in § 5.2.3 and to replace $I$ by the corresponding multihomogeneous ideal $\widetilde{I}$ also defined in $\S$ 5.2.3. Then, one shows that $\widetilde{I}=\widetilde{\mathfrak{q}}_{1} \cap \cdots \cap \widetilde{\mathfrak{q}}_{s}$ is a primary decomposition of $\widetilde{I}$ (see part 9 of Theorem 17, § 5, Chap. VII of [ZSa 1958] for the homogeneous case; the general case is similar). The conclusion follows by applying Theorem 8 of [Vd 1928] to this decomposition of $\widetilde{I}$. An alternative and more direct approach is suggested by the exercises 8.4 and 8.5.

### 8.2.3 Philippon's Upper Bound

The following result is again a special case of P. Philippon's general upper bound for the function $\mathscr{H}$ (Proposition 3.3 of [P 1986a]):

Theorem 8.4. Let $I$ be an ideal of $K[\underline{X}]=K\left[X_{1}, \ldots, X_{n}\right]$ which is a complete intersection and let $J$ be the ideal of $K[\underline{X}]$ generated by I and by a family $\mathcal{F}$ of polynomials of multidegree $\leq \underline{D}$. Assume that $J$ is a proper ideal of $K[\underline{X}]$. Then, we have

$$
\mathscr{H}(J ; \underline{D}) \leq \mathscr{H}(I ; \underline{D}) .
$$

For the proof, we will need the following lemma:
Lemma 8.5. Let $k \geq 0$ be an integer, let $P_{1}, \ldots, P_{k}$ be elements of $K[\underline{X}]$ which generate an ideal $I_{k}$ of rank $k$, and let $P_{k+1} \in K[\underline{X}]$ be a polynomial of multidegree $\leq \underline{D}$ which does not belong to any of the associated prime ideals of $I_{k}$. Assume that the ideal $I_{k+1}$ generated by $P_{1}, \ldots, P_{k+1}$ is proper. Then, $I_{k+1}$ is a complete intersection of rank $k+1$ and we have

$$
\mathscr{H}\left(I_{k+1} ; \underline{D}\right) \leq \mathscr{H}\left(I_{k} ; \underline{D}\right) .
$$

Proof. Since $I_{k+1}$ is proper and generated by $k+1$ elements, Krull's theorem shows that its rank is at most $k+1$ (see § 8.2.1). On the other hand, since $P_{k+1}$ does not belong to any minimal prime ideal of $I_{k}$, none of the minimal prime ideals of $I_{k+1}$ is a minimal prime ideal of $I_{k}$. The rank of $I_{k}$ being $k$, this implies that $I_{k+1}$ has rank at least $k+1$ and thus its rank is $k+1$. Hence, $I_{k+1}$ is a complete intersection and it is unmixed of rank $k+1$.

Since $P_{k+1}$ does not belong to any of the associated prime ideals of $I_{k}$, the multiplication by $P_{k+1}$ defines an injective endomorphism of the $K[\underline{X}]$-module $K[\underline{X}] / I_{k}$. Its image being $I_{k+1} / I_{k}$, we get an exact sequence of $K[\underline{X}]$-modules

$$
0 \longrightarrow K[\underline{X}] / I_{k} \xrightarrow{\times P_{k+1}} K[\underline{X}] / I_{k} \xrightarrow{v} K[\underline{X}] / I_{k+1} \longrightarrow 0,
$$

where $v$ denotes the canonical map sending a class $Q+I_{k} \in K[\underline{X}] / I_{k}$ to $Q+I_{k+1} \in$ $K[\underline{X}] / I_{k+1}$. By restriction, $\nu$ induces, for each $\underline{T} \in \mathbb{N}^{k}$ a surjective $K$-linear map

$$
\left(K[\underline{X}]_{\leq \underline{D}+\underline{T}}+I_{k}\right) / I_{k} \longrightarrow\left(K[\underline{X}]_{\leq \underline{D}+\underline{T}}+I_{k+1}\right) / I_{k+1} .
$$

Moreover, since $P_{k+1}$ has multidegree $\leq \underline{D}$, the multiplication by $P_{k+1}$ induces an injective $K$-linear map

$$
\left(K[\underline{X}]_{\leq \underline{T}}+I_{k}\right) / I_{k} \longrightarrow\left(K[\underline{X}]_{\leq \underline{D}+\underline{T}}+I_{k}\right) / I_{k},
$$

whose image is contained in the kernel of the previous map. Comparing dimensions, this implies

$$
H\left(I_{k+1} ; \underline{D}+\underline{T}\right) \leq H\left(I_{k} ; \underline{D}+\underline{T}\right)-H\left(I_{k} ; \underline{T}\right) .
$$

From this, we conclude as in the last part of the proof of Lemma 5.4.
Proof of Theorem 8.4. Let $r$ and $s$ be the respective ranks of $I$ and $J$. Since $I$ is a complete intersection, there exist polynomials $P_{1}, \ldots, P_{r} \in K[\underline{X}]$ such that $I=\left(P_{1}, \ldots, P_{r}\right)$. We claim that there also exist polynomials $P_{r+1}, \ldots, P_{s}$, all of multidegree $\leq \underline{D}$, such that for $k=r, \ldots, s$, the ideal $I_{k}=\left(P_{1}, \ldots, P_{k}\right)$ is a complete intersection of rank $k$ with $I \subseteq I_{k} \subseteq J$ and $\mathscr{H}\left(I_{k} ; \underline{D}\right) \leq \mathscr{H}(I ; \underline{D})$.

We proceed by induction on $k$. For $k=r$, there is nothing to prove. Assume that $P_{1}, \ldots, P_{k}$ have been constructed for some integer $k$ with $r \leq k<s$ and that the corresponding ideal $I_{k}$ has the required properties. Let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ be the associated prime ideals of $I_{k}$. Since they all have rank $k<s$, none of these prime ideals contains the set $\mathcal{F}$. So, for each $i=1, \ldots, t$, there is a polynomial $Q_{i} \in \mathcal{F}$ which does not belong to $\mathfrak{p}_{i}$. Consider the sequence of polynomials $\left(\sum_{i=1}^{t} m^{i-1} Q_{i}\right)_{m \in \mathbb{N}^{*}}$. This sequence has the property that any subsequence of $t$ elements span the same vector subspace of $K[\underline{X}]$ as $Q_{1}, \ldots, Q_{t}$. Thus, each of the prime ideals $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ contains at most $t$ elements of the sequence and, consequently, all but finitely many polynomials of that sequence do not belong to any of these prime ideals. Let $P_{k+1}$ be one such polynomial, and let $I_{k+1}=\left(I_{k}, P_{k+1}\right)$. By construction, $P_{k+1}$ has multidegree $\leq \underline{D}$. Moreover $I_{k+1}$ is a proper ideal of $K[\underline{X}]$ since it is contained in $J$. By Lemma 8.5, this implies $\mathscr{H}\left(I_{k+1} ; \underline{D}\right) \leq \mathscr{H}\left(I_{k} ; \underline{D}\right)$, as required.

For $k=s$, the above construction provides an ideal $I_{s}$ of $K[\underline{X}]$ of the same rank as $J$ with $I_{s} \subseteq J$ and

$$
\mathscr{H}\left(I_{s} ; \underline{D}\right) \leq \mathscr{H}(I ; \underline{D}) .
$$

The fact that $I_{s}$ and $J$ share the same rank and satisfy $I_{s} \subseteq J$ also implies

$$
\mathscr{H}(J ; \underline{D}) \leq \mathscr{H}\left(I_{s} ; \underline{D}\right)
$$

(see Exercise 8.3). The conclusion follows by combining the above two inequalities.

### 8.3 The Group $G$ and its Invariant Derivations

In this section, we extend the definition of the function $\mathscr{H}$ to ideals of $K[G]$. We prove an upper bound for the function $\mathscr{H}$ when the ideal is generated by the ideal of an algebraic subgroup of $G$ and by elements of $K[G]$ of bounded multidegree. We also prove a version of Wüstholz' lemma which gives a lower bound for $\mathscr{H}$ when the ideal consists of polynomials vanishing with multiplicity on certain components of its zero set, assuming that these components are translates of an algebraic subgroup of $G$.

### 8.3.1 Intersections on an Algebraic Subgroup

As in § 5.3, we introduce a new set of variables $\underline{Z}=\left(Z_{1}, \ldots, Z_{d_{1}}\right)$ besides $\underline{X}=\left(X_{1}, \ldots, X_{d_{0}}\right)$ and $\underline{Y}=\left(Y_{1}, \ldots, Y_{d_{1}}\right)$. These three sets of variables generate over $K$ a polynomial ring $K[\underline{X}, \underline{Y}, \underline{Z}]$ in $n:=d_{0}+2 d_{1}$ variables. Given integers $D_{0} \in \mathbb{N}$ and $\underline{D}=\left(D_{1}, \ldots, D_{d_{1}}\right) \in \mathbb{N}^{d_{1}}$, we say that an element of this ring has multidegree $\leq\left(D_{0}, \underline{D}\right)$ if it has total degree $\leq D_{0}$ in the set of variables $\underline{X}$ and total degree $\leq D_{j}$ in the variables $\left(Y_{j}, Z_{j}\right)$ for $j=1, \ldots, d_{1}$. We also denote by $K[\underline{X}, \underline{Y}, \underline{Z}]_{\leq\left(D_{0}, \underline{D}\right)}$ the subspace of $K[\underline{X}, \underline{Y}, \underline{Z}]$ consisting of all elements of multidegree $\leq\left(D_{0}, \underline{D}\right)$.

Consider the surjective map of $K$-algebras

$$
\psi: K[\underline{X}, \underline{Y}, \underline{Z}] \longrightarrow K\left[\underline{X}, \underline{Y^{ \pm 1}}\right] \simeq K[G]
$$

which sends $Z_{j}$ to $Y_{j}^{-1}$ for $j=1, \ldots, d_{1}$ and sends the remaining variables $\underline{X}, \underline{Y}$ to themselves. His kernel is the ideal

$$
\left(Y_{1} Z_{1}-1, \ldots, Y_{d_{1}} Z_{d_{1}}-1\right)
$$

and the zero set of this ideal in $K^{n}=K^{d_{0}} \times K^{d_{1}} \times K^{d_{1}}$ is the algebraic subgroup $U$ of $K^{d_{0}} \times\left(K^{\times}\right)^{2 d_{1}}$ defined in § 5.3. Recall also the group isomorphism $\pi: U \rightarrow G$ defined in $\S 5.3$ by sending a point $(\underline{x}, \underline{y}, \underline{z}) \in U$ to the point $(\underline{x}, \underline{y}) \in G$. This map is related to $\psi$ by the property that, for any polynomial $P \in K[\underline{\bar{X}}, \underline{Y}, \underline{Z}]$, we have $\psi(P)=P \circ \pi^{-1}$. Moreover, if $E$ is an algebraic subset of $G$, the ideal $I(E)$ of $E$ in $K[G]$ is related to the ideal $I\left(\pi^{-1}(E)\right)$ of $\pi^{-1}(E)$ in $K[\underline{X}, \underline{Y}, \underline{Y}]$ by

$$
\begin{equation*}
I\left(\pi^{-1}(E)\right)=\psi^{-1}(I(E)) \tag{8.6}
\end{equation*}
$$

In terms of the map $\psi$, an element $P$ of $K[G]$ has multidegree $\leq\left(D_{0}, \underline{D}\right)$ if $P=\psi(Q)$ for some element $Q$ of $K[\underline{X}, \underline{Y}, \underline{Z}]$ of multidegree $\leq\left(D_{0}, \underline{D}\right)$ (see § 5.1 and $\S 5.3$ ). Accordingly, we put

$$
K[G]_{\leq\left(D_{0}, \underline{D}\right)}=\psi\left(K[\underline{X}, \underline{Y}, \underline{Z}]_{\leq\left(D_{0}, \underline{D}\right)}\right) .
$$

Finally, we define the Hilbert function of an ideal $I$ of $K[G]$ as the map $H(I ;-): \mathbb{N} \times$ $\mathbb{N}^{d_{1}} \rightarrow \mathbb{N}$ given by

$$
\begin{aligned}
H\left(I ; D_{0}, \underline{D}\right) & =\operatorname{dim}_{K}\left(\left(K[G]_{\leq\left(D_{0}, \underline{D}\right)}+I\right) / I\right) \\
& =\operatorname{dim}_{K}\left(\left(K[\underline{X}, \underline{Y}, \underline{Z}]_{\leq\left(D_{0}, \underline{D}\right)}+\psi^{-1}(I)\right) / \psi^{-1}(I)\right) .
\end{aligned}
$$

For large values of $D_{0}, \ldots, D_{d_{1}}$, this function coincides with a polynomial in $D_{0}, \ldots, D_{d_{1}}$ whose degree, say $m$, is both the dimension of the zero set of $\psi^{-1}(I)$ in $K^{n}$ and the dimension of the zero set of $I$ in $G$. We denote by $\mathscr{H}\left(I ; D_{0}, \underline{D}\right)$ the product by $m$ ! of the homogeneous part of degree $m$ of this polynomial. When $I=I(E)$ is the ideal of an algebraic subset $E \neq \emptyset$ of $G$, the formula (8.6) shows that $H\left(I ; D_{0}, \underline{D}\right)$ coincides with the function $H\left(E ; D_{0}, \underline{D}\right)$ defined in $\S$ 5.3. Then, $\mathscr{H}\left(I ; D_{0}, \underline{D}\right)$ also coincides with $\mathscr{H}\left(E ; D_{0}, \underline{D}\right)$.

Lemma 8.7. Let $G^{*}$ be an algebraic subgroup of $G$ and let $I=\psi^{-1}\left(I\left(G^{*}\right)\right)$. Then, the ideal I is a complete intersection in $K[\underline{X}, \underline{Y}, \underline{Z}]$.

Proof. Write $G^{*}=\mathcal{V} \times \boldsymbol{T}_{\Phi}$ where $\mathcal{V}$ is a subspace of $K^{d_{0}}$ and $\Phi$ is a subgroup of $\mathbb{Z}^{d_{1}}$. Define $\mathcal{V}^{\perp}$ to be the subspace of $K[\underline{X}]=K\left[X_{1}, \ldots, X_{d_{0}}\right]$ consisting of the linear forms $a_{1} X_{1}+\cdots+a_{d_{0}} X_{d_{0}}$ which vanish identically on $\mathcal{V}$. Choose a basis $\left\{L_{1}, \ldots, L_{r}\right\}$ of $\mathcal{V}^{\perp}$ and a basis $\left\{\underline{\varphi}_{1}, \ldots, \underline{\varphi}_{s}\right\}$ of the group $\Phi$. Proposition 5.6 shows that $I\left(G^{*}\right)$ is the ideal of $K[G]$ generated by the $r+s$ elements $L_{1}, \ldots, L_{r}$ and $\underline{Y}^{\underline{\varphi}}-1, \ldots, \underline{Y}^{\varphi}-1$. Since the kernel of $\psi$ is generated by $d_{1}$ elements, we conclude that $I$ is generated by $r+s+d_{1}$ polynomials. On the other hand, Theorem 5.13 shows that $G^{*}$ is equidimensional of dimension

$$
\operatorname{dim}_{K}(\mathcal{V})+\left(d_{1}-\operatorname{rank}(\Phi)\right)=\left(d_{0}-r\right)+\left(d_{1}-s\right)=n-\left(r+s+d_{1}\right) .
$$

Since $\pi^{-1}\left(G^{*}\right)$ is an algebraic subset of $K^{n}$ of the same dimension and since $I$ is the ideal of all polynomials of $K[\underline{X}, \underline{Y}, \underline{Z}]$ vanishing on that set, this shows that $I$ is a complete intersection.

Theorem 8.8. Let $G^{*}$ be an algebraic subgroup of $G$ and let $\mathfrak{A}$ be an ideal of $K[G]$ generated by the ideal $I\left(G^{*}\right)$ of $G^{*}$ and by elements of $K[G]$ of multidegree $\leq\left(D_{0}, \underline{D}\right)$. Assume that $\mathfrak{A}$ admits at least one zero in $G$. Then, we have

$$
\mathscr{H}\left(\mathfrak{A} ; D_{0}, \underline{D}\right) \leq \mathscr{H}\left(G^{*} ; D_{0}, \underline{D}\right) .
$$

Proof. Put $I=\psi^{-1}\left(I\left(G^{*}\right)\right)$ and $J=\psi^{-1}(\mathfrak{A})$. Then, $J$ is an ideal of $K[\underline{X}, \underline{Y}, \underline{Z}]$ generated by $I$ and by elements of $K[\underline{X}, \underline{Y}, \underline{Z}]$ of multidegree $\leq\left(D_{0}, \underline{D}\right)$. Since, by Lemma 8.7, the ideal $I$ is a complete intersection, Theorem 8.4 gives $\mathscr{H}\left(J ; D_{0}, \underline{D}\right) \leq$ $\mathscr{H}\left(I ; D_{0}, \underline{D}\right)$. The conclusion follows.

### 8.3.2 Invariant Derivations

Recall that a $K$-derivation of a commutative $K$-algebra $R$ is a $K$-linear map $\mathfrak{D}: R \rightarrow R$ which satisfies

$$
\mathscr{D}(P Q)=\mathscr{D}(P) Q+P \mathscr{D}(Q)
$$

for any $P, Q \in R$ (see Chap. VIII, § 5 of [L 1993]). They form an $R$-module with the sum of two derivations $\mathscr{D}_{1}$ and $\mathscr{D}_{2}$ defined by $\left(D_{1}+\mathscr{D}_{2}\right)(P)=\mathscr{D}_{1}(P)+\mathscr{D}_{2}(P)$ for any $P \in R$, and the product of a derivation $\mathscr{D}$ by an element $a$ of $R$ defined by $(a \mathscr{D})(P)=a \mathscr{D}(P)$ for any $P \in R$.

We consider here the case where $R=K[G]$ is the $K$-algebra of polynomial functions $P: G \rightarrow K$ on the group $G$. If we identify $K[G]$ with $K\left[\underline{X}, \underline{Y}^{ \pm 1}\right]$ in the usual way (see § 5.3), then one sees that the differential operators

$$
\begin{equation*}
\sum_{i=1}^{d_{0}} A_{i} \frac{\partial}{\partial X_{i}}+\sum_{j=1}^{d_{1}} B_{j} \frac{\partial}{\partial Y_{j}} \tag{8.9}
\end{equation*}
$$

with $A_{1}, \ldots, A_{d_{0}}, B_{1}, \ldots, B_{d_{1}} \in K[G]$ are $K$-derivations of $K[G]$ and that any $K$-derivation $\mathscr{D}$ of $K[G]$ can be written in this way by taking $A_{i}=\mathscr{D}\left(X_{i}\right)$ for $i=1, \ldots, d_{0}$ and $B_{j}=\mathscr{D}\left(Y_{j}\right)$ for $j=1, \ldots, d_{1}$. In the sequel, we use the word derivation to mean a $K$-derivation.

We say that a derivation $\mathscr{D}$ of $K[G]$ is invariant if it commutes with the operator $\tau_{g}: G \rightarrow G$ of translation by $g$ for any $g \in G$ (see the definition of $\tau_{g}$ in § 5.3.2). More precisely, a derivation $\mathscr{D}$ of $K[G]$ is said to be invariant if it satisfies

$$
\begin{equation*}
\mathscr{D}(P) \circ \tau_{g}=\mathscr{D}\left(P \circ \tau_{g}\right) \tag{8.10}
\end{equation*}
$$

for any $P \in K[G]$ and any $g \in G$.
Lemma 8.11. The invariant derivations of $K[G]$ are precisely the derivations

$$
\mathcal{D}_{w}=\sum_{i=1}^{d_{0}} \xi_{i} \frac{\partial}{\partial X_{i}}+\sum_{j=1}^{d_{1}} \eta_{j} Y_{j} \frac{\partial}{\partial Y_{j}}
$$

with $w=\left(\xi_{1}, \ldots, \xi_{d_{0}}, \eta_{1}, \ldots, \eta_{d_{1}}\right) \in K^{d}$, introduced in $\S 8.1$.
Proof. We first observe that a derivation $\mathcal{D}$ is invariant if it satisfies the condition (8.10) for any $g \in G$ and for each of the polynomials $X_{1}, \ldots, X_{d_{0}}, Y_{1}, \ldots, Y_{d_{1}}$. Write a derivation $\mathcal{D}$ in the form (8.9) and let $g=\left(x_{1}, \ldots, x_{d_{0}}, y_{1}, \ldots, y_{d_{1}}\right)$ be an
arbitrary element of $G$. The condition (8.10) applied respectively with $P=X_{i}$ and $P=Y_{j}$ reduces to

$$
\begin{equation*}
A_{i} \circ \tau_{g}=\mathscr{D}\left(X_{i}+x_{i}\right)=A_{i} \quad \text { and } \quad B_{j} \circ \tau_{g}=\mathscr{D}\left(y_{j} Y_{j}\right)=y_{j} B_{j} \tag{8.12}
\end{equation*}
$$

Evaluating these equalities at the neutral element $e$ of $G$ gives respectively

$$
A_{i}(g)=A_{i}(e) \quad \text { and } \quad B_{j}(g)=B_{j}(e) y_{j} .
$$

So, if $\mathscr{D}$ is an invariant derivation of $K[G]$, we must have $A_{i}=A_{i}(e)$ for $i=1, \ldots, d_{0}$ and $B_{j}=B_{j}(e) Y_{j}$ for $j=1, \ldots, d_{1}$, and therefore $\mathscr{D}$ has the form stated in the lemma. Conversely, if $\mathscr{D}$ is a derivation of this form, then $A_{i}=\xi_{i}$ and $B_{j}=\eta_{j} Y_{j}$ clearly satisfy the conditions (8.12), and thus $\mathfrak{D}$ is invariant.

In § 8.1, we defined the tangent space at the identity of an algebraic subgroup $G^{*}$ of $G$ to be the subspace $T_{e}\left(G^{*}\right)$ of $K^{d}$ consisting of all points $w \in K^{d}$ for which the corresponding invariant derivation $\mathscr{D}_{w}$ maps the ideal $I\left(G^{*}\right)$ to itself. When $G^{*}=G$, we have $I\left(G^{*}\right)=0$ and so $T_{e}(G)=K^{d}$. In general, we have the following description of $T_{e}\left(G^{*}\right)$ :

Lemma 8.13. Let $\mathcal{V}$ be a subspace of $K^{d_{0}}$, let $\Phi$ be a finitely generated subgroup of $\mathbb{Z}^{d_{1}}$, and let $G^{*}=\mathcal{V} \times \boldsymbol{T}_{\Phi}$ be the corresponding algebraic subgroup of $G$. Then, $T_{e}\left(G^{*}\right)=\mathcal{V} \times \Phi^{\perp}$ where $\Phi^{\perp}$ denotes the subspace of $K^{d_{1}}$ consisting of the common zeros of the linear forms $\varphi_{1} Y_{1}+\cdots+\varphi_{d_{1}} Y_{d_{1}}$ with $\left(\varphi_{1}, \ldots, \varphi_{d_{1}}\right) \in \Phi$. Moreover, the group $G^{*}$ and its neutral component $G_{0}^{*}$ have the same tangent space at the identity.

Proof. Let $\left\{L_{1}, \ldots, L_{r}\right\}$ be a basis of the space of linear forms in $K[\underline{X}]$ which vanish identically on $\mathcal{V}$, and let $\left\{\underline{\varphi}_{1}, \ldots, \underline{\varphi}_{s}\right\}$ be a basis of $\Phi$. By Proposition 5.6, the ideal $I\left(G^{*}\right)$ is generated by $L_{1}, \ldots, L_{r}$ and the polynomials $\underline{Y}^{\underline{\varphi}}-1, \ldots, \underline{Y}^{\underline{\varphi}}-1$. Therefore, a point $w=(\underline{\xi}, \underline{\eta}) \in K^{d_{0}} \times K^{d_{1}}$ belongs to $T_{e}\left(G^{*}\right)$ if and only if it satisfies

$$
\mathscr{D}_{w}\left(L_{i}\right) \in I\left(G^{*}\right) \text { for } i=1, \ldots, r \text { and } \mathscr{D}_{w}\left(\underline{Y}^{\underline{\varphi}}-1\right) \in I\left(G^{*}\right) \text { for } j=1, \ldots, s
$$

Now, we have $\mathscr{D}_{w}(L)=L(\underline{\xi})$ for any linear form $L$ in $K[\underline{X}]$. We also find, for any $\underline{\varphi} \in \Phi$,

$$
\mathscr{D}_{w}\left(\underline{Y}^{\varphi}-1\right)=(\underline{\varphi}, \underline{\eta}) \underline{Y}^{\varphi} \equiv(\underline{\varphi}, \underline{\eta}) \bmod \left(I\left(G^{*}\right)\right),
$$

where $(\underline{\varphi}, \underline{\eta})$ stands for $\varphi_{1} \eta_{1}+\cdots+\varphi_{d_{1}} \eta_{d_{1}}$. Thus, the conditions on $w$ amount to $L_{i}(\underline{\xi})=\overline{0} \overline{\mathrm{for}} i=1, \ldots, r$ and $\left(\underline{\varphi}_{j}, \underline{\eta}\right)=0$ for $j=1, \ldots, s$. They are satisfied if and only if $w \in \mathcal{V} \times \Phi^{\perp}$. This proves the first assertion of the lemma.

For the second assertion, we use Theorem 5.13. It shows that $G_{0}^{*}=\mathcal{V} \times \boldsymbol{T}_{\bar{\Phi}}$ where $\bar{\Phi}$ is the largest subgroup of $\mathbb{Z}^{d_{1}}$ containing $\Phi$ with the same rank as $\Phi$. Since $\Phi$ is of finite index in $\bar{\Phi}$, we have $\Phi^{\perp}=\bar{\Phi}^{\perp}$ and, by the first part of the lemma, we deduce $T_{e}\left(G^{*}\right)=T_{e}\left(G_{0}^{*}\right)$.

We conclude this section with three lemmas. The first one is essentially Lemma 4.6 of [P 1986a].

Lemma 8.14. Let $G^{*}$ be an algebraic subgroup of $G$, let $\mathcal{W}$ be a subspace of $K^{d}$, and put

$$
\ell=\operatorname{dim}_{K}\left(\frac{\mathcal{W}+T_{e}\left(G^{*}\right)}{T_{e}\left(G^{*}\right)}\right)
$$

Then, there are elements $w_{1}, \ldots, w_{\ell}$ of $\mathcal{W}$ and polynomials $P_{1}, \ldots, P_{\ell}$ of $I\left(G^{*}\right)$ such that

$$
\mathscr{D}_{w_{i}}\left(P_{j}\right) \equiv \delta_{i, j} \bmod I\left(G^{*}\right), \quad \text { for } i, j=1, \ldots, \ell .
$$

Note that, in the above statement, we do not assume that the group $G^{*}$ is connected.

Proof. Write $G^{*}=\mathcal{V} \times \boldsymbol{T}_{\Phi}$ where $\mathcal{V}$ is a subspace of $K^{d_{0}}$ and $\Phi$ is a finitely generated subgroup of $\mathbb{Z}^{d_{1}}$. As in the proof of Lemma 8.13, choose a basis $\left\{L_{1}, \ldots, L_{r}\right\}$ of the space of linear forms in $K[\underline{X}]$ vanishing identically on $\mathcal{V}$, and a basis $\left\{\underline{\varphi}_{1}, \ldots, \underline{\varphi}_{s}\right\}$ of $\Phi$. Consider the vector-subspace of $I\left(G^{*}\right)$

$$
E=\left\langle L_{1}, \ldots, L_{r}, \underline{Y}_{-1}^{\varphi}-1, \ldots, \underline{Y}_{s}^{\varphi}-1\right\rangle \subseteq I\left(G^{*}\right),
$$

spanned over $K$ by $L_{1}, \ldots, L_{r}$ and the polynomials $\underline{Y}^{\underline{\varphi}}-1$ with $j=1, \ldots, s$. We observed in the proof of Lemma 8.13 that, for any point $w=(\underline{\xi}, \underline{\eta}) \in K^{d_{0}} \times K^{d_{1}}$, any $L \in \mathcal{V}^{\perp}$ and any $\underline{\varphi} \in \Phi$, we have

$$
\mathscr{D}_{w}(L)=L(\underline{\xi}) \quad \text { and } \quad \mathscr{D}_{w}\left(\underline{Y}^{\underline{\varphi}}-1\right) \equiv(\underline{\varphi}, \underline{\eta}) \bmod I\left(G^{*}\right),
$$

where $(\underline{\varphi}, \underline{\eta})=\varphi_{1} \eta_{1}+\cdots+\varphi_{d_{1}} \eta_{d_{1}}$. Thus, for any $w \in K^{d}$ and any $P \in E$, there exists a constant $c \in K$ such that $\mathscr{D}_{w}(P) \equiv c \bmod I\left(G^{*}\right)$. Consider the bilinear map

$$
b: K^{d} \times E \longrightarrow K
$$

which maps a point $(w, P) \in K^{d} \times E$ to the unique element $c$ of $K$ satisfying the above condition. Since, $I\left(G^{*}\right)$ is generated by $E$ as an ideal, it is clear that the left kernel of $b$ is $E^{\perp}=T_{e}\left(G^{*}\right)$. Thus, if $w_{1}, \ldots, w_{\ell}$ are elements of $\mathcal{W}$ whose images in $K^{d} / T_{e}\left(G^{*}\right)$ are linearly independent over $K$, then there exist $P_{1}, \ldots, P_{\ell} \in E$ such that $b\left(w_{i}, P_{j}\right)=\delta_{i, j}$ for $i, j=1, \ldots, \ell$.

The next lemma extends the validity of Lemma 8.14 to a finite union of translates of an algebraic subgroup of $G$.

Lemma 8.15. Let $G^{*}$ be an algebraic subgroup of $G$, let $\Sigma$ be a subset of $G$, and let $\mathcal{W}$ be a subspace of $K^{d}$. Assume that $\Sigma+G^{*}$ consists of a finite union of translates of $G^{*}$. Denote by $J$ the ideal $I\left(\Sigma+G^{*}\right)$ and define $\ell$ as in Lemma 8.14. Then, there are elements $w_{1}, \ldots, w_{\ell}$ of $\mathcal{W}$ and polynomials $Q_{1}, \ldots, Q_{\ell}$ of $J$ such that

$$
\mathscr{D}_{w_{i}}\left(Q_{j}\right) \equiv \delta_{i, j} \bmod J, \quad \text { for } i, j=1, \ldots, \ell .
$$

Proof. Proposition 5.6 shows that the ideal $I\left(G^{*}\right)$ of $G^{*}$ is generated by elements of $K[G]$ which are constant on each translate of $G^{*}$. Thus, for each $\sigma \in G$ with $\sigma \notin G^{*}$, there is an element $A_{\sigma}$ of $I\left(G^{*}\right)$ which induces the constant function 1 on $\sigma+G^{*}$.

Let $\left\{\sigma_{1}, \ldots, \sigma_{s}\right\}$ be a maximal subset of $\Sigma$ consisting of elements which are pairwise incongruent modulo $G^{*}$. For each $i=1, \ldots, s$, define

$$
B_{i}=\prod_{j \neq i} A_{\sigma_{i}-\sigma_{j}} \circ \tau_{-\sigma_{j}}
$$

Then, $B_{i}$ is identically 1 on $\sigma_{i}+G^{*}$ and identically 0 on each of the other translates $\sigma_{j}+G^{*}$ with $j \neq i$.

Let $w_{1}, \ldots, w_{\ell}$ and $P_{1}, \ldots, P_{\ell}$ be as in Lemma 8.14, and consider the polynomials $Q_{1}, \ldots, Q_{\ell}$ given by

$$
Q_{j}=\sum_{k=1}^{s} B_{k}^{2}\left(P_{j} \circ \tau_{-\sigma_{k}}\right), \quad(1 \leq j \leq \ell)
$$

Since $P_{j} \circ \tau_{-\sigma_{k}}$ is identically 0 on $\sigma_{k}+G^{*}$, the product $B_{k}^{2}\left(P_{j} \circ \tau_{-\sigma_{k}}\right)$ is identically 0 on $\Sigma+G^{*}$ and thus belongs to the ideal $J$ for any choice of $k$ and $j$. This implies that $Q_{1}, \ldots, Q_{\ell}$ all belong to $J$. Moreover, the function

$$
B_{k}^{2} \mathscr{D}_{w_{i}}\left(P_{j} \circ \tau_{-\sigma_{k}}\right)=B_{k}^{2}\left(\mathscr{D}_{w_{i}}\left(P_{j}\right) \circ \tau_{-\sigma_{k}}\right)
$$

is, by construction, constant equal to $\delta_{i, j}$ on $\sigma_{k}+G^{*}$. It is also identically 0 on the other translates of $G^{*}$ contained in $\Sigma+G^{*}$. Therefore, we find that

$$
\mathscr{D}_{w_{i}}\left(Q_{j}\right)=\sum_{k=1}^{s}\left(2 B_{k} \mathscr{D}_{w_{i}}\left(B_{k}\right)\left(P_{j} \circ \tau_{-\sigma_{k}}\right)+B_{k}^{2} \mathscr{D}_{w_{i}}\left(P_{j} \circ \tau_{-\sigma_{k}}\right)\right)
$$

is constant equal to $\delta_{i, j}$ on $\Sigma+G^{*}$. This means simply $\mathscr{D}_{w_{i}}\left(Q_{j}\right) \equiv \delta_{i, j} \bmod J$, as required.

Lemma 8.16. Let $J$ be an ideal of $K[G]$. Assume that there exist elements $w_{1}, \ldots, w_{\ell}$ of $K^{d}$ and polynomials $Q_{1}, \ldots, Q_{\ell}$ in $J$ such that $\mathscr{D}_{w_{i}}\left(Q_{j}\right) \equiv \delta_{i, j} \bmod J$ for $i, j=1, \ldots, \ell$. Then, for any $\underline{\alpha}, \underline{\beta} \in \mathbb{N}^{\ell}$ with $|\underline{\beta}| \leq|\underline{\alpha}|$, we have, modulo $J$,

$$
\left(\mathscr{D}_{w_{1}}^{\beta_{1}} \cdots D_{w_{\ell}}^{\beta_{\ell}}\right)\left(P Q_{1}^{\alpha_{1}} \cdots Q_{\ell}^{\alpha_{\ell}}\right) \equiv \begin{cases}0 & \text { if } \underline{\beta} \neq \underline{\alpha}  \tag{8.17}\\ \alpha_{1}!\cdots \alpha_{\ell}!P & \text { if } \underline{\beta}=\underline{\alpha}\end{cases}
$$

Proof. We first observe that, for any derivation $\mathcal{D}$ of $K[G]$ and any integer $t \geq 2$, we have

$$
\mathscr{D}\left(J^{t}\right) \subseteq J^{t-1}
$$

By induction on $s$, this implies that, for any derivations $\mathscr{D}_{1}, \ldots, \mathscr{D}_{s}$ of $K[G]$ and any integer $t>s$, we have

$$
\left(\mathscr{D}_{1} \cdots \mathscr{D}_{s}\right)\left(J^{t}\right) \subseteq J^{t-s}
$$

Note also that the invariant derivations of $K[G]$ commute (see Exercise 8.6).
We are now ready to prove the lemma by induction on $|\underline{\beta}|$. If $|\underline{\beta}|=0$, the conclusion is clear. Assume that $|\beta|=t$ for some integer $t>0$ and that the lemma holds for differential operators of order $<t$. Choose an index $i$ such that $\beta_{i} \neq 0$. Then, for any $\underline{\alpha} \in \mathbb{N}^{\ell}$ with $|\underline{\alpha}| \geq t$, we find, modulo $J^{t}$,

$$
\mathcal{D}_{w_{i}}\left(P Q_{1}^{\alpha_{1}} \cdots Q_{\ell}^{\alpha_{\ell}}\right) \equiv \begin{cases}0 & \text { if } \alpha_{i}=0 \\ \alpha_{i} P Q_{1}^{\alpha_{1}} \cdots Q_{i}^{\alpha_{i}-1} \cdots Q_{\ell}^{\alpha_{\ell}} & \text { if } \alpha_{i} \geq 1\end{cases}
$$

Applying $\mathscr{D}_{w_{1}}^{\beta_{1}} \cdots \mathscr{D}_{w_{i}}^{\beta_{i}-1} \cdots \mathscr{D}_{w_{\ell}}^{\beta_{\ell}}$ on both sides of this congruence and using the previous observations, we deduce that the left hand side of (8.17) is congruent to 0 modulo $J$ if $\alpha_{i}=0$ and that it is congruent to

$$
\alpha_{i}\left(\mathscr{D}_{w_{1}}^{\beta_{1}} \cdots D_{w_{i}}^{\beta_{i}-1} \cdots \mathscr{D}_{w_{\ell}}^{\beta_{\ell}}\right)\left(P Q_{1}^{\alpha_{1}} \cdots Q_{i}^{\alpha_{i}-1} \cdots Q_{\ell}^{\alpha_{\ell}}\right)
$$

modulo $J$ if $\alpha_{i} \geq 1$. The conclusion then follows from the induction hypothesis.

### 8.3.3 Wüstholz' Lemma

We now prove the following special case of Wüstholz' lemma (see [Wü 1989]):
Theorem 8.18. Let $\mathfrak{A}$ be an ideal of $K[G]$ and let $\mathfrak{W}$ be a subspace of $K^{d}$. Assume that there exist a subset $\Sigma$ of $G$, an algebraic subgroup $G^{*}$ of $G$, and an integer $S_{0} \geq 0$ such that each element $Q$ of $\mathfrak{A}$ vanishes to order $>S_{0}$ at each point of $\Sigma+G^{*}$ with respect to $\mathcal{W}$. Assume moreover that $\Sigma+G^{*}$ is a finite union of translates of $G^{*}$ and that the set of zeros of $\mathfrak{A}$ in $G$ has the same dimension as $G^{*}$. Then, for any $\left(D_{0}, \underline{D}\right) \in \mathbb{N} \times \mathbb{N}^{d_{1}}$, we have

$$
\begin{equation*}
\mathscr{H}\left(\mathfrak{A} ; D_{0}, \underline{D}\right) \geq\binom{ S_{0}+\ell_{0}^{\prime}}{\ell_{0}^{\prime}} \mathscr{H}\left(\Sigma+G^{*} ; D_{0}, \underline{D}\right) \tag{8.19}
\end{equation*}
$$

where $\ell_{0}^{\prime}=\operatorname{dim}_{K}\left(\left(\mathcal{W}+T_{e}\left(G^{*}\right)\right) / T_{e}\left(G^{*}\right)\right)$.
Note that the condition that the zero set of $\mathfrak{A}$ have the same dimension as $G^{*}$ is satisfied when this zero set is a union of translates of $G^{*}$. In general, the hypotheses of the theorem imply that $\Sigma+G^{*}$ is a union of irreducible components of this zero set.

Proof. For simplicity, put $\ell=\ell_{0}^{\prime}$ and $J=I\left(\Sigma+G^{*}\right)$. By Lemma 8.15, there exist elements $w_{1}, \ldots, w_{\ell}$ of $\mathcal{W}$ and polynomials $Q_{1}, \ldots, Q_{\ell} \in J$ such that $\mathscr{D}_{w_{i}}\left(Q_{j}\right) \equiv \delta_{i, j} \bmod J$ for $i, j=1, \ldots, \ell$. Choose an upper bound $\left(C_{0}, \underline{C}\right) \in \mathbb{N} \times \mathbb{N}^{d_{1}}$ for the multidegrees of $Q_{1}, \ldots, Q_{\ell}$, and put $\left(T_{0}, \underline{T}\right)=S_{0}\left(C_{0}, \underline{C}\right)$. We will show that, for each $\left(D_{0}, \underline{D}\right) \in \mathbb{N} \times \mathbb{N}^{d_{1}}$, we have

$$
\begin{equation*}
H\left(\mathfrak{A} ; D_{0}+T_{0}, \underline{D}+\underline{T}\right) \geq\binom{ S_{0}+\ell}{\ell} H\left(J ; D_{0}, \underline{D}\right) . \tag{8.20}
\end{equation*}
$$

Since, for large values of $D_{0}, \ldots, D_{d_{1}}$, the functions $H\left(\mathfrak{A} ; D_{0}+T_{0}, \underline{D}+\underline{T}\right)$ and $H\left(\mathfrak{A} ; D_{0}, \underline{D}\right)$ coincide with polynomials in $D_{0}, \ldots, D_{d_{1}}$ with the same homogeneous part of largest degree, this will imply (8.19) independently of the choice of ( $D_{0}, \underline{D}$ ).

Fix $\left(D_{0}, \underline{D}\right) \in \mathbb{N} \times \mathbb{N}^{d_{1}}$ and choose a subspace $E$ of $K[G]_{\leq\left(D_{0}, \underline{D}\right)}$ of maximal dimension such that $E \cap J=0$. By definition, the dimension of $E$ is $N=$ $H\left(J, D_{0}, \underline{D}\right)$. Let $\left\{P_{1}, \ldots, P_{N}\right\}$ be a basis of $E$. We claim that the products

$$
P_{i} Q_{1}^{\alpha_{1}} \cdots Q_{\ell}^{\alpha_{\ell}}
$$

with $1 \leq i \leq N, \underline{\alpha} \in \mathbb{N}^{\ell}$ and $|\underline{\alpha}| \leq S_{0}$ are linearly independent modulo $\mathfrak{A}$. Since these polynomials have multidegree $\leq\left(D_{0}+T_{0}, \underline{D}+\underline{T}\right)$ and since their number is $\binom{S_{0}+\ell}{\ell} N$, this will imply (8.20).

Assume on the contrary that there exist elements $P_{\underline{\alpha}}$ of $E$, not all zero, such that

$$
\sum_{|\underline{\alpha}| \leq S_{0}} P_{\underline{\alpha}} Q_{1}^{\alpha_{1}} \cdots Q_{\ell}^{\alpha_{\ell}} \in \mathfrak{A} .
$$

Among the $\ell$-tuples $\underline{\alpha}$ with $P_{\underline{\alpha}} \neq 0$, choose one, say $\underline{\beta}$, of minimal length $|\underline{\beta}|$. Since $|\underline{\beta}| \leq S_{0}$, the hypothesis of the theorem gives

$$
\left(\mathscr{D}_{w_{1}}^{\beta_{1}} \cdots \mathscr{D}_{w_{\ell}}^{\beta_{\ell}}\right)\left(\sum_{|\underline{\alpha}| \leq S_{0}} P_{\underline{\alpha}} Q_{1}^{\alpha_{1}} \cdots Q_{\ell}^{\alpha_{\ell}}\right) \in J .
$$

By Lemma 8.16, this is impossible since the above polynomial is congruent to $\beta_{1}!\cdots \beta_{\ell}!P_{\beta}$ modulo $J$. The proof is complete.

### 8.4 Proof of the Main Result

### 8.4.1 Case where $\boldsymbol{G}^{-}=\{e\}$

In the case where $G^{-}=\{e\}$, the hypotheses of Theorem 8.1 are that $P \notin I\left(G^{+}\right)$and that $P$ vanishes to order $>\left(d^{+}\right) S_{0}$ along $\mathcal{W}$ at each point of $\Sigma\left[d^{+}\right]$.

Let $I_{1}$ be the ideal of $K[G]$ generated by $I\left(G^{+}\right)$and $P$. For each integer $r \geq 2$, define also $I_{r}$ to be the ideal of $K[G]$ generated by $I\left(G^{+}\right)$and the polynomials

$$
\mathscr{D}_{w_{1}} \cdots \mathscr{D}_{w_{t}}\left(P \circ \tau_{\gamma}\right)=\left(\mathscr{D}_{w_{1}} \cdots \mathscr{D}_{w_{t}} P\right) \circ \tau_{\gamma}
$$

where $\gamma \in \Sigma[r-1], 0 \leq t \leq(r-1) S_{0}$ and $w_{1}, \ldots, w_{t} \in \mathcal{W}$. By construction, these ideals form an increasing sequence

$$
I\left(G^{+}\right) \subseteq I_{1} \subseteq I_{2} \subseteq \cdots \subseteq I_{1+d^{+}} \subseteq \cdots
$$

Let $X_{r}$ be the set of zeros of $I_{r}$ in $G$ for $r=1,2, \ldots$ These algebraic subsets of $G$ form in turn a decreasing sequence

$$
G^{+} \supseteq X_{1} \supseteq \cdots \supseteq X_{1+d^{+}} \supseteq \cdots
$$

By hypothesis, $X_{1}$ is a proper algebraic subset of $G^{+}$and we have $e \in X_{1+d^{+}}$. This means $\operatorname{dim}\left(X_{1+d^{+}}\right) \geq 0$ and $\operatorname{dim}\left(X_{1}\right)<d^{+}$. Therefore, there is an index $r$ with $1 \leq r \leq d^{+}$such that $X_{r}$ and $X_{r+1}$ have the same dimension. Let $V$ be a common irreducible component of $X_{r}$ and $X_{r+1}$ of this dimension. As in the proof of Theorem 5.1, we consider the sets

$$
E=\left\{g \in G ; g+V \subseteq X_{r}\right\} \quad \text { and } \quad G^{*}=\{g \in G ; g+V=V\}
$$

The same reasoning as in $\S 5.4$ shows that $G^{*}$ is an algebraic subgroup of $G$ and that $E$ is a finite union of translates of $G^{*}$. Moreover $G^{*}$ is a proper algebraic subgroup of $G^{+}$because $V \subseteq X_{r} \subset G^{+}$. Since

$$
E=\bigcap_{v \in V}\left(-v+X_{r}\right),
$$

we may also describe $E$ as the set of zeros in $G$ of the ideal $\mathfrak{A}$ generated by $I\left(G^{+}\right)$ and the polynomials $Q \circ \tau_{v}$ with $Q \in I_{r}$ and $v \in V$. Since $V \subset G^{+}$, the ideal $\mathfrak{A}$ is also generated by $I\left(G^{+}\right)$and the family $\mathcal{F}$ consisting of all polynomials of the form

$$
\left(\mathscr{D}_{w_{1}} \cdots \mathscr{D}_{w_{t}} P\right) \circ \tau_{\gamma+v}
$$

with $\gamma \in \Sigma[r-1], v \in V, 0 \leq t \leq(r-1) S_{0}$ and $w_{1}, \ldots, w_{t} \in \mathcal{W}$. The polynomials of this family having multidegree $\leq\left(D_{0}, \underline{D}\right)$, Theorem 8.8 gives

$$
\begin{equation*}
\mathscr{H}\left(\mathfrak{A} ; D_{0}, \underline{D}\right) \leq \mathscr{H}\left(G^{+} ; D_{0}, \underline{D}\right) . \tag{8.21}
\end{equation*}
$$

We claim that each element $Q$ of $\mathfrak{A}$ vanishes to order $>S_{0}$ at each point of $\Sigma+G^{*}$ with respect to $\mathcal{W}$.

It suffices to prove this claim for a set of generators of $\mathfrak{A}$, namely for $Q \in I\left(G^{+}\right)$ and $Q \in \mathcal{F}$. Since $\mathcal{W} \subseteq T_{e}\left(G^{+}\right)$, we have $\mathscr{D}_{w}(Q) \in I\left(G^{+}\right)$for each $w \in \mathcal{W}$ and each $Q \in I\left(G^{+}\right)$. Thus, for any $w_{1}, \ldots, w_{s} \in \mathcal{W}$ and any $Q \in I\left(G^{+}\right)$, the polynomial $\mathscr{D}_{w_{1}} \cdots \mathscr{D}_{w_{s}} Q$ vanishes identically on $G^{+}$. Since $\Sigma+G^{*}$ is contained in $G^{+}$, this proves the claim when $Q \in I\left(G^{+}\right)$. For the elements of $\mathcal{F}$, the claim amounts to showing that $P$ vanishes to order $>r S_{0}$ with respect to $\mathcal{W}$ at each point of $v+\gamma+\Sigma+G^{*}$, for any $v \in V$ and any $\gamma \in \Sigma[r-1]$. Fix such a choice of $v$ and $\gamma$. Since $V$ is a component of $X_{r+1}$, the definition of $I_{r+1}$ shows that $P$ vanishes to order $>r S_{0}$ with respect to $\mathcal{W}$ on each translate of $V$ by an element of $\Sigma[r]$. Since $v+G^{*} \subseteq V$ and $\gamma+\Sigma \subseteq \Sigma[r]$, this implies in particular that $P$ vanishes to order $>r S_{0}$ with respect to $\mathcal{W}$ on $\gamma+v+\Sigma+G^{*}$.

Recall that the set $E$ of zeros of $\mathfrak{A}$ in $G$ is a finite union of translates of $G^{*}$. By Theorem 8.18, this fact together with the above claim imply

$$
\mathscr{H}\left(\mathfrak{A} ; D_{0}, \underline{D}\right) \geq\binom{ S_{0}+\ell_{0}^{\prime}}{\ell_{0}^{\prime}} \mathscr{H}\left(\Sigma+G^{*} ; D_{0}, \underline{D}\right),
$$

where

$$
\ell_{0}^{\prime}=\operatorname{dim}_{K}\left(\frac{\mathcal{W}+T_{e}\left(G^{*}\right)}{T_{e}\left(G^{*}\right)}\right) .
$$

By Lemma 5.10, we also have

$$
\mathscr{H}\left(\Sigma+G^{*} ; D_{0}, \underline{D}\right)=\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \mathscr{H}\left(G^{*} ; D_{0}, \underline{D}\right)
$$

Combining (8.21) with the above two relations gives

$$
\binom{S_{0}+\ell_{0}^{\prime}}{\ell_{0}^{\prime}} \operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \mathscr{H}\left(G^{*} ; D_{0}, \underline{D}\right) \leq \mathscr{H}\left(G^{+} ; D_{0}, \underline{D}\right) .
$$

The argument at the end of § 5.4 shows that this inequality stays valid if $G^{*}$ is replaced by its neutral component $G_{0}^{*}$. Moreover, Lemma 8.13 shows that $G^{*}$ and $G_{0}^{*}$ have the same tangent space at the identity. So, in the formula for $\ell_{0}^{\prime}$, we may as well replace $G^{*}$ by $G_{0}^{*}$ : this does not affect the value of this expression. The last assertion of the theorem is also verified since $G_{0}^{*}$ is an irreducible component of $E$, since $E$ is the set of zeros of $\mathcal{F}$ in $G^{+}$, and since the elements of $\mathcal{F}$ have multidegree $\leq\left(D_{0}, \underline{D}\right)$.

### 8.4.2 General Case

Define

$$
\Sigma^{\prime}=\bigcup_{\gamma \in \Sigma} \gamma+G^{-} .
$$

By hypothesis, the polynomial $P$ vanishes to order $>\left(d^{+}\right) S_{0}$ with respect to $\mathcal{W}$ at each point of $\Sigma^{\prime}\left[d^{+}\right]$. By virtue of the special case of Theorem 8.1 established above, there exists a proper connected algebraic subgroup $G^{*}$ of $G^{+}$such that $\Sigma^{\prime}$ is contained in a finite union of translates of $G^{*}$ and such that

$$
\binom{S_{0}+\ell_{0}^{\prime}}{\ell_{0}^{\prime}} \operatorname{Card}\left(\frac{\Sigma^{\prime}+G^{*}}{G^{*}}\right) \mathscr{H}\left(G^{*} ; D_{0}, \underline{D}\right) \leq \mathscr{H}\left(G^{+} ; D_{0}, \underline{D}\right),
$$

where $\ell_{0}^{\prime}=\operatorname{dim}_{K}\left(\left(\mathcal{W}+T_{e}\left(G^{*}\right)\right) / T_{e}\left(G^{*}\right)\right)$. We may also assume that $G^{*}$ is incompletely defined in $G^{+}$by polynomials of multidegree $\leq\left(D_{0}, \underline{D}\right)$. Since $e \in \Sigma$, we have $G^{-} \subseteq \Sigma^{\prime}$ and therefore $G^{-}$is contained in a finite union of translates of $G^{*}$. Since these translates are disjoint algebraic subsets of $G$ and since $G^{-}$is connected, this implies $G^{-} \subseteq G^{*}$. We deduce $\left(\Sigma^{\prime}+G^{*}\right) / G^{*}=\left(\Sigma+G^{*}\right) / G^{*}$ and the proof is complete.

## Exercises

Exercise 8.1. Let $G=\mathbb{G}_{\mathrm{a}} \times \mathbb{G}_{\mathrm{m}}=K \times K^{\times}$, and let $(\beta, \alpha) \in G$. Assume that $\beta$ is nonzero and that $\alpha$ is not a root of unity. Fix two positive integers $S_{0}$ and $S_{1}$. Denote by $\boldsymbol{W}$ the subspace of $T_{e}(G)=K^{2}$ generated by the vector $w=(1,1)$, and consider the subset $\Sigma$ of $G$ given by

$$
\Sigma=\left\{\left(s \beta, \alpha^{s}\right) ; s \in \mathbb{Z}^{2},|s| \leq S_{1}\right\} .
$$

Suppose that, for some positive integers $D_{0}, D_{1}$, there exists a nonzero polynomial $P \in$ $K[G]=K\left[X, Y, Y^{-1}\right]$ of bidegree $\leq\left(D_{0}, D_{1}\right)$ which vanishes to order $>2 S_{0}$ at each point of $\Sigma$ [2]. Show that this implies $4 D_{0} D_{1} \geq\left(S_{0}+1\right)\left(2 S_{1}+1\right)$. Conversely, find a condition on $D_{0}$ and $D_{1}$ which ensures the existence of such a polynomial.

Exercise 8.2. Produce alternative proofs for Theorem 4.1, either with an auxiliary function (like in Chapter 4), but without Schwarz lemma (Proposition 4.6), or else with an interpolation determinant.

Hint. Use Theorem 8.1 for the subspace $\mathcal{W}$ of $K^{d}$ generated by $w_{1}, \ldots, w_{n}$, with $d_{0}=n$, where the coordinates in $K^{d}$ of $w_{1}, \ldots, w_{n}$ are given by the rows of the $n \times d$ matrix

$$
\left(\begin{array}{llll}
I_{n} & x_{1} & \cdots & x_{d_{1}}
\end{array}\right)
$$

where $I_{n}$ is the $n \times n$ identity matrix.

Exercise 8.3. Let $k[\underline{X}]=K\left[\underline{X}^{(1)}, \ldots, \underline{X}^{(k)}\right]$, as in $\S$ 8.2.2. Show that if $I, J$ are proper ideals of $k[\underline{X}]$ of the same rank with $I \subseteq J$, then

$$
\mathscr{H}(J ; \underline{D}) \leq \mathscr{H}(I ; \underline{D})
$$

for any $\underline{D} \in \mathbb{N}^{k}$.

The next two exercises provide a proof of Proposition 8.3. Again we assume

$$
K[\underline{X}]=K\left[\underline{X}^{(1)}, \ldots, \underline{X}^{(k)}\right],
$$

as in § 8.2.2.
Exercise 8.4. Let $I$ be a proper ideal of rank $r$ of $K[\underline{X}]$ and let $I=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{s}$ be an irredundant primary decomposition of $I$.
(a) Show that, for each $\underline{D} \in \mathbb{N}^{k}$, there is an injective $K$-linear map

$$
\left(K[\underline{X}]_{\leq \underline{D}}+I\right) / I \longrightarrow \prod_{i=1}^{s}\left(\left(K[\underline{X}]_{\leq \underline{D}}+\mathfrak{q}_{i}\right) / \mathfrak{q}_{i}\right)
$$

(b) Suppose that $\mathfrak{q}_{i}$ has rank $r$ for $i=1, \ldots, t$ and rank $>r$ for $i=t+1, \ldots, s$. Deduce that we have

$$
\mathscr{H}(I ; \underline{D}) \leq \sum_{i=1}^{t} \mathscr{H}\left(\mathfrak{q}_{i} ; \underline{D}\right)
$$

for any $\underline{D} \in \mathbb{N}^{k}$.

Exercise 8.5. Let the notation be as in Exercise 8.4.b. For each $i=1, \ldots, t$, denote by $\mathfrak{p}_{i}$ the radical of $\mathfrak{q}_{i}$ and choose a polynomial $P_{i}$ such that

$$
P_{i} \in \bigcap_{j \neq i} \mathfrak{q}_{j} \quad \text { and } \quad P_{i} \notin \mathfrak{p}_{i}
$$

Choose also $\underline{C} \in \mathbb{N}^{k}$ such that $P_{i} \in K[\underline{X}]_{\leq \underline{C}}$ for $i=1, \ldots, t$.
(a) Show that, for any $\underline{D} \in \mathbb{N}^{k}$, there is an injective $K$-linear map

$$
\begin{array}{rll}
\prod_{i=1}^{t}\left(\left(K[\underline{X}]_{\leq \underline{D}}+\mathfrak{q}_{i}\right) / \mathfrak{q}_{i}\right) & \longrightarrow & \left(K[\underline{X}]_{\leq(\underline{D}+\underline{C})}+I\right) / I \\
\left(A_{i}+\mathfrak{q}_{i}\right)_{1 \leq i \leq t} & \longmapsto & \left(\sum_{i=1}^{t} A_{i} P_{i}\right)+I
\end{array}
$$

(b) Deduce that we have

$$
\sum_{i=1}^{t} \mathscr{H}\left(\mathfrak{q}_{i} ; \underline{D}\right) \leq \mathscr{H}(I ; \underline{D})
$$

for any $\underline{D} \in \mathbb{N}^{k}$.

Exercise 8.6. Let $\mathscr{D}_{1}$ and $\mathscr{D}_{2}$ be invariant derivations of $K[G]$. Show that, for any $P \in K[G]$, we have $\mathscr{D}_{1} \mathscr{D}_{2} P=\mathscr{D}_{2} \mathscr{D}_{1} P$. This property is expressed by saying that the invariant derivations of $K[G]$ commute.

Exercise 8.7. Show that the map $G^{*} \mapsto T_{e}\left(G^{*}\right)$ establishes a bijection between the connected algebraic subgroups of $G=\mathbb{G}_{\mathrm{a}}^{d_{0}} \times \mathbb{G}_{\mathrm{m}}^{d_{1}}$ and the subspaces of $T_{e}(G)=K^{d_{0}} \times K^{d_{1}}$ of the form $\mathcal{V} \times L$ where $\mathcal{V}$ is a subspace of $K^{d_{0}}$ and $L$ a subspace of $K^{d_{1}}$ defined over $\mathbb{Q}$.

Exercise 8.8. Let $G^{+}$be an algebraic subgroup of $G=\mathbb{G}_{\mathrm{a}}^{d_{0}} \times \mathbb{G}_{\mathrm{m}}^{d_{1}}$, let $G^{*}$ be a connected algebraic subgroup of $G^{+}$, and let $\left(D_{0}, \underline{D}\right) \in \mathbb{N} \times \mathbb{N}^{d_{1}}$. Show that the following three conditions are equivalent:
(i) $G^{*}$ is incompletely defined in $G^{+}$by polynomials of multidegree $\leq\left(D_{0}, \underline{D}\right)$;
(ii) if we write $G^{+}=\mathcal{V}^{+} \times \boldsymbol{T}_{\Phi^{+}}$, then there exist a subspace $\mathcal{V}$ of $\mathcal{V}^{+}$and a subgroup $\Phi$ of $\mathbb{Z}^{d_{1}}$ generated by $\Phi^{+}$and by elements of $\mathbb{Z}^{d_{1}}[\underline{D}]$ such that $G^{*}$ is of finite index in $\mathcal{V} \times \boldsymbol{T}_{\Phi}$;
(iii) if we write $T_{e}\left(G^{+}\right)=\mathcal{V}^{+} \times L^{+}$, then $T_{e}\left(G^{*}\right)$ has the form $\mathcal{V}^{*} \times L^{*}$ where $\mathcal{V}^{*}$ is a subspace of $\mathcal{V}^{+}$and where $L^{*}$ is the intersection of $L^{+}$with a subspace of $K^{d_{1}}$ defined by linear forms $\varphi_{1} Y_{1}+\cdots+\varphi_{d_{1}} Y_{d_{1}}$ with $\left(\varphi_{1}, \ldots, \varphi_{d_{1}}\right) \in \mathbb{Z}^{d_{1}}[\underline{D}]$.

Hint. To prove that (i) implies (ii), write $G^{*}=\mathcal{V} \times \boldsymbol{T}_{\Phi^{*}}$, and define $\Phi$ to be the subgroup of $\Phi^{*}$ generated by $\Phi^{+}$and $\Phi^{*} \cap \mathbb{Z}^{d_{1}}[\underline{D}]$. Then show that $\mathcal{V} \times \boldsymbol{T}_{\Phi}$ is contained both in $G^{+}$and in the zero set of any polynomial $P \in K[G]_{\leq\left(D_{0}, \underline{D}\right)}$ which vanishes identically on $G^{*}$.

## 9. Refined Measures

The purpose of this chapter is twofold. On one hand we prove Baker's nonhomogeneous Theorem 1.6. This is the second proof (§ 9.1) of the transcendence result, after the proof given in Chap. 4. Another proof (akin to Baker's own argument) will be given in Chap. 10.

On the other hand we give a sharp measure for linear independence of logarithms, both in the homogeneous and in the general case. It is a remarkable fact that the same type of argument which enables one to deal with nonhomogeneous forms also yields refined estimates, even in the homogeneous situation with $\beta_{0}=0$.

Dealing with two logarithms, A. O. Gel'fond [G 1952] was using functions of a single variable, and he could not reach a dependence on the maximal height $B$ of the coefficients $\beta_{i}$ better than $\exp \left\{-C(\log B)^{2}\right\}$. In the present state of the theory, in order to achieve the best possible dependence in $B$, namely $B^{-C}=\exp \{-C \log B\}$, it is necessary to use functions of several variables ( $m$ variables when dealing with $m$ logarithms), together with Fel'dman's Delta polynomials.

Here is the main result of this chapter.
Theorem 9.1. For each $m \geq 1$ there exists a positive number $C(m)$ with the following property. Let $\lambda_{1}, \ldots, \lambda_{m}$ be $\mathbb{Q}$-linearly independent logarithms of algebraic numbers; define $\alpha_{j}=\exp \left(\lambda_{j}\right) \quad(1 \leq j \leq m)$. Let $\beta_{0}, \ldots, \beta_{m}$ be algebraic numbers, not all of which are zero. Denote by $D$ the degree of the number field $\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{0}, \ldots, \beta_{m}\right)$ over $\mathbb{Q}$. Further, let $B, E, E^{*}$ be positive real numbers, each $\geq e$ and let $A_{1}, \ldots, A_{m}$ be positive real numbers. Assume

$$
\begin{gathered}
\log A_{j} \geq \max \left\{\mathrm{h}\left(\alpha_{j}\right), \frac{E\left|\lambda_{j}\right|}{D}, \frac{\log E}{D}\right\} \quad(1 \leq j \leq m), \\
\log E^{*} \geq \max \left\{\frac{1}{D} \log E, \log \left(\frac{D}{\log E}\right)\right\}
\end{gathered}
$$

and $B \geq E^{*}$. Further, assume either
(i) (general case)

$$
B \geq \max _{1 \leq i \leq m} \frac{D \log A_{i}}{\log E} \quad \text { and } \quad \log B \geq \max _{0 \leq i \leq m} \mathrm{~h}\left(\beta_{i}\right)
$$

or
(ii) (homogeneous rational case)

$$
\beta_{0}=0, \quad \beta_{i}=b_{i} \in \mathbb{Z} \quad(1 \leq i \leq m), \quad b_{m} \neq 0
$$

and

$$
B \geq \max _{1 \leq j \leq m-1}\left(\frac{\left|b_{m}\right|}{\log A_{j}}+\frac{\left|b_{j}\right|}{\log A_{m}}\right) \cdot \frac{\log E}{D}
$$

Then the number

$$
\Lambda=\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m}
$$

is nonzero and has absolute value bounded from below by

$$
|\Lambda|>\exp \left\{-C(m) D^{m+2}(\log B)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)\left(\log E^{*}\right)(\log E)^{-m-1}\right\}
$$

Apart from the exact value of $C(m)$, this estimate includes all known results on this topic (we postpone a discussion of this issue to $\S 10.4$ ).

In § 9.2 we give a sketch of proof of Theorem 9.1, and establish several auxiliary results. This proof involves interpolation determinants with one derivative. Another proof of Theorem 9.1 will be given in Chap. 10, by means of Baker's method.

In $\S 9.3$ we compute an admissible value for $C(m)$ : the conclusion of Theorem 9.1 holds with

$$
C(m)=2^{26 m} m^{3 m}
$$

Corollaries and comments on Theorem 9.1 are given in $\S 9.4$.

### 9.1 Second Proof of Baker's Nonhomogeneous Theorem

We gave a first proof of Baker's Theorem 1.6 in Chap. 4. The method was an extension of Gel'fond's solution to Hilbert's seventh problem. Here is an extension of Schneider's solution to the same problem.

### 9.1.1 Idea of the Proof

Let $\beta_{0}, \beta_{1}, \ldots, \beta_{m-1}$ be complex numbers with $\beta_{0} \neq 0$. Assume that the $m$ numbers $1, \beta_{1}, \ldots, \beta_{m-1}$ are $\mathbb{Q}$-linearly independent. Further let $\lambda_{1}, \ldots, \lambda_{m}$ be $\mathbb{Q}$-linearly independent complex numbers with

$$
\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m-1} \lambda_{m-1}-\lambda_{m}=0
$$

Define $\alpha_{j}=\exp \left(\lambda_{j}\right)(1 \leq j \leq m)$. By Lemma 1.7 (with $k=\mathbb{Q}, K=\overline{\mathbb{Q}}, \mathcal{E}=\mathbb{C}$, while $\mathcal{M}$ is the $\mathbb{Q}$-vector space spanned by 1 and $\mathcal{L}$ ), Baker's Theorem will be proved if we show that one at least of the numbers in the set

$$
\left\{\theta_{1}, \ldots, \theta_{2 m}\right\}=\left\{\alpha_{1}, \ldots, \alpha_{m}, \beta_{0}, \beta_{1}, \ldots, \beta_{m-1}\right\}
$$

is transcendental.
We consider $m+1$ functions

$$
z_{0}, z_{1}, \ldots, z_{m-1}, \exp \left\{z_{0}+\lambda_{1} z_{1}+\cdots+\lambda_{m-1} z_{m-1}\right\}
$$

of $m$ variables $z_{0}, \ldots, z_{m-1}$. In the tangent space $T_{e}(G)$ of the algebraic group $G=\mathbb{G}_{\mathrm{a}}^{m} \times \mathbb{G}_{\mathrm{m}}$, these functions are the restrictions of

$$
z_{0}, z_{1}, \ldots, z_{m-1}, e^{z_{m}}
$$

to the hyperplane

$$
z_{0}+\lambda_{1} z_{1}+\cdots+\lambda_{m-1} z_{m-1}=z_{m}
$$

We shall take the values of these functions (and of monomials in these functions) at the $m$ points in $\mathbb{C}^{m}$ :

$$
(0,1,0, \ldots, 0),(0,0,1, \ldots, 0), \ldots,(0,0, \ldots, 1) \quad \text { and } \quad\left(\beta_{0}, \beta_{1}, \ldots, \beta_{m-1}\right)
$$

We notice that the values of the function $\exp \left\{z_{0}+\lambda_{1} z_{1}+\cdots+\lambda_{m-1} z_{m-1}\right\}$ at these $m$ points are respectively

$$
\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m-1}, \alpha_{m}
$$

We shall also introduce linear combinations of these points: for $\underline{s}=\left(s_{1}, \ldots, s_{m}\right) \in \mathbb{Z}^{m}$ we denote by $\underline{\xi}_{\underline{s}}$ the point in $\mathbb{C}^{m}$ of coordinates

$$
\left(s_{m} \beta_{0}, s_{1}+s_{m} \beta_{1}, \ldots, s_{m-1}+s_{m} \beta_{m-1}\right)
$$

It is necessary to use somewhere the fact that each of these functions satisfies a partial differential equation with respect to the differential operator $\partial / \partial z_{0}$ with coefficients in the ring $\mathbb{Z}\left[\theta_{1}, \ldots, \theta_{2 m}\right]$. If this information were not used, one could multiply the variable $z_{0}$ by a transcendental constant, and the assumption that $\beta_{0}$ is in the set $\left\{\theta_{1}, \ldots, \theta_{2 m}\right\}$ would not be used !

For $(\underline{\tau}, t)=\left(\tau_{0}, \ldots, \tau_{m-1}, t\right) \in \mathbb{N}^{m} \times \mathbb{Z}$ and $\underline{z}=\left(z_{0}, \ldots, z_{m-1}\right) \in \mathbb{C}^{m}$, define

$$
f_{\underline{\tau} t}(\underline{z})=\underline{z^{\underline{\tau}}} \exp \left\{t\left(z_{0}+\lambda_{1} z_{1}+\cdots+\lambda_{m-1} z_{m-1}\right)\right\} .
$$

Then

$$
\begin{aligned}
& \left(\frac{\partial}{\partial z_{0}}\right)^{\sigma} f_{\underline{\underline{\tau} t}}(\underline{z})= \\
& \quad \sum_{\kappa=0}^{\min \left\{\tau_{0}, \sigma\right\}} \frac{\sigma!}{\kappa!(\sigma-\kappa)!} \cdot \frac{\tau_{0}!}{\left(\tau_{0}-\kappa\right)!} t^{\sigma-\kappa} z_{0}^{\tau_{0}-\kappa} z_{1}^{\tau_{1}} \cdots z_{m-1}^{\tau_{m-1}} e^{t\left(z_{0}+\lambda_{1} z_{1}+\cdots+\lambda_{m-1} z_{m-1}\right)} .
\end{aligned}
$$

Hence, for $\underline{\tau} \in \mathbb{N}^{m}, t \in \mathbb{Z}, \underline{s} \in \mathbb{Z}^{m}$ and $\sigma \in \mathbb{N}$, we have

$$
\begin{aligned}
& \left(\frac{\partial}{\partial z_{0}}\right)^{\sigma} f_{\underline{\tau} t}\left(\underline{\underline{\xi}}_{\underline{s}}\right)= \\
& \quad \sum_{\kappa=0}^{\min \left\{\tau_{0}, \sigma\right\}} \frac{\sigma!}{\kappa!(\sigma-\kappa)!} \cdot \frac{\tau_{0}!}{\left(\tau_{0}-\kappa\right)!} t^{\sigma-\kappa}\left(s_{m} \beta_{0}\right)^{\tau_{0}-\kappa} \prod_{i=1}^{m-1}\left(s_{i}+s_{m} \beta_{i}\right)^{\tau_{i}} \cdot \prod_{j=1}^{m} \alpha_{j}^{t s_{j}} .
\end{aligned}
$$

These numbers are all in the ring $\mathbb{Z}\left[\theta_{1}, \ldots, \theta_{2 m}\right]$. The sketch of proof is now clear: we consider a matrix $\boldsymbol{M}$ whose entries are among these numbers. Using a zero estimate, we show that $\boldsymbol{M}$ has maximal rank. We select a nonzero determinant of maximal size. We estimate from above the absolute value of this interpolation determinant, using analytic means (Schwarz' lemma). Finally we choose the parameters in such a way that the assumptions of Lemma 2.1 are satisfied.

We start with the analytic upper bound (§ 9.1.2), next we deal with the multiplicity estimate (§ 9.1.3) and then we complete the proof of Theorem 1.6 (§ 9.1.4).

### 9.1.2 Interpolation Determinants with Derivatives

We extend Lemma 6.4 by introducing multiplicities.
Lemma 9.2. Let L be a positive integer. Let $f_{1}, \ldots, f_{L}$ be entire functions in $\mathbb{C}^{n}$. For $1 \leq \mu \leq L$, let $\underline{\zeta}_{\mu}$ be an element of $\mathbb{C}^{n}, \sigma_{\mu}$ a nonnegative integer and $\mathscr{D}^{(\mu)} a$ derivative operator of order $\sigma_{\mu}$. The function of one variable

$$
\Psi(z)=\operatorname{det}\left(\mathscr{D}^{(\mu)} f_{\lambda}\left(z \underline{\zeta}_{\mu}\right)\right)_{1 \leq \lambda, \mu \leq L}
$$

has a zero at the origin of multiplicity

$$
\geq \Theta_{n}(L)-\sigma_{1}-\cdots-\sigma_{L}
$$

Proof. By multilinearity we may assume $f_{\lambda}(\underline{z})=\underline{z}^{\underline{\kappa}_{\lambda}}$ for some $\underline{\kappa}_{\lambda}=\left(\kappa_{\lambda 1}, \ldots, \kappa_{\lambda n}\right) \in$ $\mathbb{N}^{n}(1 \leq \lambda \leq L)$.

By means of Leibniz formula for the derivative of a product, we deduce that for any $\mu=1, \ldots, L$, there exists a family $c_{\mu_{\underline{l}}}$ of complex numbers such that, for any $\underline{\kappa}=\left(\kappa_{1}, \ldots, \kappa_{n}\right) \in \mathbb{N}^{n}$,

$$
\mathscr{D}^{(\mu)} \underline{z}^{\underline{\kappa}}=\sum_{\underline{l}} c_{\mu \underline{l}}\binom{\underline{\kappa}}{\underline{\imath}} \underline{z}^{\underline{\kappa}-\underline{l}},
$$

where $\underline{\imath}$ ranges over the set of elements $\left(\iota_{1}, \ldots, \iota_{n}\right) \in \mathbb{N}^{n}$ such that

$$
\iota_{1}+\cdots+\iota_{n}=\sigma_{\mu}
$$

and where we agree that

$$
\binom{\underline{\kappa}}{\underline{l}}=\binom{\kappa_{1}}{\iota_{1}} \cdots\binom{\kappa_{n}}{\iota_{n}}
$$

vanishes if there is an index $i(1 \leq i \leq n)$ such that $\iota_{i}>\kappa_{i}$. Accordingly we have

$$
\Psi(z)=\sum_{l} c_{l_{-1}} \cdots c_{L_{L_{L}}} \Psi_{\iota}(z)
$$

where

$$
\Psi_{\iota}(z)=\operatorname{det}\left(\binom{\underline{\kappa}_{\lambda}}{\underline{\iota}_{\mu}}\left(z \underline{\zeta}_{\mu}{ }^{\underline{\kappa}_{\lambda}-\iota_{\mu}}\right)_{1 \leq \lambda, \mu \leq L}\right.
$$

and where $\iota$ runs over the set of $\left(\underline{\iota}_{1}, \ldots, \underline{\iota}_{L}\right) \in\left(\mathbb{N}^{n}\right)^{L}$ whose components $\underline{\iota}_{\mu}=$ $\left(\iota_{\mu 1}, \ldots, \iota_{\mu n}\right) \in \mathbb{N}^{n}$ satisfy

$$
\iota_{\mu 1}+\cdots+\iota_{\mu n}=\sigma_{\mu} \quad(1 \leq \mu \leq L)
$$

For each such $\iota$ we have

$$
\Psi_{\iota}(z) z^{\sigma_{1}+\cdots+\sigma_{L}}=z^{\left\|\underline{\kappa}_{1}\right\|+\cdots+\left\|\underline{\kappa}_{L}\right\|} \operatorname{det}\left(\binom{\underline{\boldsymbol{\kappa}}_{\lambda}}{\underline{\iota}_{\mu}} \underline{\zeta}_{\mu}^{\underline{\kappa}_{\lambda}-\underline{\iota}_{\mu}}\right)_{1 \leq \lambda, \mu \leq L}
$$

Notice that the right hand side vanishes as soon as there are two indices $\lambda^{\prime} \neq \lambda^{\prime \prime}$ with $\underline{\kappa}_{\lambda^{\prime}}=\underline{\kappa}_{\lambda^{\prime \prime}}$. Moreover this formula shows that the multiplicity at the origin of $\Psi_{\iota}$ is at least

$$
\left\|\underline{\boldsymbol{\kappa}}_{1}\right\|+\cdots+\left\|\underline{\boldsymbol{\kappa}}_{L}\right\|-\left(\sigma_{1}+\cdots+\sigma_{L}\right) .
$$

Lemma 9.2 now follows from the definition of $\Theta_{n}(L)$ (see § 6.1.2).

### 9.1.3 Multiplicity Estimate

For $P \in \mathbb{C}\left[X_{0}, \ldots, X_{m-1}, Y^{ \pm 1}\right]$, define $F \in \mathbb{C}\left[z, X_{0}, \ldots, X_{m-1}, Y^{ \pm 1}\right]$ by

$$
F(z)=P\left(z+X_{0}, X_{1}, \ldots, X_{m-1}, e^{z} Y\right)
$$

Then

$$
\frac{\partial}{\partial z} F(z)=(\mathscr{D} P)\left(z+X_{0}, X_{1}, \ldots, X_{m-1}, e^{z} Y\right)
$$

where $\mathscr{D}$ denotes the derivative operator

$$
\frac{\partial}{\partial X_{0}}+Y \frac{\partial}{\partial Y}
$$

on the ring of polynomials in the variables $X_{0}, \ldots, X_{m-1}, Y^{ \pm 1}$ with coefficients in the field $\mathbb{C}(z)$.

We use the multiplicity estimate of Chap. 8 in a special case: here, there is a single derivative and also a single multiplicative factor.

Let $K$ be an algebraically closed field of zero characteristic and $m \geq 1$ a positive integer. Again we denote by $\mathcal{D}$ the derivative operator $\left(\partial / \partial X_{0}\right)+Y(\partial / \partial Y)$ on the ring $K\left[X_{0}, \ldots, X_{m-1}, Y^{ \pm 1}\right]$. Let $\alpha_{1}, \ldots, \alpha_{m}$ be nonzero elements of $K$ and $\beta_{0}, \ldots, \beta_{m-1}$ be elements of $K$. For $\underline{s} \in \mathbb{Z}^{m}$, define

$$
\underline{\xi}_{\underline{s}}=\left(s_{m} \beta_{0}, s_{1}+s_{m} \beta_{1}, \ldots, s_{m-1}+s_{m} \beta_{m-1}\right) \in K^{m} .
$$

Proposition 9.3. Assume $\alpha_{1}, \ldots, \alpha_{m}$ generate a multiplicative subgroup of $K^{\times}$of rank $\geq m-1$. Assume further $1, \beta_{1}, \ldots, \beta_{m-1}$ are $\mathbb{Q}$-linearly independent and $\beta_{0} \neq 0$. Let $T_{0}, T_{1}, S_{0}$ and $S_{1}$ be positive integers satisfying the following conditions:

$$
S_{0}<4 T_{0} T_{1}, \quad 2 S_{1}<T_{0}
$$

and

$$
\begin{equation*}
2(m+1) T_{0}^{m} T_{1}<\left(S_{0}+1\right)\left(2 S_{1}+1\right)^{m} . \tag{9.4}
\end{equation*}
$$

For $\sigma \in \mathbb{N}, \underline{\tau} \in \mathbb{N}^{m}, t \in \mathbb{Z}$ and $\underline{s} \in \mathbb{Z}^{m}$, define $a_{\underline{\underline{t}}{ }^{(\sigma \underline{s})}}^{(\text {as }}$ the value, at the point

$$
(\underline{\xi} \underline{\underline{\xi}}, \underline{\alpha} \underline{s}) \in K^{m} \times K^{\times},
$$

of the polynomial

$$
\mathscr{D}^{\sigma}\left(X_{0}^{\tau_{0}} \cdots X_{m-1}^{\tau_{m-1}} Y^{t}\right) \in K\left[X_{0}, \ldots, X_{m-1}, Y^{ \pm 1}\right] .
$$

Consider the following matrix:

$$
\boldsymbol{M}=\left(a_{\underline{\tau} t}^{(\sigma \underline{s})}\right)_{\substack{(\underline{t}, t) \\(\sigma, \underline{s})}}
$$

where the index of rows ( $\underline{\tau}, t$ ) ranges over the elements $(\underline{\tau}, t)$ in $\mathbb{N}^{m} \times \mathbb{Z}$ with $\|\underline{\tau}\| \leq T_{0}$ and $|t| \leq T_{1}$, while the index of columns ( $\sigma, \underline{s}$ ) runs over the elements of $\mathbb{N} \times \mathbb{Z}^{m}$ with $0 \leq \sigma \leq(m+1) S_{0}$ and $\left|s_{j}\right| \leq(m+1) S_{1} \quad(1 \leq j \leq m)$. Then the matrix $\boldsymbol{M}$ has $\operatorname{rank}\binom{T_{0}+m}{m}\left(2 T_{1}+1\right)$.

Remark. In case $m=1$, Proposition 2.14 yields a slightly sharper result.
Proof. Define

$$
\Sigma=\left\{\left(\underline{\xi}_{\underline{\xi}}, \underline{\alpha} \underline{\underline{s}}\right) ; \underline{s} \in \mathbb{Z}^{m}\left[S_{1}\right]\right\} \subset K^{m} \times K^{\times}
$$

and denote by

$$
\mathcal{E}=\left\{\underline{\xi_{s}} ; \underline{s} \in \mathbb{Z}^{m}\left[S_{1}\right]\right\} \subset K^{m}
$$

the projection of $\Sigma$ onto $K^{m}$.
If the rank of $\boldsymbol{M}$ is not equal to the number of rows, then there is a nonzero polynomial $P \in K\left[X_{0}, \ldots, X_{m-1}, Y^{ \pm 1}\right]$, of total degree at most $T_{0}$ in $X_{0}, \ldots, X_{m-1}$ and of degree at most $T_{1}$ in $Y^{ \pm 1}$, which vanishes, together with its $(m+1) S_{0}+1$ first derivatives $\mathscr{D}^{\sigma}\left(0 \leq \sigma \leq(m+1) S_{0}\right)$, at all points of the set

$$
\Sigma(m+1)=\left\{\left(\underline{\xi_{s}}, \underline{\alpha^{s}} \underline{ }\right) ; \underline{s} \in \mathbb{Z}^{m}\left[(m+1) S_{1}\right]\right\} .
$$

The assumptions of Theorem 8.1 are satisfied with $d_{0}=m, d_{1}=1, G=G^{+}=$ $\mathbb{G}_{\mathrm{a}}^{m} \times \mathbb{G}_{\mathrm{m}}, G^{-}=\{e\}, d=m+1, D_{0}=T_{0}, D_{1}=T_{1}$ and $\mathcal{W}=K(1,0, \ldots, 0,1)$. Therefore there exists a connected algebraic subgroup $G^{*}$ of $G$ of dimension $d^{*}<d$ which satisfies

$$
\binom{S_{0}+\ell_{0}^{\prime}}{\ell_{0}^{\prime}} \operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \mathscr{H}\left(G^{*} ; T_{0}, T_{1}\right) \leq \mathscr{H}\left(G ; T_{0}, T_{1}\right),
$$

where

$$
\ell_{0}^{\prime}=\operatorname{dim}_{K}\left(\frac{T_{e}\left(G^{*}\right)+\mathcal{W}}{T_{e}\left(G^{*}\right)}\right)= \begin{cases}0 & \text { if }(1,0, \ldots, 0,1) \in T_{e}\left(G^{*}\right) \\ 1 & \text { if }(1,0, \ldots, 0,1) \notin T_{e}\left(G^{*}\right) .\end{cases}
$$

By Proposition 5.6, the algebraic subgroup $G^{*}$ of $G$ can be written $G_{0}^{*} \times G_{1}^{*}$, where $G_{0}^{*}$ is a vector subspace of $K^{m}$ of dimension say $d_{0}^{*}$ while $G_{1}^{*}$ is a connected algebraic subgroup of $\mathbb{G}_{\mathrm{m}}$ of dimension $d_{1}^{*} \in\{0,1\}$. The dimension of $G^{*}$ is $d^{*}=d_{0}^{*}+d_{1}^{*}$.

If $d_{1}^{*}=0$ we have

$$
G_{1}^{*}=\{1\}, \quad d^{*}=d_{0}^{*}, \quad G^{*}=G_{0}^{*} \times\{1\} \quad \text { and } \quad 0 \leq d_{0}^{*} \leq m .
$$

If $d_{1}^{*}=1$, then

$$
G_{1}^{*}=\mathbb{G}_{\mathrm{m}}, \quad d^{*}=d_{0}^{*}+1, \quad G^{*}=G_{0}^{*} \times \mathbb{G}_{\mathrm{m}} \quad \text { and } \quad 0 \leq d_{0}^{*} \leq m-1
$$

(recall that $d^{*}<d$ ).
Notice also that in case $\ell_{0}^{\prime}=0$, since $(1,0, \ldots, 0,1) \in \mathcal{W} \subset T_{e}\left(G^{*}\right)$, we have $(1,0, \ldots, 0) \in G_{0}^{*}$ and $d_{1}^{*}=1$.

Recall (§ 5.1.1) that

$$
\mathscr{H}\left(G ; T_{0}, T_{1}\right)=2(m+1) T_{0}^{m} T_{1}
$$

and

$$
\mathscr{H}\left(G^{*} ; T_{0}, T_{1}\right)= \begin{cases}T_{0}^{d_{0}^{*}} & \text { if } d_{1}^{*}=0 \\ 2\left(d_{0}^{*}+1\right) T_{0}^{d_{0}^{*}} T_{1} & \text { if } d_{1}^{*}=1 .\end{cases}
$$

We distinguish three cases.
First case: $d_{1}^{*}=0$ and $\ell_{0}^{\prime}=1$
In this case $G^{*}=G_{0}^{*} \times\{1\}, 0 \leq d_{0}^{*} \leq m$ and the conclusion of Theorem 8.1 yields

$$
\left(S_{0}+1\right) \operatorname{Card}\left(\frac{\Sigma+\left(G_{0}^{*} \times\{1\}\right)}{G_{0}^{*} \times\{1\}}\right) \leq 2(m+1) T_{0}^{m-d_{0}^{*}} T_{1} .
$$

If $d_{0}^{*}=0$ (which means that $G^{*}=\{e\}$ is the trivial subgroup) we deduce from (9.4) that $\Sigma$ has less than $\left(2 S_{1}+1\right)^{m}$ elements. Therefore $\beta_{0}=0$ and each of the numbers $\beta_{1}, \ldots, \beta_{m-1}$ is rational, which is a contradiction.

If $d_{0}^{*} \geq 1$ we use the assumption that $\alpha_{1}, \ldots, \alpha_{m}$ generate a multiplicative group of rank $\geq m-1$ : denote by $\pi$ the projection from $K^{\times}$onto $K^{\times} / K_{\text {tors }}^{\times}$. Then (see Lemma 7.8 and Exercise 7.5)

$$
\operatorname{Card}\left(\frac{\Sigma+\left(G_{0}^{*} \times\{1\}\right)}{G_{0}^{*} \times\{1\}}\right) \geq \operatorname{Card}\left\{\pi\left(\underline{\alpha}^{\underline{s}}\right) ; \underline{s} \in \mathbb{Z}^{m}\left[S_{1}\right]\right\} \geq\left(2 S_{1}+1\right)^{m-1}
$$

On the other hand, using (9.4) together with the condition $T_{0} \geq 2 S_{1}+1$, we deduce

$$
2(m+1) T_{0}^{m-1} T_{1}<\left(S_{0}+1\right)\left(2 S_{1}+1\right)^{m-1}
$$

which shows that the conditions $d_{0}^{*} \geq 1, d_{1}^{*}=0$ and $\ell_{0}^{\prime}=1$ are not compatible.
Second case: $d_{1}^{*}=1, \ell_{0}^{\prime}=1$
Here $G^{*}=G_{0}^{*} \times K^{\times}, G_{0}^{*} \not \supset(1,0, \ldots, 0), 0 \leq d_{0}^{*} \leq m-1$ and

$$
\left(S_{0}+1\right) \operatorname{Card}\left(\pi_{G_{0}^{*}}(\mathcal{E})\right) \leq \frac{m+1}{d_{0}^{*}+1} T_{0}^{m-d_{0}^{*}},
$$

where $\pi_{G_{0}^{*}}$ is the canonical map $K^{d} \rightarrow K^{d} / G_{0}^{*}$.
From (9.4), using the lower bound $T_{1} \geq 1$ we deduce

$$
(m+1) T_{0}^{m}<\left(S_{0}+1\right)\left(2 S_{1}+1\right)^{m} .
$$

From the condition $2 S_{1}+1 \leq T_{0}$ we get

$$
\frac{m+1}{d_{0}^{*}+1} T_{0}^{m-d_{0}^{*}}<\left(S_{0}+1\right)\left(2 S_{1}+1\right)^{m-d_{0}^{*}}
$$

Therefore

$$
\operatorname{Card}\left(\pi_{G_{0}^{*}}(\mathcal{E})\right)<\left(2 S_{1}+1\right)^{m-d_{0}^{*}} .
$$

This is impossible for $\beta_{0} \neq 0$ (see Exercise 9.1.a).
Third case: $d_{1}^{*}=1, \ell_{0}^{\prime}=0$
Now we have $G^{*}=G_{0}^{*} \times K^{\times}, G_{0}^{*} \ni(1,0, \ldots, 0), 1 \leq d_{0}^{*} \leq m-1$ and

$$
\operatorname{Card}\left(\pi_{G_{0}^{*}}(\mathscr{E})\right) \leq \frac{m+1}{d_{0}^{*}+1} T_{0}^{m-d_{0}^{*}} .
$$

Since $S_{0}+1 \leq 4 T_{0} T_{1}$, (9.4) implies

$$
(m+1) T_{0}^{m-1}<2\left(2 S_{1}+1\right)^{m} .
$$

From $d_{0}^{*} \geq 1$, using $2 S_{1}+1 \leq T_{0}$, we deduce

$$
\frac{m+1}{d_{0}^{*}+1} T_{0}^{m-d_{0}^{*}}<\left(2 S_{1}+1\right)^{m+1-d_{0}^{*}}
$$

and

$$
\operatorname{Card}\left(\pi_{G_{0}^{*}}(£)\right)<\left(2 S_{1}+1\right)^{m+1-d_{0}^{*}} .
$$

Since $G_{0}^{*} \ni(1,0, \ldots, 0)$, Lemma 6.2 shows that the numbers $1, \beta_{1}, \ldots, \beta_{m-1}$ are linearly dependent over $\mathbb{Q}$ (see Exercise 9.1.b).

### 9.1.4 Completion of the Proof of Baker's Nonhomogeneous Theorem

Combining the multiplicity estimate with the analytic upper bound, we shall deduce the following result which generalizes Proposition 2.11.

Proposition 9.5. Let $\beta_{0}, \beta_{1}, \ldots, \beta_{m-1}, \lambda_{1}, \ldots, \lambda_{m}$ be complex numbers satisfying

$$
\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m-1} \lambda_{m-1}-\lambda_{m}=0 .
$$

Assume firstly that $\beta_{0} \neq 0$, secondly that the $m$ numbers $1, \beta_{1}, \ldots, \beta_{m-1}$ are $\mathbb{Q}$-linearly dependent and thirdly that the numbers $\lambda_{1}, \ldots, \lambda_{m}$ are $\mathbb{Q}$-linearly
independent. Define $\alpha_{j}=\exp \left(\lambda_{j}\right)(1 \leq j \leq m)$. Let $T_{0}, T_{1}, S_{0}, S_{1}, L$ be positive rational integers. Further let $E$ be a real number with $E \geq e$. Assume

$$
\begin{gathered}
T_{0} \geq 16 m^{3}, \quad 4 T_{0} T_{1}>S_{0}, \quad T_{0}>2 S_{1} \\
S_{0} S_{1}^{m} \geq 2 T_{0}^{m} T_{1}
\end{gathered}
$$

and

$$
L=\binom{T_{0}+m}{m}\left(2 T_{1}+1\right)
$$

Then there exists a polynomial $f \in \mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{m}^{ \pm 1}, \mathrm{Y}_{0}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{m-1}\right]$ of degree and length bounded by

$$
\begin{gathered}
\operatorname{deg}_{\mathrm{X}_{i}^{ \pm 1}} f \leq \frac{1}{2}(m+1) L\left(T_{1}+1\right) S_{1}, \quad \operatorname{deg}_{\mathrm{Y}_{j}} f \leq L T_{0}, \\
\mathrm{~L}(f) \leq L!\left(2(m+1) S_{1}\right)^{L T_{0}}\left(T_{1}+T_{0}\right)^{(m+1) L S_{0}}
\end{gathered}
$$

such that

$$
\begin{aligned}
& 0<\left|f\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{0}, \beta_{1}, \ldots, \beta_{m-1}\right)\right| \leq \\
& \quad E^{-\frac{1}{3} L^{1+(1 / m)}} \cdot E^{L\left((m+1) S_{0}+T_{0}\right)}\left(2(m+1) S_{1}\right)^{L T_{0}}\left(T_{0}+T_{1}\right)^{(m+1) L S_{0}} e^{c_{0} L\left(T_{0}+T_{1} S_{1} E\right)}
\end{aligned}
$$

with

$$
c_{0}=1+\max \left\{(m+1)\left(\left|\lambda_{1}\right|+\cdots+\left|\lambda_{m}\right|\right), \log \left(1+\max _{0 \leq i \leq m-1}\left|\beta_{i}\right|\right)\right\} .
$$

Proof. From the assumptions of Proposition 9.5 we deduce that the matrix $M$ of Proposition 9.3 (with $K=\mathbb{C}$ ) has maximal rank. Let $\left(\sigma_{\mu}, \underline{s}_{\mu}\right)$ be elements in $\mathbb{N} \times \mathbb{Z}^{m}$ with

$$
0 \leq \sigma_{\mu} \leq(m+1) S_{0} \quad \text { and } \quad \max _{1 \leq j \leq m}\left|s_{\mu j}\right| \leq(m+1) S_{1}
$$

for $1 \leq \mu \leq L$, such that the determinant $\Delta$ of the matrix

$$
\left(\left(\frac{\partial}{\partial z_{0}}\right)^{\sigma_{\mu}} f_{\underline{\tau}_{\underline{\tau}}}\left(\underline{\underline{s}}_{-\mu}\right)\right)_{\substack{(\underline{\tau}, t) \\ 1 \leq \mu \leq L}}=\left(a_{\underline{\underline{\tau} t}}^{\left(\sigma_{\mu}, s_{\mu}\right)}\right)_{\substack{(\underline{\tau}, t) \\ 1 \leq \mu \leq L}}
$$

is not zero.
Each entry of this matrix is the value of a polynomial in $3 m$ variables $\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{m}^{ \pm 1}, \mathrm{Y}_{0}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{m-1}$ at the point

$$
\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{0}, \beta_{1}, \ldots, \beta_{m-1}\right)
$$

This polynomial has degree at most $(m+1)|t| S_{1}$ in each of the first $2 m$ variables and total degree at most $T_{0}$ in the last $m$ ones, its coefficients are rational integers and from Lemma 4.9 it follows that the length is at most

$$
\left(2(m+1) S_{1}\right)^{T_{0}}\left(T_{1}+T_{0}\right)^{(m+1) S_{0}} .
$$

From Lemma 3.15 we deduce

$$
\Delta=f\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{0}, \beta_{1}, \ldots, \beta_{m-1}\right)
$$

where $f \in \mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{m}^{ \pm 1}, \mathrm{Y}_{0}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{m-1}\right]$ has degree and length bounded as announced.

Since $T_{0} \geq 16 m^{3}$ we have $L \geq(4 m)^{2 m}$. By Lemma 9.2, the function of a single variable $z$

$$
\left.\Psi(z)=\operatorname{det}\left(\frac{\partial}{\partial z_{0}}\right)^{\sigma_{\mu}} f_{\underline{\tau}^{t}}\left(z{\underline{\underline{\xi_{-}^{\mu}}}}\right)\right)_{\substack{(\underline{\tau}, t) \\ 1 \leq \mu \leq L}}
$$

has a zero at the origin of multiplicity at least

$$
\Theta_{m}(L)-(m+1) L S_{0} \geq L\left(\frac{1}{3} L^{1 / m}-(m+1) S_{0}\right)
$$

(the coefficient $1 / 3$ is a lower bound for $m / e-$ see Lemma 6.5). We use Schwarz' lemma as in the proof of Lemma 6.1:

$$
\frac{1}{L} \log |\Delta|=\frac{1}{L} \log |\Psi(1)| \leq-\frac{1}{3} L^{1 / m} \log E+(m+1) S_{0} \log E+\frac{1}{L} \log |\Psi|_{E} .
$$

From the relation

$$
\begin{aligned}
& \left(\frac{\partial}{\partial z_{0}}\right)^{\sigma} f_{\underline{\tau} t}(z \underline{\underline{s}})= \\
& \sum_{\kappa=0}^{\min \left\{\sigma, \tau_{0}\right\}} \frac{\sigma!}{\kappa!(\sigma-\kappa)!} \cdot \frac{\tau_{0}!}{\left(\tau_{0}-\kappa\right)!} t^{\sigma-\kappa}\left(s_{m} \beta_{0}\right)^{\tau_{0}-\kappa} z\|\underline{\tau}\|-\kappa \prod_{i=1}^{m}\left(s_{i}+s_{m} \beta_{i}\right)^{\tau_{i}} \cdot \prod_{j=1}^{m} e^{t \lambda_{j} s_{j} z}
\end{aligned}
$$

using Lemma 4.9 we deduce, for $|z| \leq E$ and all ( $\tau, t$ ), $\mu$,

$$
\left|\left(\frac{\partial}{\partial z_{0}}\right)^{\sigma_{\mu}} f_{\underline{\underline{\tau} t}}\left(z \underline{\underline{\xi}}_{\underline{s}_{\mu}}\right)\right| \leq\left(T_{0}+T_{1}\right)^{(m+1) S_{0}}\left(2(m+1) S_{1} E\right)^{T_{0}} e^{c_{1} T_{0}+c_{2} T_{1} S_{1} E}
$$

with

$$
c_{1}=\log \max \left\{1,\left|\beta_{0}\right|, \ldots,\left|\beta_{m-1}\right|\right\} \quad \text { and } \quad c_{2}=(m+1)\left(\left|\lambda_{1}\right|+\cdots+\left|\lambda_{m}\right|\right) .
$$

We conclude

$$
\begin{aligned}
& \frac{1}{L} \log |\Psi|_{E} \leq \\
& \quad \log L+(m+1) S_{0} \log \left(T_{0}+T_{1}\right)+T_{0} \log \left(\left(2(m+1) S_{1} E\right)\right)+c_{1} T_{0}+c_{2} T_{1} S_{1} E
\end{aligned}
$$

Finally we bound $\log L$ by $T_{0}+T_{1} S_{1} E$.
Proof of Theorem 1.6. We apply Proposition 9.5 as follows. We want to use Lemma 2.1 with

$$
\left\{\theta_{1}, \ldots, \theta_{3 m}\right\}=\left\{\alpha_{1}^{ \pm 1}, \ldots, \alpha_{m}^{ \pm 1}, \beta_{0}, \ldots, \beta_{m-1}\right\} .
$$

Let $\kappa>0$. We need to choose the parameters so that $L:=\binom{T_{0}+m}{m}\left(2 T_{1}+1\right)$ satisfies

$$
2 T_{0}^{m} T_{1} \leq S_{0} S_{1}^{m}
$$

and

$$
L^{1 / m} \log E>\kappa\left(S_{0} \log \left(E T_{0} T_{1}\right)+T_{0} \log \left(S_{1} E\right)+T_{1} S_{1} E\right)
$$

We take $E=e$ and we replace the last inequality by the sharper requirements:

$$
\kappa^{\prime} T_{0} \log S_{1} \leq L^{1 / m}, \quad \kappa^{\prime} S_{0} \log \left(T_{0} T_{1}\right) \leq L^{1 / m}, \quad \kappa^{\prime} T_{1} S_{1} \leq L^{1 / m}
$$

with $\kappa^{\prime}=5 \kappa$, and $T_{0}, T_{1}, S_{0}, S_{1}$ are sufficiently large integers.
The condition $\kappa^{\prime} S_{0} \log \left(T_{0} T_{1}\right) \leq L^{1 / m}$ implies $S_{0}<4 T_{0} T_{1}$, and the condition $\kappa^{\prime} T_{1} S_{1} \leq L^{1 / m}$ implies $2 S_{1}<T_{0}$.

As a first example of a solution to this system of conditions, we choose a large integer $N$ and we look for parameters which are powers of $N$. We replace the unknowns $T_{0}, T_{1}, S_{0}, S_{1}$ by

$$
T_{0}=N^{t_{0}}, \quad T_{1}=N^{t_{1}}, \quad S_{0}=N^{s_{0}}, \quad S_{1}=N^{s_{1}} .
$$

where $t_{0}, t_{1}, s_{0}, s_{1}$ are (free) positive integers. The previous requirements can be summarized as follows:

$$
\max \left\{t_{0}, s_{0}, t_{1}+s_{1}\right\}<t_{0}+\frac{t_{1}}{m}<\frac{s_{0}}{m}+s_{1} .
$$

The conditions on $s_{1}$ amount to say that $s_{1}$ lies in the interval

$$
t_{0}+\frac{t_{1}}{m}-\frac{s_{0}}{m}<s_{1}<t_{0}-\frac{(m-1) t_{1}}{m} .
$$

We seek for natural integers in order to avoid integral parts (in fact by homogeneity we could replace $N$ by a power of $N$ ). Hence we shall require that the above interval has length 2 , which gives $s_{0}=m\left(t_{1}+2\right)$. Now the remaining conditions just become

$$
t_{0}>t_{1}\left(m-\frac{1}{m}\right)+2 m
$$

A simple choice is $t_{1}=m, t_{0}=s_{0}=m(m+2), s_{1}=m(m+1)$, which gives the solution

$$
T_{0}=N^{m(m+2)}, \quad T_{1}=N^{m}, \quad S_{0}=T_{0}, \quad S_{1}=N^{m(m+1)} .
$$

Here is another solution: we look for $T_{0}$ and $T_{1}$ of the following shape:

$$
T_{0}=\left[S_{1}\left(\log S_{1}\right)^{t_{0}}\right], \quad T_{1}=\left[\left(\log S_{1}\right)^{t_{1}}\right]
$$

where $S_{1}$ is a sufficiently large integer, and $t_{0}, t_{1}$ are positive fixed integers which we have to choose. The conditions on $t_{0}$ and $t_{1}$ are

$$
t_{1}>m, \quad t_{0}>(m-1) \frac{t_{1}}{m}
$$

For instance $t_{1}=m+1$ and $t_{0}=m$ will do. The condition on $S_{0}$ is that it belongs to an interval

$$
\kappa\left(\log S_{1}\right)^{m t_{0}+t_{1}}<S_{0}<\frac{1}{3 \kappa} S_{1}\left(\log S_{1}\right)^{t_{0}-1+\left(t_{1} / m\right)} .
$$

Therefore another admissible choice is

$$
T_{0}=\left[S_{1}\left(\log S_{1}\right)^{m}\right], \quad T_{1}=\left[\left(\log S_{1}\right)^{m+1}\right], \quad S_{0}=S_{1},
$$

with $S_{1}$ a sufficiently large positive integer. With the same values for $T_{0}$ and $T_{1}$, but with $S_{0}=\left[\left(\log S_{1}\right)^{m^{2}+m+2}\right]$, a weaker multiplicity estimate suffices.

### 9.2 Proof of Theorem 9.1

### 9.2.1 Sketch of Proof of Theorem 9.1

Consider first the general case of Theorem 9.1. Assume $\beta_{m}=-1$ :

$$
\Lambda=\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m-1} \lambda_{m-1}-\lambda_{m}
$$

where $\beta_{0}, \ldots, \beta_{m-1}$ are algebraic numbers and $\lambda_{1}, \ldots, \lambda_{m}$ are logarithms of algebraic numbers. Define $\alpha_{i}=e^{\lambda_{i}}(1 \leq i \leq m)$.

## a) Exponential Polynomials

For $\underline{\tau}=\left(\tau_{0}, \ldots, \tau_{m-1}\right) \in \mathbb{N}^{m}, \underline{z}=\left(z_{0}, \ldots, z_{m-1}\right) \in \mathbb{C}^{m}$ and $t \in \mathbb{Z}$ consider the exponential monomial in $m+1$ variables $\underline{z} \underline{\tau}^{t z_{m}}$ where

$$
\underline{z}^{\underline{\tau}}=z_{0}^{\tau_{0}} z_{1}^{\tau_{1}} \cdots z_{m-1}^{\tau_{m-1}} .
$$

The restriction of this function to the hyperplane of $\mathbb{C}^{m+1}$ of equation

$$
z_{0}+\lambda_{1} z_{1}+\cdots+\lambda_{m-1} z_{m-1}=z_{m}
$$

gives rise to a complex function of $m$ variables

$$
f_{\underline{\tau} t}(\underline{z})=\underline{z} \underline{z}^{\underline{\tau}} e^{t\left(z_{0}+\lambda_{1} z_{1}+\cdots+\lambda_{m-1} z_{m-1}\right)} .
$$

The difference with Chap. 7 is only the appearance of the variable $z_{0}$ which will be useful even in the case $\beta_{0}=0$. The main point is that we can take derivatives with respect to $z_{0}$ without introducing transcendental numbers: for $\sigma \in \mathbb{N}$ we have

$$
\left(\frac{\partial}{\partial z_{0}}\right)^{\sigma} f_{\underline{\tau} t}(\underline{z})=\left(\frac{\partial}{\partial z_{0}}\right)^{\sigma}\left(z_{0}^{\tau_{0}} e^{t z_{0}}\right) \cdot z_{1}^{\tau_{1}} \cdots z_{m-1}^{\tau_{m-1}} e^{t\left(\lambda_{1} z_{1}+\cdots+\lambda_{m-1} z_{m-1}\right)}
$$

with

$$
\left(\frac{\partial}{\partial z_{0}}\right)^{\sigma}\left(z_{0}^{\tau_{0}} e^{t z_{0}}\right)=\sum_{\kappa=0}^{\min \left\{\sigma, \tau_{0}\right\}} \frac{\sigma!}{\kappa!(\sigma-\kappa)!} \cdot \frac{\tau_{0}!}{\left(\tau_{0}-\kappa\right)!} z_{0}^{\tau_{0}-\kappa} t^{\sigma-\kappa} e^{t z_{0}} .
$$

Define

$$
\underline{y}_{j}=\left(0, \underline{e}_{j}\right) \quad(1 \leq j \leq m-1) \quad \text { and } \quad \underline{y}_{m}=\left(\beta_{0}, \beta_{1}, \ldots, \beta_{m-1}\right)
$$

where $\underline{e}_{1}, \ldots, \underline{e}_{m-1}$ is the canonical basis of $\mathbb{C}^{m-1}$. For $\underline{s} \in \mathbb{Z}^{m}$ define $\underline{s} \boldsymbol{y} \in \mathbb{C}^{m}$ by

$$
\underline{s} \boldsymbol{y}=s_{1} \underline{y}_{1}+\cdots+s_{m} \underline{y}_{m}=\left(s_{m} \beta_{0}, s_{1}+s_{m} \beta_{1}, \ldots, s_{m-1}+s_{m} \beta_{m-1}\right) .
$$

Then

$$
\left(\frac{\partial}{\partial z_{0}}\right)^{\sigma} f_{\underline{\underline{\tau}} t}(\underline{s} \boldsymbol{y})=\gamma_{\underline{\tau} t}^{(\sigma \underline{s})} \cdot e^{t s_{m} \Lambda}
$$

where $\gamma_{\underline{t} t}^{(\sigma \underline{s})}$ is the algebraic number

$$
\sum_{\kappa=0}^{\min \left\{\sigma, \tau_{0}\right\}} \frac{\sigma!}{\kappa!(\sigma-\kappa)!} \cdot \frac{\tau_{0}!}{\left(\tau_{0}-\kappa\right)!}\left(s_{m} \beta_{0}\right)^{\tau_{0}-\kappa} t^{\sigma-\kappa} \prod_{i=1}^{m-1}\left(s_{i}+s_{m} \beta_{i}\right)^{\tau_{i}} \cdot \prod_{j=1}^{m} \alpha_{j}^{t s_{j}} .
$$

There is another expression for $\gamma_{\underline{t t} t}^{(\sigma \underline{s})}$. Introduce the derivative operator $\mathfrak{D}$ on the ring of entire functions in $m+1$ variables $z_{0}, \ldots, z_{m}$ by

$$
\mathscr{D}=\frac{\partial}{\partial z_{0}}+\frac{\partial}{\partial z_{m}} .
$$

For $1 \leq j \leq m$, define

$$
\underline{\eta}_{j}=\left(\underline{y}_{j}, \lambda_{j}\right) \in \mathbb{C}^{m+1}
$$

and for $\underline{s} \in \mathbb{Z}^{m}$, write $\underline{s} \boldsymbol{\eta} \in \mathbb{C}^{m}$ in place of

$$
s_{1} \underline{\eta}_{1}+\cdots+s_{m} \underline{\eta}_{m}=\left(\underline{s} \boldsymbol{y}, s_{1} \lambda_{1}+\cdots+s_{m} \lambda_{m}\right) .
$$

Then

$$
\gamma_{\underline{\tau} t}^{(\sigma \underline{s})}=\mathscr{D}^{\sigma}\left(\underline{z}^{\underline{\tau}} e^{t z m}\right)(\underline{s} \eta) .
$$

The starting idea is to construct a matrix $\boldsymbol{M}$ having these numbers as entries in order to prove that the rank of $\boldsymbol{M}$ is less than the number of rows. This will enable us to use the zero estimate.

The points

$$
\underline{\eta}_{j}^{\prime}=\underline{\eta}_{j} \quad(1 \leq j \leq m-1) \quad \text { and } \quad \underline{\eta}_{m}^{\prime}=\left(\beta_{0}, \beta_{1}, \ldots, \beta_{m-1}, \lambda_{m}+\Lambda_{m}\right)
$$

belong to the hyperplane of $\mathbb{C}^{m+1}$ of equation

$$
z_{0}+\lambda_{1} z_{1}+\cdots+\lambda_{m-1} z_{m-1}=z_{m} .
$$

If we set

$$
\eta^{\prime}=s_{1} \underline{\eta}_{1}^{\prime}+\cdots+s_{m} \underline{\eta}_{m}^{\prime},
$$

we have

$$
\mathscr{D}^{\sigma}\left(\underline{z}^{\underline{\tau}} e^{t z \bar{z}}\right)\left(\underline{s} \eta^{\prime}\right)=\gamma_{\underline{\tau} t}^{(\sigma \underline{s})} \cdot e^{t s_{m} \Lambda} .
$$

This fact will be germane to the analytic upper bound for the absolute value of an interpolation determinant $\Delta$. The expression of the number $\gamma_{\tau t}^{(\sigma s)}$ as a derivative of an exponential polynomial in $m+1$ variables will be pertinent to the zero estimate. Of course the mere fact that $\gamma_{\underline{\underline{t}} \underline{t}}^{(\sigma \underline{s})}$ is an algebraic number will be relevant to the arithmetic lower bound for $|\Delta|$.

## b) Basic Estimates and Choice of Parameters

Introduce parameters $T_{0}, T_{1}, S_{0}, S_{1}, \ldots, S_{m}$ (which are positive integers) and consider the sets of $\underline{\tau} \in \mathbb{N}^{m}, t \in \mathbb{Z}, \sigma \in \mathbb{N}$ and $\underline{s} \in \mathbb{Z}^{m}$ which satisfy

$$
\|\underline{\tau}\| \leq T_{0}, \quad|t| \leq T_{1}, \quad 0 \leq \sigma \leq S_{0}, \quad\left|s_{j}\right| \leq S_{j} \quad(1 \leq j \leq m)
$$

Define $L=\binom{T_{0}+m}{m}\left(2 T_{1}+1\right)$ and denote by $\Delta$ the determinant of some $L \times L$ submatrix of

$$
\boldsymbol{M}=\left(\gamma_{\underline{\tau} t}^{(\sigma \underline{s})}\right)_{\substack{(\bar{\tau}, t) \\(\sigma, \underline{s})}}
$$

Under the assumptions of Theorem 9.1 (in the general case, and with $\beta_{m}=-1$ ), we deduce from Liouville's estimate a lower bound for $|\Delta|$ assuming it is not zero. The main terms in this estimate arise from

$$
\left(s_{i}+s_{m} \beta_{i}\right)^{\tau_{i}}, \quad t^{\sigma}, \quad \prod_{j=1}^{m} \alpha_{j}^{t s_{j}}
$$

which introduce, in the lower bound for $\log |\Delta|$,

$$
T_{0} \log S^{*}+T_{0} \max _{0 \leq i \leq m} \mathrm{~h}\left(\beta_{i}\right), \quad S_{0} \log T_{1}, \quad T_{1} \sum_{j=1}^{m} S_{j} \mathrm{~h}\left(\alpha_{j}\right)
$$

respectively, where $S^{*}=S_{1}+\cdots+S_{m}$. Using the definition ${ }^{14}$ of $B, A_{1}, \ldots, A_{m}$ with

$$
\log B \geq \max _{0 \leq i \leq m} \mathrm{~h}\left(\beta_{i}\right), \quad \log A_{j} \geq \mathrm{h}\left(\alpha_{j}\right) \quad(1 \leq j \leq m)
$$

we deduce that either $\Delta=0$ or else

$$
\frac{1}{L} \log |\Delta| \geq-U_{1}
$$

with

$$
U_{1}=c D\left(T_{0} \log \left(B S^{*}\right)+S_{0} \log T_{1}+T_{1} \sum_{j=1}^{m} S_{j} \log A_{j}\right) .
$$

Here (and below), $c$ is a suitable (sufficiently large) positive absolute constant ${ }^{15}$.
An analytic argument will enable us to deduce an upper bound for $|\Delta|$, under the assumption

[^13]$$
|\Lambda|<e^{-V} \quad \text { where } \quad V=\frac{1}{2 m}\left(T_{0}+m\right)\left(2 T_{1}+1\right) \log E .
$$

This value of $V$ already occurred (with $m$ replaced by $n$ ) in Proposition 7.6. From Lemma 9.2 we see that we shall $\operatorname{lose} S_{0} \log E$ because of the derivatives. The main terms in the upper bound will arise from the maximum of an exponential polynomial on a disc of radius $\geq E\left(S_{j}+S_{m}\left|\beta_{j}\right|\right)$ involving

$$
|z|^{\tau}, \quad|t|^{\sigma-\kappa}, \quad e^{t z}
$$

The upper bound for $\log |\Delta|$ will involve

$$
S_{0} \log \left(E T_{1}\right), \quad T_{0} \log \left(E S^{*}\right), \quad T_{1} \sum_{j=1}^{m} S_{j} E\left|\lambda_{j}\right|
$$

respectively. Using the assumption

$$
E\left|\lambda_{j}\right| \leq D \log A_{j}
$$

we deduce

$$
\log |\Delta|<-\frac{1}{2} L V+L U_{2}
$$

with

$$
U_{2}=c\left(S_{0} \log \left(E T_{1}\right)+T_{0} \log \left(E S^{*}\right)+T_{1} \sum_{j=1}^{m} S_{j} \log A_{j}\right)
$$

With a suitable choice of the parameters for which $V \geq 2\left(U_{1}+U_{2}\right)$, we conclude that the arithmetic and the analytic estimates are not compatible, hence $\Delta$ is zero and therefore $\boldsymbol{M}$ has rank $<L$.

Let us introduce $B_{1}$ and $B_{2}$ satisfying

$$
B_{1} \geq \max \left\{B, S^{*}, E^{1 / D}\right\} \quad \text { and } \quad B_{2} \geq \max \left\{T_{1}, E^{1 / D}\right\}
$$

so that each occurrence of $T_{0}$ involves at most $D T_{0} \log B_{1}$ and similarly $S_{0}$ occurs only with a factor bounded by $D \log B_{2}$.

A natural and simple choice for the parameters is therefore as follows. Introduce one more parameter $U$, a suitable value of which will occur as a consequence of the zero estimate. Then take

$$
T_{0}=\frac{U}{D \log B_{1}}, \quad S_{0}=\frac{U}{D \log B_{2}}, \quad S_{j}=\frac{U}{m D T_{1} \log A_{j}} \quad(1 \leq j \leq m) .
$$

This is very close to our final choice (however we shall select in § 9.3 integers by taking integral parts).

The parameter $T_{1}$ is not yet fixed. We shall need the upper bound $c m U \leq V$. The coefficient $m$ arises for the need, in the zero estimate, to work with $\Sigma[m+1](m+1$ will be the dimension of the underlying algebraic group $G$ ), and not only with $\Sigma-$ see Theorem 8.1. Hence a natural choice for $T_{1}$ is

$$
T_{1}=\frac{c m^{2} D \log B_{1}}{\log E}
$$

With this sketch of proof one deduces the result with $B$ replaced by $B_{1}$ and $E^{*}$ by $B_{2}$. In the general case, the conditions $B_{1} \geq S^{*}$ and $B_{1} \geq E^{1 / D}$ are not too strong: one can replace $B_{1}$ by $B^{c m}$. In the homogeneous rational case these conditions can be relaxed by means of Fel'dman's polynomials, almost in the same way as in Chap. 7.

The condition $B_{2} \geq T_{1}$ is more serious. If we wish to bound $B_{2}$ by a power of $E^{*}$, we need to require a further condition on $E^{*}$, namely

$$
\begin{equation*}
E^{*} \geq \log B \tag{9.6}
\end{equation*}
$$

We shall see later (part d of this section) how to avoid this condition (9.6), but right now we pursue the sketch of proof under this extra assumption.

The matrix $\boldsymbol{M}$ above has $L$ rows and $\left(S_{0}+1\right)\left(2 S_{1}+1\right) \cdots\left(2 S_{m}+1\right)$ columns. We cannot get any interesting conclusion unless the number of columns is at least $L$. In fact the zero estimate requires slightly more: in order to avoid the trivial subgroup $G^{*}$ when we apply Theorem 8.1, we need to assume

$$
\left(S_{0}+1\right)\left(2 S_{1}+1\right) \cdots\left(2 S_{m}+1\right)>2(m+1) T_{0}^{m} T_{1} .
$$

If we replace the parameters $T_{0}, S_{0}$ and $S_{j}$ by their values above, we find that $U$ should satisfy a condition

$$
U>c \cdot 2^{-m} m^{m+1} D\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)\left(\log B_{2}\right) \cdot T_{1}^{m+1}\left(\log B_{1}\right)^{-m} .
$$

We now replace $T_{1}$ by $\mathrm{cm}^{2} D \log B_{1} / \log E$ and deduce that

$$
U=c^{m} m^{3 m} D^{m+2}\left(\log B_{1}\right)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)\left(\log B_{2}\right)(\log E)^{-m-1}
$$

is an admissible value.

## c) Consequence of the Zero Estimate

Consider the algebraic group $G=G_{0} \times G_{1}$ with $G_{0}=\mathbb{G}_{\mathrm{a}}^{m}$ and $G_{1}=\mathbb{G}_{\mathrm{m}}$. Once we know that M has rank $<L$, the zero estimate produces an algebraic subgroup $G^{*}=G_{0}^{*} \times G_{1}^{*}$ of $G$, such that $G_{0}^{*}$ contains points of the form

$$
\underline{s} \boldsymbol{y}=\left(s_{m} \beta_{0}, s_{1}+s_{m} \beta_{1}, \ldots, s_{m-1}+s_{m} \beta_{m-1}\right) \in \mathbb{C}^{m}
$$

for many $\underline{s} \in \mathbb{Z}^{m}[\underline{S}]$.
As we have seen in § 9.1.3, this can happen only when there are linear dependence relations between $\beta_{1}, \ldots, \beta_{m-1}$ and 1 . We control these relations by considering the set of $\underline{s}$ rather than the set of $\underline{y} \boldsymbol{y}$.

The strategy now is to select such an algebraic subgroup $G_{0}^{*}$ of $\mathbb{G}_{\mathrm{a}}^{m}$ (call it $G_{0}^{+}$) of minimal dimension which contains many such points $\underline{s} \boldsymbol{y}$. Next we repeat the above construction with $G_{0}$ replaced by $G_{0}^{+}$. If we prove that the rank of the new matrix is not maximal, then we shall be able to use the zero estimate again, and to produce an algebraic subgroup $G^{*}$ of $G^{+}$which has a similar property as $G^{+}$but has smaller
dimension. This will give a contradiction: hence the assumption $|\Lambda|<e^{-c V}$ (which occurred in the analytic estimate) is not fulfilled and our final goal will be achieved.

Here is the construction of the new matrix. Consider $G_{0}^{+}$as a subspace of $\mathbb{C}^{m}$ and define another vector subspace $\mathcal{V}$ of $\mathbb{C}^{m}$ by

$$
\mathcal{V}=\left\{\underline{z} \in \mathbb{C}^{m} ; \exists z_{0} \in \mathbb{C},\left(z_{0}, z_{1}+z_{m} \beta_{1}, \ldots, z_{m-1}+z_{m} \beta_{m-1}\right) \in G_{0}^{+}\right\}
$$

Hence $\mathcal{V}$ contains the point $\left(\beta_{1}, \ldots, \beta_{m-1},-1\right)$. Denote by $d$ the dimension of $\mathcal{V}$. Since $\mathcal{V}$ is not contained into $\mathbb{C}^{m-1} \times\{0\}$, the restriction to $\mathbb{C}^{m-1} \times\{0\}$ of the the canonical map $\pi_{\mathcal{V}}$ from $\mathbb{C}^{m}$ onto $\mathbb{C}^{m} / \mathcal{V}$ is surjective. Hence there exists a subset $\left\{\underline{e}_{1}, \ldots, \underline{e}_{m-d}\right\}$ of the canonical basis of $\mathbb{C}^{m-1} \times\{0\}$ such that $\pi_{\mathcal{V}}\left(\underline{e}_{1}\right), \ldots, \pi_{\nu}\left(\underline{e}_{m-d}\right)$ is a basis of $\mathbb{C}^{m} / \mathcal{V}$.

Complete into a basis $\left\{\underline{e}_{1}, \ldots, \underline{e}_{m}\right\}$ of $\mathbb{C}^{m}$ with the other elements of the canonical basis of $\mathbb{C}^{m}$ including $\underline{e}_{m}=(0, \ldots, 0,1)$. If $\underline{z}=z_{1} \underline{e}_{1}+\cdots+z_{m} \underline{e}_{m} \in \mathcal{V}$ satisfies $z_{m-d+1}=\cdots=z_{m}=0$, then $\underline{z}=0$. Hence the linear mapping

$$
\begin{array}{clc}
\mathcal{V} & \longrightarrow & \mathbb{C}^{d-1} \\
z_{1} \underline{e}_{1}+\cdots+z_{m} \underline{e}_{m} & \longmapsto & \left(z_{m-d+1}+z_{m} \beta_{m-d+1}, \ldots, z_{m-1}+z_{m} \beta_{m-1}\right)
\end{array}
$$

is surjective of kernel $\mathbb{C}\left(\beta_{1}, \ldots, \beta_{m-1},-1\right)$.
Define $L_{d}=\binom{T_{0}+d+1}{d+1}\left(2 T_{1}+1\right)$. One repeats the preceding construction, but with $G=\mathbb{G}_{\mathrm{a}}^{m} \times \mathbb{G}_{\mathrm{m}}$ replaced by $\mathbb{G}_{\mathrm{a}}^{d} \times \mathbb{G}_{\mathrm{m}}$. Now $\Delta$ is the determinant of a $L_{d} \times L_{d}$ submatrix of $\boldsymbol{M}$ involving only

$$
\underline{\tau}=\left(\tau_{0}, \tau_{m-d+1}, \ldots, \tau_{m}\right) \in \mathbb{N}^{d}
$$

for the index of rows and $\underline{s} \in \mathcal{V}$ for the column index.
To tell the truth we shall not exactly follow this pattern: instead of using twice the zero estimate (once for $\mathbb{G}_{\mathrm{a}}^{m} \times \mathbb{G}_{\mathrm{m}}$ and a second time for $\mathbb{G}_{\mathrm{a}}^{d} \times \mathbb{G}_{\mathrm{m}}$ ), we shall use it only once, together with the choice of $G^{+}$, in order to construct directly a nonzero determinant $\Delta$ (see Proposition 9.16).

## d) Fel'dman's Polynomials

Fel'dman's polynomials will occur in two ways. Firstly, they are needed (in both the general and the homogeneous rational case) for removing the extra condition (9.6) on $E^{*}$. Secondly, further $\Delta$ polynomials will be required for the refinement related to the homogeneous rational case.

In the above estimates for $\gamma_{\underline{\tau} t}^{(\sigma \underline{s})}$, the term $S_{0} \log T_{1}$ arises from $t^{\sigma-\kappa}$. Since $T_{1}$ is a multiple of $\log B_{1}$, the previous sketch of proof requires $E^{*} \geq \log B_{1}$, and the final result following this pattern would include an extra $\log \log B$ arising from $\log E^{*}$. The way to remove this factor is to introduce Fel'dman's Delta polynomials. However the situation here is different from Chap. 7, where we just replaced (in the homogeneous rational case) $z^{\tau}$ by $\Delta(z ; \tau)$. Here, $t^{\sigma-\kappa}$ comes from the derivative of $e^{t z}$. More precisely, we want to replace $t^{\sigma-\kappa}$ by the value of a Delta polynomial in the formula (valid for $t \in \mathbb{C}, \sigma \in \mathbb{N}$ and $\tau \in \mathbb{N}$ )

$$
e^{-t z}\left(\frac{d}{d z}\right)^{\sigma}\left(z^{\tau} e^{t z}\right)=\sum_{\kappa=0}^{\min \{\sigma, \tau\}} \frac{\sigma!\tau!}{\kappa!(\sigma-\kappa)!(\tau-\kappa)!} z^{\tau-\kappa} t^{\sigma-\kappa}
$$

Both hand sides define a function whose value at a point $z_{0} \in \mathbb{C}$ can be written

$$
\sum_{\kappa=0}^{\min \{\sigma, \tau\}} \frac{1}{\kappa!}\left(\left(\frac{d}{d z}\right)^{\kappa} z^{\tau}\right)_{z=z_{0}}\left(\left(\frac{d}{d z}\right)^{\kappa} z^{\sigma}\right)_{z=t}
$$

This provides the clue: to each polynomial $\delta(z) \in \mathbb{C}[z]$ and each $t \in \mathbb{C}$ is associated a derivative operator

$$
\mathcal{D}_{\delta t}=\sum_{\kappa \geq 0} \frac{1}{\kappa!} \delta^{(\kappa)}(t)\left(\frac{d}{d z}\right)^{\kappa},
$$

where

$$
\delta^{(\kappa)}=\left(\frac{d}{d z}\right)^{\kappa} \delta
$$

Notice that for $\delta(z)=z^{\sigma}$, we have by construction

$$
\left(\mathscr{D}_{\delta t} \varphi\right)(z)=e^{-t}\left(\frac{d}{d z}\right)^{\sigma}\left(\varphi(z) e^{t z}\right) .
$$

Lemma 9.7. Let $S_{0}$ be a nonnegative integers, $t$ a complex number, $p \in \mathbb{C}[z]$ a polynomial, $\left\{\delta(z ; \sigma) ; 0 \leq \sigma \leq S_{0}\right\}$ a basis of the space of polynomials in $\mathbb{C}[z]$ of degree $\leq S_{0}$ and $\boldsymbol{Q} \in \mathrm{GL}_{S_{0}+1}(\mathbb{C})$ the transition matrix from the basis $\left\{1, z, \ldots, z^{\left.S_{0}\right\}}\right\}$ :

$$
\left(\begin{array}{llll}
1 & z & \cdots & z^{S_{0}}
\end{array}\right) \boldsymbol{Q}=\left(\begin{array}{lllll}
\delta(z ; 0) & \delta(z ; 1) & \cdots & \delta\left(z ; S_{0}\right)
\end{array}\right) .
$$

Define

$$
\Psi(z)=p(z) e^{t z} \quad \text { and } \quad \Phi_{\sigma}(z)=\sum_{\kappa=0}^{\min \{\sigma, \tau\}} \frac{1}{\kappa!} \delta(t ; \sigma, \kappa) p^{(\kappa)}(z) e^{t z}
$$

for $\leq \sigma \leq S_{0}$, where

$$
p^{(\kappa)}(z)=\left(\frac{d}{d z}\right)^{\kappa} p(z) \quad \text { and } \quad \delta(z ; \sigma, \kappa)=\left(\frac{d}{d z}\right)^{\kappa} \delta(z ; \sigma) .
$$

Then

$$
\left(\begin{array}{llll}
\Psi(z) & \frac{d}{d z} \Psi(z) & \cdots & \left(\frac{d}{d z}\right)^{S_{0}} \Psi(z)
\end{array}\right) \boldsymbol{Q}=\left(\begin{array}{llll}
\Phi_{0}(z) & \Phi_{1}(z) & \cdots & \Phi_{S_{0}}(z)
\end{array}\right)
$$

Proof. For $z_{0} \in \mathbb{C}$ and $0 \leq \sigma \leq S_{0}$, we have

$$
\left(\frac{d}{d z}\right)^{\sigma} \Psi\left(z_{0}\right)=\sum_{\kappa=0}^{\min \{\sigma, \tau\}} \frac{1}{\kappa!}\left(\left(\frac{d}{d z}\right)^{\kappa} z^{\sigma}\right)_{z=t} p^{(\kappa)}\left(z_{0}\right) e^{t z_{0}} .
$$

This proves Lemma 9.7 in the special case $\delta(z ; \sigma)=z^{\sigma}$ (where $\boldsymbol{Q}=\mathrm{I}_{S_{0}+1}$ ). The general case immediately follows.

We shall use this lemma with $p(z)=z^{\tau}$. One would be tempted to take for $\delta(z ; \sigma)$ the elements of the basis $\{\Delta(z ; \sigma) ; \sigma \geq 0\}$ given by Delta polynomials. However, as we shall see, the value $\Delta(t ; \sigma, \kappa)$ of a derivative of $\Delta(z ; \sigma)$ at an integer $t \in \mathbb{Z}$ is a rational number, and the estimate for the denominator would not be sharp enough (see Lemma 9.8 and Exercise 9.3.b).

There are several possibilities here. The first one is to split the parameter $S_{0}$ into two parts $S_{0}=S_{0}^{\prime} S_{0}^{\prime \prime}$ and to consider $\Delta\left(z ; \sigma^{\prime}\right)^{\sigma^{\prime \prime}}$ where $0 \leq \sigma^{\prime}<S_{0}^{\prime}$ and $0 \leq \sigma^{\prime \prime} \leq S_{0}^{\prime \prime}$. The second possibility is a variant of the first one: select the following basis (see Exercise 9.2):

$$
\Delta\left(z+\sigma^{\prime} ; S_{0}^{\prime}\right)^{\sigma^{\prime \prime}},\left(0 \leq \sigma^{\prime}<S_{0}^{\prime}, 1 \leq \sigma^{\prime \prime} \leq S_{0}^{\prime \prime}\right) \quad \text { and } \quad\left(\sigma^{\prime}, \sigma^{\prime \prime}\right)=(0,0)
$$

Working with interpolation determinants, these two solutions do not make too much difference. But the first one is not suitable for the classical method involving an auxiliary function (see § 12.3).

Here, following E. M. Matveev [Mat 1993a], we shall use a third solution.
Definition. Let $a \geq 0$ and $b>0$ be two integers. Define a polynomial $\delta_{b}(z ; a) \in \mathbb{Q}[z]$ of degree $a$ by

$$
\begin{aligned}
\delta_{b}(z ; a) & =(\Delta(z-1 ; b))^{q} \Delta(z-1 ; r) \\
& =\left(\frac{z(z+1) \cdots(z+b-1)}{b!}\right)^{q} \cdot\left(\frac{z(z+1) \cdots(z+r-1)}{r!}\right),
\end{aligned}
$$

where $q$ and $r$ are the quotient and remainder of the division of $a$ by $b$ :

$$
a=b q+r, \quad 0 \leq r<b
$$

For $c \geq 0$, define

$$
\delta_{b}(z ; a, c)=\left(\frac{d}{d z}\right)^{c} \delta_{b}(z ; a)
$$

From this definition we deduce at once

$$
\delta_{b}(z ; 0)=1 \quad \text { for any } \quad b \geq 1
$$

and

$$
\delta_{1}(z ; a)=z^{a} \quad \text { for any } \quad a \geq 0
$$

For $b>a$ we have

$$
\delta_{b}(z ; a)=\Delta(z-1 ; a) .
$$

Since $\delta_{b}(z ; a)$ has degree $a$, for fixed $b$ and $A$ the polynomials $\left\{\delta_{b}(z ; a) ; a=\right.$ $0,1, \ldots, A\}$ constitute a basis of the space of polynomials of degree $\leq A$.

The main interest of delta polynomials is that they are integer valued:

$$
\delta_{b}(m ; a) \in \mathbb{Z} \quad \text { for any } \quad m \in \mathbb{Z} ;
$$

indeed, for $m \geq 1$, we have

$$
\delta_{b}(m ; a)=\binom{m+b-1}{b}^{q}\binom{m+r-1}{r} .
$$

We now estimate the denominator of the values of $\delta_{b}(z ; a, c)$ at rational integers. The following lemma is due to E. M. Matveev [Mat 1993a]. We reproduce his proof (see also [Mat 1998], Lemma 7.1 and [NeW 1996], Lemma 4).

Lemma 9.8 involves the following arithmetic function: for any positive integer $n$, denote by $\nu(n)$ the least common multiple of $1,2, \ldots, n$.

Lemma 9.8. Let $a \geq 0, b>0, C \geq 0$ be nonnegative integers. For any integer $c$ in the interval $0 \leq c \leq C$ and any rational integer $m \in \mathbb{Z}$, the number

$$
\nu(b)^{C} \cdot \frac{1}{c!} \delta_{b}(m ; a, c)
$$

is a rational integer. Moreover, for any complex number $z$, we have

$$
\sum_{c=0}^{C}\binom{C}{c}\left|\delta_{b}(z ; a, c)\right| \leq C!e^{a+b}\left(\frac{|z|}{b}+1\right)^{a}
$$

Proof. Let us check that $v(b)^{C}$ is a common denominator to $(1 / c!) \delta_{b}(m ; a, c)$ by looking at the $p$-adic valuation of both numbers (recall the notation $v_{p}$ from § 3.1.a). So we fix a prime number $p$.

We start with a well known estimate (see [HaWr 1938], Th. 416):

$$
v_{p}(n!)=\sum_{\ell=1}^{\infty}\left[\frac{n}{p^{\ell}}\right] .
$$

This relation is proved as follows:

$$
v_{p}(n!)=\sum_{m=1}^{n} v_{p}(m)=\sum_{m=1}^{n} \sum_{\ell=1}^{v_{p}(m)} 1=\sum_{\ell=1}^{\infty} \sum_{\substack{m \leq n \\ v_{p}(m) \geq \ell}} 1
$$

and

$$
\sum_{\substack{m \leq n \\ v_{p}(m) \geq \ell}} 1=\left[\frac{n}{p^{\ell}}\right] .
$$

Therefore, for $b \geq 1$ and $0 \leq r<b$,

$$
v_{p}\left(b!^{q} r!\right)=\sum_{\ell=1}^{\infty}\left(q\left[\frac{b}{p^{\ell}}\right]+\left[\frac{r}{p^{\ell}}\right]\right) .
$$

On the right hand side one can restrict the sum over $\ell$ to $p^{\ell} \leq b$ since the other terms vanish.

It is well known and easy to check that the $p$-adic valuation of $v(n)$ is

$$
v_{p}(v(n))=\left[\frac{\log n}{\log p}\right]=\sum_{p^{e} \leq n} 1 .
$$

Consider a product $P=b_{1} \cdots b_{a}$ of $a$ rational integers. For any positive integer $\ell$ denote by $\varrho_{\ell}$ the number of $b_{i}$ 's which are multiple of $p^{\ell}$. Then

$$
v_{p}(P)=\sum_{\ell \geq 1} \varrho_{\ell} .
$$

If we delete any $c$ numbers from $b_{1}, \ldots, b_{a}$ and if $P^{\prime}$ denote the product of the remaining $a-c$ numbers, we derive

$$
v_{p}\left(P^{\prime}\right) \geq \sum_{\ell \geq 1} \max \left(\varrho_{\ell}-c, 0\right)
$$

The derivative $\delta_{b}(z ; a, c)$ of $\delta_{b}(z ; a)$ is given by the formula

$$
\delta_{b}(z ; a, c)=c!\cdot \delta_{b}(z ; a) \cdot \sum\left(z+b_{1}\right)^{-1} \cdots\left(z+b_{c}\right)^{-1}
$$

where $\left(b_{1}, \ldots, b_{c}\right)$ runs over the tuples of $c$ elements in $\{0, \ldots, b-1\}$ such that the polynomial $\left(z+b_{1}\right) \cdots\left(z+b_{c}\right)$ divides $\delta_{b}(z ; a)$.

Denote by $b_{1}, \ldots, b_{a}$ the $a$ factors in the product

$$
P=(m(m-1) \cdots(m-b+1))^{q} m(m-1) \cdots(m-r+1) ;
$$

the value of this product $P$ is nothing else than $b!^{q^{q}} r \delta_{b}(m ; a)$. Since $\delta_{b}(m ; a) \in \mathbb{Z}$, for any positive integer $\ell$ the number $\varrho_{\ell}$ of $b_{i}$ 's which are multiple of $p^{\ell}$ satisfies

$$
\varrho_{\ell} \geq q\left[\frac{b}{p^{\ell}}\right]+\left[\frac{r}{p^{\ell}}\right] \quad \text { for any } \quad \ell \geq 1
$$

Therefore

$$
v_{p}\left(\frac{1}{c!} b!^{q} r!\delta_{b}(m ; a, c)\right) \geq \sum_{p^{\ell} \leq b} \max \left\{q\left[\frac{b}{p^{\ell}}\right]+\left[\frac{r}{p^{\ell}}\right]-c ; 0\right\} .
$$

Define $d=v(b)^{C}$. Then

$$
v_{p}\left(d \frac{1}{c!} \delta_{b}(m ; a, c)\right) \geq \sum_{p^{\ell} \leq b} \max \left(C-c ; C-q\left[\frac{b}{p^{\ell}}\right]-\left[\frac{r}{p^{\ell}}\right]\right) \geq 0
$$

This proves the assertion $(d / c!) \delta_{b}(m ; a, c) \in \mathbb{Z}$ for $0 \leq c \leq C$ and $m \in \mathbb{Z}$.
Using the estimate

$$
\frac{1}{b!q_{r}!} \leq \frac{1}{b^{a}} e^{a+b}
$$

we obtain, for any $z \in \mathbb{C}$,

$$
\begin{aligned}
\left|\delta_{b}(z ; a, c)\right| & \leq c!\binom{a}{c}(|z|+b-1)^{a-c} \frac{1}{b!^{9} r!} \\
& \leq \frac{a!}{(a-c)!} \cdot \frac{(|z|+b-1)^{a-c}}{b^{a}} \cdot e^{a+b}
\end{aligned}
$$

This completes the proof of Lemma 9.8.
We need an upper bound for $v(n)$. Since $v_{p}(v(n)) \leq(\log n) /(\log p)$, we have for any $n \geq 1$

$$
\nu(n)=\prod_{p \leq n} p^{v_{p}(v(n))} \leq n^{\pi(n)},
$$

where $\pi(n)$ is the counting function of prime numbers:

$$
\pi(n)=\sum_{p \leq n} 1 .
$$

From the prime number Theorem ([HaWr 1938], [GLin 1962]), we deduce that for any $\epsilon>0$ we have

$$
\nu(n) \leq e^{(1+\epsilon) n}
$$

for $n \geq n_{0}(\epsilon)$. We need an estimate valid for any $n \geq 1$. We shall use $v(n) \leq 3^{n}$, which is elementary (see for instance Th. 7.5 of [Duv 1998]), but in fact the sharper inequality

$$
\nu(n) \leq e^{107 n / 103}
$$

holds uniformly for $n \geq 1$ (see [Y 1989], Lemma 2.3 p. 127).
We shall use Lemma 9.8 with

$$
m=t, \quad a=\sigma \quad\left(0 \leq \sigma \leq S_{0}\right), \quad b=S_{0}^{\sharp}, \quad C=\tau_{0}, \quad c=\kappa .
$$

For any $z \in \mathbb{C}$ we have

$$
\sum_{\kappa=0}^{\tau_{0}}\binom{\tau_{0}}{\kappa}\left|\delta_{S_{0}^{\sharp}}(z ; \sigma, \kappa)\right| \leq \tau_{0}!\left(\frac{|z|}{S_{0}^{\sharp}}+1\right)^{\sigma} e^{\sigma+S_{0}^{\sharp}} .
$$

The estimate for the common denominator of the rational numbers $\delta_{S_{0}^{\sharp}}(t ; \sigma, \kappa)$ involves

$$
\nu\left(S_{0}^{\sharp}\right)^{\tau_{0}} \leq 3^{\tau_{0} S_{0}^{\sharp}} \leq 3^{S_{0}^{\sharp} T_{0}} .
$$

For this reason, one cannot take for $S_{0}^{\#}$ a too large integer, and this is why the polynomials $\delta_{S_{0}^{\sharp}}(z ; \sigma)$ are sometimes better than $\Delta(z ; \sigma)$ (which corresponds to $S_{0}^{\sharp}=S_{0}$.

Definition 9.9. In the general case, for

$$
\underline{\tau} \in \mathbb{N}^{d}, \quad t \in \mathbb{Z}, \quad \sigma \in \mathbb{N} \quad \text { and } \quad \underline{s} \in \mathbb{Z}^{m}
$$

we introduce the numbers

$$
\widetilde{\gamma}_{\underline{\tau} t}^{(\sigma \underline{s})}=\sum_{\kappa=0}^{\tau_{0}}\binom{\tau_{0}}{\kappa} \delta_{S_{0}^{\sharp}}(t ; \sigma, \kappa)\left(s_{m} \beta_{0}\right)^{\tau_{0}-\kappa} \prod_{i=m-d+1}^{m-1}\left(s_{i}+s_{m} \beta_{i}\right)^{\tau_{i}} \cdot \prod_{j=1}^{m} \alpha_{j}^{t s_{j}} .
$$

In the homogeneous case $\beta_{0}=0$, the only non-vanishing term in the sum occurs for $\kappa=\tau_{0}$ and the formula is simpler:

$$
\widetilde{\gamma}_{\underline{\tau t}}^{(\sigma \underline{s})}=\delta_{S_{0}^{\sharp}}\left(t ; \sigma, \tau_{0}\right) \prod_{i=m-d+1}^{m-1}\left(s_{i}+s_{m} \beta_{i}\right)^{\tau_{i}} \cdot \prod_{j=1}^{m} \alpha_{j}^{t s_{j}} .
$$

If $\beta_{1}, \ldots, \beta_{m-1}$ are all rational numbers, we define $b_{m}$ as their least (positive) common denominator, so that the rational integers $b_{i}=-b_{m} \beta_{i} \in \mathbb{Z}(1 \leq i \leq m-1)$ satisfy $\operatorname{gcd}\left(b_{1}, \ldots, b_{m}\right)=1$.

As already mentioned, further $\Delta$ polynomials are needed in the homogeneous rational case

Definition 9.10. For the homogeneous rational case, we define

$$
\widetilde{\gamma}_{\underline{\tau} t}^{(\sigma \underline{s})}=\frac{1}{\tau_{0}!} \delta_{S_{0}^{\sharp}}\left(t ; \sigma, \tau_{0}\right) \prod_{i=m-d+1}^{m-1} \Delta\left(s_{i} b_{m}-s_{m} b_{i} ; \tau_{i}\right) \cdot \prod_{j=1}^{m} \alpha_{j}^{t s_{j}} .
$$

In the transcendence proof, analytic as well as arithmetic estimates related to these numbers $\tilde{\gamma}_{\underline{\tau} t}^{(\sigma \underline{s})}$ will rest on the following result.

## Lemma 9.11.

a) (General case)

$$
\sum_{\kappa=0}^{\tau_{0}}\binom{\tau_{0}}{\kappa} \delta_{S_{0}^{\sharp}}(t ; \sigma, \kappa)\left(s_{m} Y_{0}\right)^{\tau_{0}-\kappa} \prod_{i=m-d+1}^{m-1}\left(s_{i}+s_{m} Y_{i}\right)^{\tau_{i}}
$$

is a polynomial in $Y_{0}, Y_{m-d+1}, \ldots, Y_{m-1}$ with rational coefficients. The total degree of this polynomial is $\leq T_{0}$. The length is bounded by

$$
T_{0}!e^{S_{0}+S_{0}^{\sharp}}\left(\frac{T_{1}}{S_{0}^{\sharp}}+1\right)^{S_{0}}\left(S^{*}\right)^{T_{0}}
$$

where $S^{*}=S_{1}+\cdots+S_{m}$. Moreover the product of this polynomial by $v\left(S_{0}^{\sharp}\right)^{\tau_{0}}$ has integer coefficients.
b) (Homogeneous rational case).

$$
\frac{1}{\tau_{0}!} \delta_{S_{0}^{\sharp}}\left(t ; \sigma, \tau_{0}\right) \prod_{i=m-d+1}^{m-1} \Delta\left(s_{i} b_{m}-s_{m} b_{i} ; \tau_{i}\right)
$$

is a rational number of absolute value bounded by

$$
e^{S_{0}+S_{0}^{\sharp}+T_{0}}\left(\frac{T_{1}}{S_{0}^{\sharp}}+1\right)^{S_{0}} \max _{1 \leq i \leq m-1}\left(\frac{S_{i}\left|b_{m}\right|+S_{m}\left|b_{i}\right|}{T_{0}}+1\right)^{T_{0}} .
$$

A denominator is

$$
\nu\left(S_{0}^{\sharp}\right)^{\tau_{0}} \leq 3^{T_{0} S_{0}^{\sharp}} .
$$

Proof. This follows easily from Lemma 9.8. In the general case, since

$$
\delta_{S_{0}^{\sharp}}(t ; \sigma, \kappa) \leq \kappa!e^{\sigma+S_{0}^{\sharp}}\left(\frac{|t|}{S_{0}^{\sharp}}+1\right)^{\sigma}
$$

the length of the polynomial is bounded by

$$
\sum_{\kappa=0}^{\tau_{0}}\binom{\tau_{0}}{\kappa} \kappa!e^{\sigma+S_{0}^{\sharp}}\left(\frac{|t|}{S_{0}^{\sharp}}+1\right)^{\sigma} S_{m}^{\tau_{0}-\kappa} \prod_{i=m-d+1}^{m-1}\left(S_{i}+S_{m}\right)^{\tau_{i}}
$$

and we have

$$
\max \left\{1+S_{m}, S_{m-d+1}+S_{m}, \ldots, S_{m-1}+S_{m}\right\} \leq S^{*}
$$

In the homogeneous rational case, we use the estimates

$$
\frac{1}{\tau_{0}!}\left|\delta_{S_{0}^{\sharp}}\left(t ; \sigma, \tau_{0}\right)\right| \leq e^{\sigma+S_{0}^{\sharp}}\left(\frac{T_{1}}{S_{0}^{\sharp}}+1\right)^{S_{0}}
$$

and

$$
\prod_{i=m-d+1}^{m-1}\left|\Delta\left(s_{i} b_{m}-s_{m} b_{i} ; \tau_{i}\right)\right| \leq \max _{1 \leq i \leq m-1}\left(\frac{S_{i}\left|b_{m}\right|+S_{m}\left|b_{i}\right|}{T_{0}}+1\right)^{T_{0}} e^{T_{0}}
$$

Remark. The first idea of eliminating the factorials from the derivatives of auxiliary functions with the help of such polynomials is due to Feldman [F 1960a], [F 1960b]. In order to improve the transcendence measure of $\pi$ and of logarithms of algebraic numbers, he introduced the polynomials $F_{a}(z)=z(z-1) \cdots(z-a+1)$ and proved a lower bound for the greatest common divisor of the values of its derivatives $(d / d z)^{c} F_{a}$ at integers $m$. This estimate was uniform in $m$, polynomial in $c$, but only for fixed $a$ (see Lemma 10.7 of [F 1982]). This was not a common factor for $a=0,1, \ldots A$. Later, to avoid this difficulty, he used $(A-a)!F_{a}$ for $a=0,1, \ldots A$. Other authors used $\Delta(z ; a)=F_{a}(z) / a$ ! with the corresponding upper bound for a denominator. Since this estimate is valid only for fixed $a$, it was necessary to introduce $\triangle(z+a ; A)$ for $0 \leq a \leq A$ where the polynomials have the same degree $A$.

These Delta polynomials were one of the key tools of Fel'dman [F 1968] when he achieved a best possible dependence for the estimate in terms of the heights of the coefficients $\beta_{i}$ in lower bounds for linear combinations $\beta_{0}+\beta_{1} \log \alpha_{1}+\cdots+\beta_{n} \log \alpha_{n}$.

In turn, such an optimal estimate has dramatic consequences: in particular it yields the first effective improvement to Liouville's inequality. The introduction of polynomials $\Delta(z ; a)^{b}$ into transcendence theory is due to A. Baker [B 1972], who improved in this way the dependence of lower bounds for linear forms in logarithms in terms of the heights of the $\alpha_{i}$.

The polynomials

$$
\left(\frac{z(z+1) \cdots(z+b-1)}{b!}\right)^{q} \cdot\left(\frac{z(z+1) \cdots(z+r-1)}{r!}\right)
$$

for $a=b q+r$ and $0 \leq r \leq b$ were introduced in [Mat 1993a] (for $a=(b+1) q=b q+q$ one can choose either $r=0$ or $r=b$, the result is the same; so there is no jump in the sequence).
e) Sketch of Proof (Conclusion)

The sketch of proof of Theorem 9.1 is now the usual one: with the numbers $\widetilde{\gamma}_{\underline{t} t}^{(\sigma s)}$ we build a matrix $\boldsymbol{M}$, we use a zero estimate to show that it has maximal rank, we take a maximal square submatrix with non-vanishing determinant $\Delta$, we produce a lower bound for $|\Delta|$ by means of Liouville's estimate and an upper bound by means of Schwarz' Lemma, and the conclusion will follow.

In the next section we investigate the consequences of our change of basis (introducing delta polynomials) in the main analytic upper bound for the absolute value of the interpolation determinant.

### 9.2.2 Analytic Estimates

Recall the derivative operator $\mathfrak{D}$ on the ring of entire functions in $m+1$ variables $z_{0}, \ldots, z_{m}$ :

$$
\mathscr{D}=\frac{\partial}{\partial z_{0}}+\frac{\partial}{\partial z_{m}} .
$$

We shall work here with only $d+1$ variables $\underline{z}=\left(z_{0}, z_{m-d+1}, \ldots, z_{m}\right)$. Let $\delta^{(1)}(\underline{z} ; \tau) \quad 1 \leq \tau \leq\binom{ T_{0}+d}{d}$ be a basis of the space of polynomials in $d$ variables $z_{0}, z_{m-d+1}, \ldots, z_{m-1}$ of total degree $\leq T_{0}$ (and degree 0 in $z_{m}$ ). In our applications later this basis will be either

$$
z_{0}^{\tau_{0}} z_{m-d+1}^{\tau_{m-d+1}} \cdot \cdots z_{m-1}^{\tau_{m-1}}
$$

or else

$$
z_{0}^{\tau_{0}} \Delta\left(z_{m-d+1} ; \tau_{m-d+1}\right) \cdots \Delta\left(z_{m-1} ; \tau_{m-1}\right)
$$

with $\underline{\tau} \in \mathbb{N}^{d},\|\underline{\tau}\| \leq T_{0}$.
For $\kappa \in \mathbb{N}$ define

$$
\delta^{(1)}(\underline{z} ; \tau, \kappa)=\left(\frac{\partial}{\partial z_{0}}\right)^{\kappa} \delta^{(1)}(\underline{z} ; \tau) .
$$

Denote by $\boldsymbol{M}$ the matrix with $L_{d}=\binom{T_{0}+d}{d}\left(2 T_{1}+1\right)$ rows and

$$
\left(S_{0}+1\right)\left(2 S_{1}+1\right) \cdots\left(2 S_{m}+1\right)
$$

columns:

$$
\boldsymbol{M}=\left(\mathscr{D}^{\sigma}\left(\delta^{(1)}(\underline{z} ; \tau) e^{t z_{m}}\right)(\underline{s} \boldsymbol{\eta})\right)_{\substack{(\tau, t) \\(\sigma, \underline{)})}},
$$

where $\underline{s} \eta$ stands now for

$$
\left(s_{m} \beta_{0}, s_{m-d+1}+s_{m} \beta_{m-d+1}, \ldots, s_{m-1}+s_{m} \beta_{m-1}, s_{1} \lambda_{1}+\cdots+s_{m} \lambda_{m}\right) \in \mathbb{C}^{d+1}
$$

The index of rows $(\tau, t)$ ranges over the set of pairs in $\mathbb{N} \times \mathbb{Z}$ with $1 \leq \tau \leq\binom{ T_{0}+d}{d}$ and $|t| \leq T_{1}$, while the index of columns $(\sigma, \underline{s})$ runs over the set of tuples in $\mathbb{N} \times \mathbb{Z}^{m}$ with $0 \leq \sigma \leq S_{0}$ and $\left|s_{j}\right| \leq S_{j}$. We select an ordering for the tuples ( $\sigma, \underline{s}$ ) and we order accordingly the columns of $\boldsymbol{M}$ so that the tuples with the same $\underline{s}$ are consecutive in order

$$
(0, \underline{s}), \quad(1, \underline{s}), \ldots, \quad\left(S_{0}, \underline{s}\right)
$$

This yields $\left(2 S_{1}+1\right) \cdots\left(2 S_{m}+1\right)$ blocs of $L_{d} \times\left(S_{0}+1\right)$ matrices.
Consider now a basis $\left\{\delta^{(2)}(z ; \sigma) ; 0 \leq \sigma \leq S_{0}\right\}$ of the space of polynomials in a single variable of degree $\leq S_{0}$. Later we shall select the basis

$$
\delta_{S_{0}^{\sharp}}(z ; \sigma) \quad\left(0 \leq \sigma \leq S_{0}\right) .
$$

Denote by $\boldsymbol{Q}$ the regular square $\left(S_{0}+1\right) \times\left(S_{0}+1\right)$ matrix occurring in Lemma 9.7 and by $\boldsymbol{Q}$ the regular square matrix which is a diagonal bloc consisting of $\left(2 S_{1}+1\right) \cdots\left(2 S_{m}+1\right)$ blocs $\boldsymbol{Q}$ :

$$
\widetilde{\boldsymbol{Q}}=\operatorname{diag}(\boldsymbol{Q} \cdots \boldsymbol{Q})
$$

Define

$$
\Phi_{\tau t}^{(\sigma)}(\underline{z})=\sum_{\kappa=0}^{\tau_{0}} \frac{1}{\kappa!} \delta^{(2)}(t ; \sigma, \kappa) \delta^{(1)}(\underline{z} ; \tau, \kappa) e^{t z_{m}} .
$$

Let $\tilde{\boldsymbol{M}}$ be the matrix

$$
\tilde{\boldsymbol{M}}=\left(\Phi_{\tau t}^{(\sigma)}(\underline{s} \boldsymbol{\eta})\right)_{\substack{(\tau, t) \\(\sigma, \underline{\varepsilon})}}
$$

with the same size as $\boldsymbol{M}$. Then we deduce from Lemma 9.7

$$
\begin{equation*}
\boldsymbol{M} \tilde{\boldsymbol{Q}}=\widetilde{\boldsymbol{M}} \tag{9.12}
\end{equation*}
$$

Let

$$
\Delta=\operatorname{det}\left(\Phi_{\tau t}^{\left(\sigma_{\mu}\right)}\left(\underline{s}_{\mu} \eta\right)\right)_{\substack{(\tau, t) \\ 1 \leq \mu \leq L_{d}}}
$$

be a $L_{d} \times L_{d}$ minor of $\tilde{\boldsymbol{M}}$. We want an upper bound for $|\Delta|$. Write

$$
\underline{s} \boldsymbol{\eta}^{\prime}=\left(s_{m} \beta_{0}, s_{1}+s_{m} \beta_{1}, \ldots, s_{m-1}+s_{m} \beta_{m-1}, s_{1} \lambda_{1}+\cdots+s_{m} \lambda_{m}+s_{m} \Lambda\right)
$$

and $\underline{\zeta}_{\mu}=\underline{s}_{\mu} \eta^{\prime}$. Let $\epsilon$ and $b_{\tau t \mu}$ be complex numbers satisfying

$$
\Phi_{\tau t}^{\left(\sigma_{\mu}\right)}\left(\underline{s}_{\mu} \boldsymbol{\eta}\right)=\Phi_{\tau t}^{\left(\sigma_{\mu}\right)}\left(\underline{s}_{\mu} \eta^{\prime}\right)+\epsilon b_{\tau t \mu}
$$

so that

Proposition 9.13. Define

$$
V_{d}=\frac{1}{2 d}\left(T_{0}+d\right)\left(2 T_{1}+1\right) \log E
$$

and assume $|\epsilon| \leq e^{-V_{d}}$. For each $(\tau, t)$, let $M_{\tau t}$ be a positive real number such that

$$
M_{\tau t} \geq \log \sup _{|z|=E} \max _{1 \leq \mu \leq L_{d}}\left|\Phi_{\tau t}^{\left(\sigma_{\mu}\right)}\left(z \underline{\zeta}_{\mu}\right)\right| \quad \text { and } \quad M_{\tau t} \geq \log \max _{1 \leq \mu \leq L_{d}}\left|b_{\tau t \mu}\right|
$$

Then

$$
\log |\Delta| \leq-\frac{1}{2} L_{d} V_{d}+L_{d} S_{0} \log E+L_{d} \log \left(2 L_{d}\right)+\sum_{\tau=1}^{\substack{T_{0}+d \\ d}} \sum_{t=-T_{1}}^{T_{1}} M_{\tau t}
$$

Proposition 9.13 rests on a lower bound for the order of vanishing at the origin of some interpolation determinant.

Let $I$ be a subset of $\left\{(\tau, t) ; 1 \leq \tau \leq\binom{ T_{0}+d}{d},|t| \leq T_{1}\right\}$. For $z \in \mathbb{C}$ define

$$
d_{\tau t \mu}(z)= \begin{cases}\Phi_{\tau t}^{\left(\sigma_{\mu}\right)}\left(z \zeta_{\mu}\right) & \text { for }(\tau, t) \in I, \\ b_{\tau t \mu} & \text { for }(\tau, t) \notin I\end{cases}
$$

and

$$
D_{I}(z)=\operatorname{det}\left(d_{\tau t \mu}(z)\right)_{\substack{(\tau, t) \\ 1 \leq \mu \leq L_{d}}}
$$

Lemma 9.14. The function $D_{I}$ has a zero of multiplicity

$$
\geq \Theta\left(d ; T_{0},|I|\right)-L_{d} S_{0}
$$

at the origin.
Lemma 9.14 is a special case of the following more general result, which extends at the same time Lemmas 6.2, 7.2 and 9.2.

Lemma 9.15. Let $n, T_{0}, S_{0}, L$ and $L^{\prime}$ be positive integers, $\underline{\xi}_{1}, \ldots, \underline{\xi}_{L^{\prime}}$ elements of $\mathbb{C}^{n}, \varphi_{1}, \ldots, \varphi_{L}$ analytic functions in $\mathbb{C}, \theta_{1}, \ldots, \theta_{n}$ complex numbers, $p_{1}, \ldots, p_{L}$ polynomials in $\mathbb{C}\left[z_{1}, \ldots, z_{n}\right]$ of total degree $\leq T_{0}$ and $\mathscr{D}^{(1)}, \ldots, \mathscr{D}^{\left(L^{\prime}\right)}$ derivative operators (acting on functions of $n$ variables) of order $\leq S_{0}$. For $1 \leq \lambda \leq L$, define,

$$
f_{\lambda}\left(z_{1}, \ldots, z_{n}\right)=p_{\lambda}\left(z_{1}, \ldots, z_{n}\right) \varphi_{\lambda}\left(\theta_{1} z_{1}+\cdots+\theta_{n} z_{n}\right)
$$

Let I be a subset of $\{1, \ldots, L\}$, and let $\delta_{\lambda \mu}\left(1 \leq \lambda \leq L\right.$ with $\lambda \notin I$, and $\left.1 \leq \mu \leq L^{\prime}\right)$ be complex numbers. Define, for $1 \leq \lambda \leq L, 1 \leq \mu \leq L^{\prime}$ and $z \in \mathbb{C}$,

$$
d_{\lambda \mu}(z)= \begin{cases}\left(\mathscr{D}^{(\mu)} f_{\lambda}\right)\left(z \underline{\zeta}_{\mu}\right) & \text { for } \lambda \in I, \\ \delta_{\lambda \mu} & \text { for } \lambda \notin I .\end{cases}
$$

Let $\boldsymbol{Q}$ be a $L^{\prime} \times L$ matrix with constant coefficients in $\mathbb{C}$ and $D(z)$ the determinant of the product

$$
\left(d_{\lambda \mu}(z)\right)_{\substack{1 \leq \lambda \leq L \\ 1 \leq \mu \leq L^{\prime}}} \cdot \boldsymbol{Q} .
$$

Then $D$ has a zero at the origin of multiplicity $\geq \Theta\left(n ; T_{0},|I|\right)-L S_{0}$.
Proof of Lemma 9.15. After a change of coordinates we may assume

$$
\theta_{1}=1, \quad \theta_{2}=\cdots=\theta_{n}=0 .
$$

Also, expanding each $\varphi_{\lambda}$ in power series at the origin, without loss of generality we may assume

$$
f_{\lambda}(\underline{z})=\underline{z}^{\kappa_{\lambda}} \quad \text { where } \quad \kappa_{\lambda 2}+\cdots+\kappa_{\lambda n} \leq T_{0} .
$$

Finally we may also assume $I=\{1, \ldots,|I|\}$.
Like in the proof of Lemma 9.2, we can write

$$
\left.\mathscr{D}^{(\mu)} \underline{z}^{\underline{\kappa}}=\sum_{\|\underline{l}\| \leq S_{0}} c_{\mu \underline{l}}(\underline{\underline{\kappa}}) \underline{\imath}^{\underline{l}}\right) \underline{z}^{\underline{\kappa}-\underline{\imath}},
$$

hence

$$
\left(d_{\lambda \mu}(z)\right)_{\substack{1 \leq \lambda \leq L \\ 1 \leq \mu \leq L^{\prime}}}=\boldsymbol{P}(z) \widetilde{\boldsymbol{M}}(z),
$$

where $\boldsymbol{P}(z)$ is the diagonal $L \times L$ matrix

$$
\boldsymbol{P}(z)=\operatorname{diag}\left(\begin{array}{llllll}
z^{\| \underline{\boldsymbol{\kappa}}_{1}} \|-S_{0} & \cdots & z^{\| \underline{\boldsymbol{\kappa}}_{\mu}} \|-S_{0} & 1 & \cdots & 1
\end{array}\right)
$$

and where the first $|I|$ rows of the $L \times L^{\prime}$ matrix $\widetilde{\boldsymbol{M}}(z)$ are

$$
\left(\sum_{\|\leq \underline{l}\| \leq S_{0}} c_{\mu \underline{l}}\binom{\underline{\kappa}_{\lambda}}{\underline{l}} z^{S_{0}-\|\underline{l}\|} \underline{\zeta}_{-\mu}^{\underline{\kappa}_{\lambda}-\underline{\iota}}\right)_{1 \leq \mu \leq L^{\prime}} \quad(1 \leq \lambda \leq|I|)
$$

while the last $L-|I|$ rows of $\tilde{\boldsymbol{M}}(z)$ are

$$
\left(\begin{array}{lll}
\delta_{\lambda 1} & \cdots & \delta_{\lambda L^{\prime}}
\end{array}\right) \quad(|I|<\lambda \leq L)
$$

The $L \times L$ matrix $\widetilde{\boldsymbol{M}}(z) \cdot \boldsymbol{Q}$ has entries in $\mathbb{C}[z]$; it has rank $<L$ as soon as there exists $\lambda \neq \lambda^{\prime}$ with $\underline{\kappa}_{\lambda}=\underline{\kappa}_{\lambda^{\prime}}$. The conclusion of Lemma 9.15 plainly follows.

Proof of Proposition 9.13. Let $I$ be a subset of

$$
\left\{(\tau, t) \in \mathbb{N} \times \mathbb{Z}, 1 \leq \tau \leq\binom{ T_{0}+d}{d},|t| \leq T_{1}\right\}
$$

From Lemma 9.14, using Schwarz Lemma 2.4, we deduce

$$
\log \left|D_{I}(1)\right| \leq-\Theta\left(d ; T_{0},|I|\right) \log E+L_{d} S_{0} \log E+\log \sup _{|z|=E}|D(z)|
$$

For $|z|=E$, we have

$$
\log \left|D_{I}(z)\right| \leq \log \left(L_{d}!\right)+\sum_{\tau=1}^{\binom{T_{0}+d}{d}} \sum_{t=-T_{1}}^{T_{1}} M_{\tau t} .
$$

Define

$$
\Delta_{I}=\operatorname{det}\left(c_{\tau t \mu}^{(I)}{\underset{c}{c, t)}}_{\substack{\left(\tau u \leq L_{d}\right.}}\right.
$$

where

$$
c_{\tau t \mu}^{(I)}= \begin{cases}\Phi_{\tau t}^{\left(\sigma_{\mu}\right)}\left(\underline{\zeta}_{\mu}\right) & \text { for }(\tau, t) \in I \\ b_{\tau t \mu} & \text { for }(\tau, t) \notin I\end{cases}
$$

From Lemmas 9.15 and 7.3, we see that the hypotheses of Lemma 7.4 are satisfied with $r=1, V=V_{d}$ and

$$
\begin{gathered}
\chi_{0}=\frac{1}{2}(\log E)\binom{T_{0}+d-1}{d-1}^{-1}, \\
\chi_{1}=V_{d}-\chi_{0}+\frac{1}{2 d}\left(T_{0}+d\right) \log E \leq \frac{4}{3} V_{d}
\end{gathered}
$$

and

$$
\chi_{2}=L_{d} S_{0} \log E+\log \left(L_{d}!\right)+\sum_{\tau=1}^{\left(\begin{array}{c}
T_{0}+d
\end{array}\right)} \sum_{t=-T_{1}}^{T_{1}} M_{\tau t} .
$$

Proposition 9.13 follows with the same estimates as in the proof of Proposition 7.6.

### 9.2.3 The Zero Estimate

Here is the zero estimate needed for the proof of Theorem 9.1. Let $K$ be an algebraically closed field of zero characteristic, $m$ and $d$ positive integers with $1 \leq d \leq m$. We denote by $\left(\underline{e}_{1}, \ldots, \underline{e}_{m}\right)$ the canonical basis of $K^{m}$.

Let $\alpha_{1}, \ldots, \alpha_{m}$ be elements of $K^{\times}, \beta_{0}, \beta_{1}, \ldots, \beta_{m-1}$ elements of $K, T_{0}, T_{1}, S_{0}$ positive integers and $\mathfrak{S}$ a subset of $\mathbb{Z}^{m}$. Define

$$
L_{d}=\binom{T_{0}+d}{d}\left(2 T_{1}+1\right)
$$

Let

$$
\delta^{(1)}(\underline{z} ; \tau) \quad 1 \leq \tau \leq\binom{ T_{0}+d}{d}
$$

be a basis of the space of polynomials in $d$ variables $z_{0}, z_{m-d+1}, \ldots, z_{m-1}$ of total degree $\leq T_{0}$. For $\kappa \in \mathbb{N}$ define

$$
\delta^{(1)}(\underline{z} ; \tau, \kappa)=\left(\frac{\partial}{\partial z_{0}}\right)^{\kappa} \delta^{(1)}(\underline{z} ; \tau) .
$$

Further, let

$$
\delta^{(2)}(z ; \sigma) \quad 0 \leq \sigma \leq(m+1) S_{0}
$$

be a basis of the space of polynomials in a single variable of degree $\leq(m+1) S_{0}$. Again, for $\kappa \in \mathbb{N}$, we define

$$
\delta^{(2)}(z ; \sigma, \kappa)=\left(\frac{d}{d z}\right)^{\kappa} \delta^{(2)}(z ; \sigma) .
$$

Denote by $\underline{y}_{m-d+1}, \ldots, \underline{y}_{m}$ the column vectors of the $d \times d$ matrix

$$
\left(\begin{array}{ccc}
0 & \cdots & \beta_{0} \\
& & \beta_{m-d+1} \\
& \mathrm{I}_{d-1} & \vdots \\
& & \beta_{m-1}
\end{array}\right) .
$$

For $\underline{s} \in \mathbb{Z}^{m}$, define $\underline{s} \boldsymbol{y} \in K^{d}$ by

$$
\underline{s} \boldsymbol{y}=\left(s_{m} \beta_{0}, s_{m-d+1}+s_{m} \beta_{m-d+1}, \ldots, s_{m-1}+s_{m} \beta_{m-1}\right) .
$$

For $\tau \in \mathbb{N}, t \in \mathbb{Z}, \sigma \in \mathbb{N}$ and $\underline{s} \in \mathbb{Z}^{m}$, define

$$
\widetilde{\gamma}_{\tau t}^{(\sigma \underline{s})}=\sum_{\kappa=0}^{\tau_{0}} \frac{1}{\kappa!} \delta^{(2)}(t ; \sigma, \kappa) \delta^{(1)}(\underline{s} \boldsymbol{y} ; \tau, \kappa) \prod_{j=1}^{m} \alpha_{j}^{t s_{j}} .
$$

Let $\mathcal{V}$ a subspace of $K^{m}$ of dimension $d$ containing the point

$$
\left(\beta_{1}, \ldots, \beta_{m-1},-1\right)
$$

and such that $\pi_{v}\left(\underline{e}_{1}\right), \ldots, \pi_{v}\left(\underline{e}_{m-d}\right)$ is a basis of $K^{m} / \mathcal{V}$, where $\pi_{v}$ denotes the linear canonical map $K^{m} \rightarrow K^{m} / \mathcal{V}$. Define $\widetilde{\mathfrak{S}}=\left\{\underline{s}^{\prime}-\underline{s}^{\prime \prime} ; \underline{s}^{\prime} \in \mathfrak{S}, \underline{s}^{\prime \prime} \in \mathfrak{S}\right\}$ and $\widetilde{\mathfrak{S}}_{\nu}=\widetilde{\mathfrak{S}} \cap \mathcal{V}$. For any $n \geq 1$, denote

$$
\widetilde{\mathfrak{S}}[n]=\left\{\underline{s}_{1}+\cdots+\underline{s}_{n} ; \underline{s}_{i} \in \widetilde{\mathfrak{S}}(1 \leq i \leq n)\right\} .
$$

Let $\boldsymbol{M}$ be the matrix

$$
\boldsymbol{M}=\left(\widetilde{\gamma}_{\tau t}^{(\sigma s)}\right)_{\substack{(\tau, t) \\(\sigma, s)}},
$$

with $L_{d}$ rows indexed by $(\tau, t) \in \mathbb{N} \times \mathbb{Z}$,

$$
1 \leq \tau \leq\binom{ T_{0}+d}{d} \quad \text { and } \quad|t| \leq T_{1}
$$

while the index of columns is $(\sigma, \underline{s}) \in \mathbb{N} \times \mathbb{Z}^{m}$, running in the range

$$
0 \leq \sigma \leq(m+1) S_{0}, \quad \underline{s} \in \widetilde{\mathfrak{S}}_{v}[m+1] .
$$

For Proposition 9.16 as well as for Lemma 9.17, we assume that $\alpha_{1}, \ldots, \alpha_{m}$ generate a multiplicative subgroup of $K^{\times}$of rank $\geq m-1$. We assume further $S_{0}+1 \geq 2 T_{0}$, and $|\underline{s}|<T_{0} / 4$ for any $\underline{s} \in \mathfrak{S}$. Furthermore, assume

$$
\text { either } \beta_{0} \neq 0 \text { or else } \widetilde{\mathfrak{S}}[2] \cap K\left(\beta_{1}, \ldots, \beta_{m-1},-1\right)=\{0\}
$$

Proposition 9.16. Assume also

$$
\begin{aligned}
\left(S_{0}+1\right) \operatorname{Card}(\mathfrak{S}) & >2(m+1) T_{0}^{m} T_{1}, \\
\operatorname{Card}\left(\pi_{v}(\mathfrak{S})\right) & \leq \frac{m+1}{d+1} T_{0}^{m-d}
\end{aligned}
$$

and that there is no subspace $\mathcal{V}^{\prime}$ of $\mathcal{V}$, other than $\mathcal{V}$ itself, containing

$$
\left(\beta_{1}, \ldots, \beta_{m-1},-1\right),
$$

which satisfies this inequality with $d$ replaced by $d^{\prime}=\operatorname{dim}_{K}\left(\mathcal{V}^{\prime}\right)$.
Then $\boldsymbol{M}$ has rank $L_{d}$.
The proof of Proposition 9.16 combines the arguments of the proofs of Propositions 7.7 and 9.3. The main tool is the following auxiliary result (see [W 1993], Corollaire 5.4 for the case $\beta_{0}=0$ ).

Lemma 9.17. Assume $\boldsymbol{M}$ has rank $<L_{d}$. Assume also

$$
\left(S_{0}+1\right) \operatorname{Card}\left(\widetilde{\mathfrak{S}}_{v}\right)>2(d+1) T_{0}^{d} T_{1}
$$

Then there exists a vector subspace $\mathcal{V}^{\prime}$ of $\mathcal{V}$, containing $\left(\beta_{1}, \ldots, \beta_{m-1},-1\right)$, of dimension $d^{\prime}$ with $1 \leq d^{\prime} \leq d-1$, such that

$$
\operatorname{Card}\left(\pi_{v^{\prime}}\left(\widetilde{\mathfrak{S}}_{v}\right)\right) \leq \frac{d+1}{d^{\prime}+1} \cdot T_{0}^{d-d^{\prime}}
$$

Proof of Lemma 9.17. Define

$$
\mathcal{E}=\left\{\underline{s} \boldsymbol{y} ; \underline{s} \in \widetilde{\mathfrak{S}}_{v}\right\} \subset K^{d} .
$$

Step 1.
We first check that the elements $\underline{s} \boldsymbol{y}$, for $\underline{s} \in \widetilde{\mathfrak{S}} v$, are pairwise distinct.
For $\underline{s}^{\prime}$ and $\underline{s}^{\prime \prime}$ in $\widetilde{\mathfrak{S}}_{\nu}$ the difference $\underline{s}^{\prime}-\underline{s}^{\prime \prime}$ is in $\widetilde{\mathfrak{S}}_{\nu}[2]$. So it is sufficient to prove that if $\underline{s} \in \widetilde{\mathfrak{S}}_{v} \overline{[2]}$ satisfies $\underline{s} \boldsymbol{y}=0$ :

$$
s_{m} \beta_{0}=s_{m-d+1}+s_{m} \beta_{m-d+1}=\cdots=s_{m-1}+s_{m} \beta_{m-1}=0,
$$

then $\underline{s} \neq 0$.

If $\beta_{0} \neq 0$, then we have $s_{m}=0, s_{m-d+1}=\cdots=s_{m-1}=0$. Since $\underline{s}=\left(s_{1}, \ldots, s_{m}\right)$ is in $\mathcal{V}$, and since $\pi_{\mathcal{V}}\left(\underline{e}_{1}\right), \ldots, \pi_{\mathcal{V}}\left(\underline{e}_{m-d}\right)$ is a basis of $K^{m} / \mathcal{V}$, this implies $\underline{s}=0$.

If $\beta_{0}=0$ we deduce from the conditions $\underline{s} \in \mathcal{V}$ and $\left(\beta_{1}, \ldots, \beta_{m-1},-1\right) \in \mathcal{V}$

$$
\left(s_{1}+s_{m} \beta_{1}, \ldots, s_{m-1}+s_{m} \beta_{m-1}, 0\right) \in \mathcal{V} .
$$

Since the last $d$ components are zero, we also have $s_{j}+s_{m} \beta_{j}=0$ for $1 \leq j \leq m$, hence $s_{m}\left(\beta_{1}, \ldots, \beta_{m-1},-1\right) \in \widetilde{\mathfrak{S}}$ [2]. By assumption this is possible only for $s_{m}=0$, and therefore $s_{j}=0$ for $1 \leq j \leq m$.

Step 2.
If $\alpha_{1}, \ldots, \alpha_{m}$ are multiplicatively dependent, they generate a multiplicative group of rank $m-1$. In this case, among the tuples $\left(a_{1}, \ldots, a_{m}\right) \in \mathbb{Z}^{m} \backslash\{0\}$ for which

$$
\alpha_{1}^{a_{1}} \cdots \alpha_{m}^{a_{m}}=1,
$$

there is one (which is unique, up to sign) for which $\max \left\{\left|a_{1}\right|, \ldots,\left|a_{m}\right|\right\}$ is minimal. Recall that for any $\underline{s} \in \widetilde{\mathfrak{S}}_{\widetilde{\mathfrak{S}}}$ we have $|\underline{s}|<T_{0} / 2$. It follows that for each $\gamma \in K^{\times}$the number of elements $\underline{s} \in \widetilde{\mathfrak{S}}_{\nu}$ such that $\underline{\alpha} \underline{s}=\gamma$ is $\leq T_{0}$. Of course this is true also if $\alpha_{1}, \ldots, \alpha_{m}$ are multiplicatively independent (!). Using Lemma 7.8 for the mapping

$$
\begin{array}{rll}
\widetilde{\mathfrak{S}}_{v} & \longrightarrow K^{\times} \\
\underline{s} & \longmapsto & \underline{\alpha}^{\underline{s}}
\end{array}
$$

we derive

$$
\operatorname{Card}\left\{\underline{\alpha}^{\underline{s}} ; \underline{s} \in \widetilde{\mathfrak{S}}_{v}\right\} \geq \frac{1}{T_{0}} \operatorname{Card}\left(\widetilde{\mathfrak{S}}_{v}\right) .
$$

## Step 3.

We already introduced the derivative operator

$$
\mathcal{D}=\frac{\partial}{\partial X_{0}}+Y \frac{\partial}{\partial Y} .
$$

Using Lemma 9.7 (compare with (9.12)), we deduce from the assumption $\operatorname{rank}(\boldsymbol{M})<$ $L_{d}$ that there exists a nonzero polynomial $P$ in the ring

$$
K\left[X_{0}, X_{m-d+1}, \ldots, X_{m-1}, Y^{ \pm 1}\right]
$$

of total degree $\leq T_{0}$ with respect to $X_{0}, X_{m-d+1}, \ldots, X_{m-1}$, of degree $\leq T_{1}$ with respect to $Y^{ \pm 1}$, which satisfies

$$
\mathscr{D}^{\sigma} P\left(\underline{s} \boldsymbol{y}, \underline{\alpha}_{\underline{s}}^{\underline{s}}\right)=0
$$

for $0 \leq \sigma \leq(m+1) S_{0}$ and $\underline{s} \in \widetilde{\mathfrak{S}}_{\nu}[m+1]$.
The assumptions of Theorem 8.1 are satisfied with $d$ replaced by $d+1$,

$$
\begin{gathered}
G_{0}=\mathbb{G}_{\mathrm{a}}^{d}, \quad G_{1}=\mathbb{G}_{\mathrm{m}}, \quad G^{+}=G=G_{0} \times G_{1}, \quad G^{-}=\{e\}, \\
W
\end{gathered}
$$

and

$$
\Sigma=\left\{\left(\underline{s} \boldsymbol{y}, \underline{\alpha}^{\underline{s}}\right) ; \underline{s} \in \widetilde{\mathfrak{S}}_{\nu}\right\} \subset G(K) .
$$

We deduce that there exists a connected algebraic subgroup $G^{*}=G_{0}^{*} \times G_{1}^{*}$ of $G$ (where $G_{i}^{*}$ is an algebraic subgroup of $G_{i}$ for $i=0,1$ ) such that the conclusion of Theorem 8.1 holds:

$$
\binom{S_{0}+\ell_{0}^{\prime}}{\ell_{0}^{\prime}} \operatorname{Card}\left(\frac{\left.\Sigma+G^{*}\right)}{G^{*}}\right) \mathscr{H}\left(G^{*} ; \underline{T}\right) \leq \mathscr{H}(G ; \underline{T})
$$

where $\underline{T}=\left(T_{0} ; T_{1}\right)$ and

$$
\ell_{0}^{\prime}=\left\{\begin{array}{cc}
0 & \text { if }(1,0, \ldots, 0,1) \in T_{e}\left(G^{*}\right) \\
1 & \text { if }(1,0, \ldots, 0,1) \notin T_{e}\left(G^{*}\right) .
\end{array}\right.
$$

Denote by $d_{i}^{*}$ the dimension of $G_{i}^{*}$. We have (see $\S$ 5.1.1)

$$
\mathscr{H}(G ; \underline{T})=2(d+1) T_{0}^{d} T_{1}
$$

and

$$
\mathscr{H}\left(G^{*} ; \underline{T}\right)= \begin{cases}T_{0}^{d_{0}^{*}} & \text { if } d_{1}^{*}=0 \\ 2\left(d_{0}^{*}+1\right) T_{0}^{d_{0}^{*}} T_{1} & \text { if } d_{1}^{*}=1\end{cases}
$$

Step 4
We claim $d_{0}^{*} \geq 1$. Indeed for $d_{0}^{*}=0$ we have $(1,0, \ldots, 0,1) \notin T_{e}\left(G^{*}\right)$ hence $\ell_{0}^{\prime}=1$ and

$$
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \geq \operatorname{Card}(\mathscr{E})
$$

From step 1 we deduce $\operatorname{Card}(\mathscr{E})=\operatorname{Card}\left(\widetilde{\mathfrak{S}}_{v}\right)$, and therefore the assumption of Lemma 9.17 implies

$$
\left(S_{0}+1\right) \operatorname{Card}(\mathscr{E})>2(d+1) T_{0}^{d} T_{1} .
$$

Step 5.
We claim $G_{1}^{*}=G_{1}$. Indeed, for $G_{1}^{*}=\{1\}$ we have $d_{1}^{*}=0$ and $\ell_{0}^{\prime}=1$. On the other hand we deduce from step 2 :

$$
\operatorname{Card}\left\{\underline{\alpha}^{\underline{s}} ; \underline{s} \in \widetilde{\mathfrak{S}}_{v}\right\} \geq \frac{1}{T_{0}} \operatorname{Card}\left(\widetilde{\mathfrak{S}}_{\nu}\right)>\frac{2(d+1) T_{0}^{d-1} T_{1}}{S_{0}+1},
$$

and therefore, since $d_{0}^{*} \geq 1$ (cf. step 4),

$$
\begin{aligned}
\left(S_{0}+1\right) \operatorname{Card}\left(\frac{\Sigma+\left(G_{0}^{*} \times\{1\}\right)}{G_{0}^{*} \times\{1\}}\right) & >2(d+1) T_{0}^{d-1} T_{1} \\
& \geq 2(d+1) T_{0}^{d-d_{0}^{*}} T_{1} .
\end{aligned}
$$

## Step 6.

From steps 3 and 5 we deduce $d_{1}^{*}=1$ and

$$
\left(S_{0}+1\right)^{\ell_{0}^{\prime}} \operatorname{Card}\left(\pi_{G_{0}^{*}}(\mathcal{E})\right) \leq \frac{d+1}{d_{0}^{*}+1} T_{0}^{d-d_{0}^{*}}
$$

where $\pi_{G_{0}^{*}}$ is the canonical map $K^{d} \rightarrow K^{d} / G_{0}^{*}$. Since $G^{*} \neq G$ we also have $d_{0}^{*} \leq d-1$.

Define a vector subspace $\mathcal{V}^{\prime}$ of $\mathcal{V}$ by

$$
\mathcal{V}^{\prime}=\left\{\underline{z} \in \mathcal{V} ; \exists z_{0} \in K,\left(z_{0}, z_{m-d+1}+z_{m} \beta_{m-d+1}, \ldots, z_{m-1}+z_{m} \beta_{m-1}\right) \in G_{0}^{*}\right\} .
$$

Hence $\mathcal{V}^{\prime}$ contains the point $\left(\beta_{1}, \ldots, \beta_{m-1},-1\right)$. We denote by $d^{\prime}$ the dimension of $\mathcal{V}^{\prime}$.

The linear map

$$
\begin{array}{rlc}
\psi: V & K^{d-1} \\
\mathcal{V} & \longrightarrow \\
\underline{z} & \longmapsto\left(z_{m-d+1}+z_{m} \beta_{m-d+1}, \ldots, z_{m-1}+z_{m} \beta_{m-1}\right)
\end{array}
$$

is surjective with kernel $K\left(\beta_{1}, \ldots, \beta_{m-1},-1\right)$.
Let $\pi: K^{d} \rightarrow K^{d-1}$ denote the projection of kernel $K(1,0, \ldots, 0)$ and $U$ be the image of $G_{0}^{*}$ under $\pi$. Plainly we have

$$
\mathcal{V}^{\prime}=\psi^{-1}(\mathcal{U})
$$

hence $\operatorname{dim}(U)=d^{\prime}-1$. Since

$$
\pi(\mathscr{E})=\psi\left(\widetilde{\mathfrak{S}}_{v}\right)
$$

we deduce from the diagram

| $\mathcal{E}$ |  | $\pi(\mathcal{E})$ |  | $\widetilde{\mathfrak{S}}_{v}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\cap$ |  | $\cap$ |  | $\cap$ |
| $K^{d}$ | $\xrightarrow{\pi}$ | $K^{d-1}$ | $\psi$ | $\mathcal{V}$ |
| $\pi_{G_{0}^{*}} \downarrow$ |  | $\pi_{u} \downarrow$ |  | $\pi_{\nu^{\prime}} \downarrow$ |
| $\frac{K^{d}}{G_{0}^{*}}$ | $\longrightarrow$ | $\frac{K^{d-1}}{U}$ | $\sim$ | $\frac{\mathcal{V}}{\mathcal{V}^{\prime}}$ |
| $\cup$ |  | $\cup$ |  | $\cup$ |
| $\pi_{G_{0}^{*}}(\mathcal{E})$ |  | $\pi u(\pi(\mathscr{E}))$ |  | $\pi_{\nu^{\prime}}\left(\widetilde{\widetilde{S}}_{\nu}\right)$ |

the inequality

$$
\operatorname{Card}\left(\pi_{\nu^{\prime}}\left(\widetilde{\mathfrak{S}}_{v}\right)\right) \leq \operatorname{Card}\left(\pi_{G_{0}^{*}}(\mathscr{E})\right)
$$

Notice that the map $K^{d} / G_{0}^{*} \longrightarrow K^{d-1} / \mathcal{U}$ is surjective with kernel $\pi_{G_{0}^{*}}(K \times \mathcal{U})$, while $\mathcal{V} / \mathcal{V}^{\prime} \longrightarrow K^{d-1} / \mathcal{U}$ is an isomorphism.

The surjective linear map $G_{0}^{*} \rightarrow \mathcal{U}$ which maps $x$ onto $\pi(x)$ has kernel $G_{0}^{*} \cap K(1,0, \ldots, 0)$. We distinguish two cases.

Case a): $\ell_{0}^{\prime}=1$
In this case $G_{0}^{*} \cap K(1,0, \ldots, 0)=\{0\}$, hence $U$ has dimension $d_{0}^{*}$ and $d^{\prime}=d_{0}^{*}+1$. From $1 \leq d_{0}^{*} \leq d-1$ we deduce $2 \leq d^{\prime} \leq d$. From the condition $S_{0}+1 \geq 2 T_{0}$ we deduce

$$
\operatorname{Card}\left(\pi_{\nu^{\prime}}\left(\widetilde{\mathfrak{S}}_{\nu}\right)\right) \leq \operatorname{Card}\left(\pi_{G_{0}^{*}}(\mathscr{E})\right) \leq \frac{d+1}{2 d^{\prime}} T_{0}^{d-d^{\prime}}
$$

Moreover the inequality $\operatorname{Card}\left(\pi_{G_{0}^{*}}(\mathcal{E})\right) \geq 1$ implies $d^{\prime}<d$, hence we have $2 \leq d^{\prime} \leq d-1$.

Case b): $\ell_{0}^{\prime}=0$
Now we have $G_{0}^{*} \ni(1,0, \ldots, 0)$, hence $G_{0}^{*}=K \times \mathcal{U}$ and $\mathcal{U}$ has dimension $d_{0}^{*}-1$. Therefore $d^{\prime}=d_{0}^{*}$ with $1 \leq d^{\prime} \leq d-1$, and

$$
\operatorname{Card}\left(\pi_{v^{\prime}}\left(\widetilde{\mathfrak{S}}_{v}\right)\right)=\operatorname{Card}\left(\pi_{G_{0}^{*}}(\mathscr{E})\right) \leq \frac{d+1}{d^{\prime}+1} T_{0}^{d-d^{\prime}}
$$

Proof of Proposition 9.16. We shall use Lemma 7.8 twice. First we consider the restriction of $\pi_{v}$ to $\mathfrak{S}$ and get

$$
\operatorname{Card}\left(\widetilde{\mathfrak{S}}_{\nu}\right) \cdot \operatorname{Card}\left(\pi_{\nu}(\mathfrak{S})\right) \geq \operatorname{Card}(\mathfrak{S})
$$

Hence from the assumption of Proposition 9.16 we obtain

$$
\begin{aligned}
\left(S_{0}+1\right) \operatorname{Card}\left(\widetilde{\mathfrak{S}}_{v}\right) & \geq\left(S_{0}+1\right) \operatorname{Card}(\mathfrak{S}) \cdot \frac{d+1}{m+1} \cdot T_{0}^{d-m} \\
& >2(d+1) T_{0}^{d} T_{1} .
\end{aligned}
$$

Assume the conclusion of Proposition 9.16 does not hold: $\operatorname{rank}(\boldsymbol{M})<L_{d}$. We use Lemma 9.17: there exists a vector subspace $\mathcal{V}^{\prime}$ of $\mathcal{V}$, containing $\left(\beta_{1}, \ldots, \beta_{m-1},-1\right)$, of dimension $d^{\prime}$ with $1 \leq d^{\prime} \leq d-1$, such that

$$
\operatorname{Card}\left(\pi_{\mathcal{V}^{\prime}}\left(\widetilde{\mathfrak{S}}_{v}\right)\right) \leq \frac{d+1}{d^{\prime}+1} \cdot T_{0}^{d-d^{\prime}}
$$

We use Lemma 7.8 again for the canonical mapping

$$
\psi: \frac{K^{m}}{\mathcal{V}^{\prime}} \longrightarrow \frac{K^{m}}{\mathcal{V}}
$$

with (using the notation after (7.9))

$$
\begin{gathered}
\mathcal{C}=\pi_{\nu^{\prime}}(\mathfrak{S}), \quad \psi(\mathbb{C})=\pi_{v}(\mathfrak{S}), \quad \widetilde{\mathfrak{C}} \cap \operatorname{ker} \psi=\pi_{\nu^{\prime}}\left(\widetilde{\mathfrak{S}}_{\nu}\right), \\
\operatorname{Card}(\widetilde{\mathfrak{C}} \cap \operatorname{ker} \psi) \leq \frac{d+1}{d^{\prime}+1} \cdot T_{0}^{d-d^{\prime}}, \\
\operatorname{Card}(\psi(\mathbb{C})) \leq \frac{m+1}{d+1} \cdot T_{0}^{m-d}
\end{gathered}
$$

and we conclude

$$
\operatorname{Card}\left(\pi_{\mathcal{V}^{\prime}}(\mathfrak{S})\right) \leq \frac{m+1}{d^{\prime}+1} \cdot T_{0}^{m-d^{\prime}}
$$

This contradicts the minimality of $\mathcal{V}$.

Remark. Under the assumptions of Proposition 9.16, assume $4 T_{0} T_{1} \geq S_{0}+1$ and $d=1$. In this case $\mathcal{V}=K\left(\beta_{1}, \ldots, \beta_{m-1},-1\right)$. Using Lemma 7.8 we deduce

$$
\operatorname{Card}\left(\widetilde{\mathfrak{S}}_{v}\right) \operatorname{Card}\left(\pi_{v}(\mathfrak{S})\right) \geq \operatorname{Card}(\mathfrak{S})>\frac{2(m+1) T_{0}^{m} T_{1}}{S_{0}+1} \geq \frac{m+1}{2} T_{0}^{m-1}
$$

Therefore $\operatorname{Card}\left(\widetilde{\mathfrak{S}}_{\mathcal{V}}\right)>1$ and

$$
\widetilde{\mathfrak{S}} \cap K\left(\beta_{1}, \ldots, \beta_{m-1},-1\right) \neq\{0\}
$$

Notice that this has been excluded when $\beta_{0} \neq 0$.

### 9.3 Value of $C(m)$

We prove Theorem 9.1 with an explicit value for $C(m)$. Our goal is only to show that everything can be explicitly computed, not to seek for a sharp numerical value.

Proposition 9.18. The conclusion of Theorem 9.1 holds with

$$
C(m)=2^{m+25} m^{3 m+9} .
$$

Moreover if $E=e, m \geq 10$ and $\log A_{j} \geq m /(2 D)$ for $1 \leq j \leq m$, then the conclusion holds with

$$
C(m)=2^{5 m+21} m^{2 m+8}
$$

We shall prove both estimates at the same time. For this we introduce a real number $M \geq 1$ and define

$$
M^{*}= \begin{cases}1 & \text { if } M=1 \\ 2^{m+3} M^{2} & \text { if } M>1\end{cases}
$$

We shall prove the conclusion of Theorem 9.1 with $C(m)(\log E)^{-m-1}$ replaced by

$$
2^{m+25} m^{3 m+9} M^{*}(\log (M E))^{-m-1}
$$

Choosing $M=M^{*}=1$ we get the first part of Proposition 9.18. For the second part where $E=e$, we choose $M=e^{(m / 2)-1}$ so that

$$
2^{m+3} M^{2}(\log (M E))^{-m-1}=2^{2 m+4} e^{m-2} m^{-m-1},
$$

which is $<1$ exactly when $m \geq 10$.
This parameter $M$ arises as follows. In § 9.2, from

$$
E\left|\lambda_{j}\right| \leq D \log A_{j} \quad \text { and } \quad S_{j} \leq \frac{U}{m D T_{1} \log A_{j}}
$$

we have derived the crude estimate

$$
E\left|s_{1} \lambda_{1}+\cdots+s_{m} \lambda_{m}\right| \leq E \sum_{j=1}^{m} S_{j}\left|\lambda_{j}\right| \leq \sum_{j=1}^{m} D S_{j} \log A_{j} \leq \frac{U}{T_{1}}
$$

for any $\underline{s} \in \mathbb{Z}^{m}[\underline{S}]$. A preliminary remark is that we can replace the assumption

$$
E\left|\lambda_{j}\right| \leq D \log A_{j} \quad(1 \leq j \leq m)
$$

by the weaker requirement

$$
\sum_{j=1}^{m} \frac{\left|\lambda_{j}\right|}{\log A_{j}} \leq \frac{D}{E}
$$

This is relevant only as far as we are interested in the dependence of $C(m)$ with respect to $m$. Next the main point is the following trick which we borrow from E. M. Matveev [Mat 1998]: if we restrict the range of $\underline{s}$ to the subset $\mathfrak{S}$ of

$$
\mathbb{Z}^{m}[\underline{S}]=\left\{\underline{s} \in \mathbb{Z}^{m} ;\left|s_{j}\right| \leq S_{j}(1 \leq j \leq m)\right\}
$$

for which

$$
\left|s_{1} \lambda_{1}+\cdots+s_{m} \lambda_{m}\right| \leq \frac{U}{M E T_{1}}
$$

then we are able to use a larger radius for the analytic estimate, namely with $E$ replaced by $M E$. This is why in the conclusion we can replace $\log E$ by $\log (M E)$. There will be a cost in counting $\operatorname{Card}(\mathfrak{S})$, which is needed to apply the zero estimate. Matveev [Mat 1998] gives a sharp lower bound for this number (see Exercise 9.5), but we shall simply use Dirichlet's box principle (step 2 of § 9.3.3; compare with [Y 1998], II).

### 9.3.1 Main Estimate

For the results of § 9.3.1 and § 9.3.3 we introduce some data and assume the following conditions are satisfied.

Let $\lambda_{1}, \ldots, \lambda_{m}$ be logarithms of nonzero algebraic numbers. Define $\alpha_{i}=\exp \left(\lambda_{i}\right)$ for $1 \leq i \leq m$ and assume that $\alpha_{1}, \ldots, \alpha_{m}$ span a multiplicative group of rank $\geq m-1$. Let $\beta_{0}, \ldots, \beta_{m-1}$ be algebraic numbers. Set

$$
D=\left[\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{0}, \ldots, \beta_{m-1}\right): \mathbb{Q}\right]
$$

and

$$
\Lambda=\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m-1} \lambda_{m-1}-\lambda_{m} .
$$

Assume $\Lambda \neq 0$. Let $A_{1}, \ldots, A_{m}, B_{1}, B_{2}, E$ and $M$ be positive real numbers with $B_{1} \geq e, B_{2} \geq e, E \geq e, M \geq 1$, which satisfy

$$
\begin{gathered}
\log A_{i} \geq \mathrm{h}\left(\alpha_{i}\right), \quad D \log A_{i} \geq 1 \quad(1 \leq i \leq m), \\
\sum_{i=1}^{m} \frac{\left|\lambda_{i}\right|}{\log A_{i}} \leq \frac{D}{E} \\
B_{1}^{D} \geq M E \quad \text { and } \quad B_{2}^{D} \geq M E .
\end{gathered}
$$

Our main estimate is the following.
Theorem 9.19. Let $T_{0}, T_{1}, S_{0}^{\sharp}, S_{0}, S_{1}, \ldots, S_{m}$ be positive rational integers, $U$ a positive real number and $\mathfrak{S}$ a subset of $\mathbb{Z}^{m}[\underline{S}]$ satisfying the following conditions:

$$
\begin{gathered}
S_{0}+1 \geq 2 T_{0}, \quad T_{0}>4 S_{i} \quad(1 \leq i \leq m), \\
\left|s_{1} \lambda_{1}+\cdot+s_{m} \lambda_{m}\right| \leq \frac{U}{M E\left(T_{1}+1\right)} \quad \text { for any } \quad \underline{s} \in \mathfrak{S},
\end{gathered}
$$

and

$$
\left(S_{0}+1\right) \operatorname{Card}(\mathfrak{S})>2(m+1) T_{0}^{m} T_{1} .
$$

Assume also

$$
B_{2} \geq e^{2}\left(1+\frac{T_{1}}{S_{0}^{\#}}\right) .
$$

Define

$$
\begin{gathered}
V=\frac{1}{2 m}\left(T_{0}+1\right)\left(2 T_{1}+1\right) \log (M E), \\
L=\binom{T_{0}+m}{m}\left(2 T_{1}+1\right)
\end{gathered}
$$

and assume

$$
\begin{aligned}
\frac{V}{2} \geq 4 D T_{0} \log B_{1} & +2(m+1) D S_{0} \log B_{2}+D S_{0}^{\sharp} \\
& +D \log (2 L)+(m+1) U+2(m+1) D\left(T_{1}+1\right) \sum_{j=1}^{m} S_{j} \log A_{j}
\end{aligned}
$$

Finally, assume

- Either (general case)

$$
\log B_{1} \geq \mathrm{h}\left(1: \beta_{0}: \cdots: \beta_{m-1}\right) \quad \text { and } \quad B_{1} \geq 2(m+1) T_{0} 3^{S_{0}^{\sharp}}\left(S_{1}+\cdots+S_{m}\right)
$$

- Or else (homogeneous rational case)

$$
\begin{gathered}
\beta_{0}=0, \quad \beta_{i}=-\frac{b_{i}}{b_{m}} \quad(1 \leq i \leq m) \quad \text { with } \quad\left(b_{1}, \ldots, b_{m}\right) \in \mathbb{Z}^{m}, \\
B_{1} \geq e+\frac{2 e(m+1)}{T_{0}} \max _{1 \leq j<m}\left(\left|b_{m}\right| S_{j}+\left|b_{j}\right| S_{m}\right) \quad \text { and } \quad B_{1} \geq 3^{S_{0}^{\sharp}} .
\end{gathered}
$$

Then

$$
|\Lambda|>e^{-m V}
$$

For practical applications (for instance for solving diophantine equations) it is much more efficient to use Theorem 9.19 than Proposition 9.18.

### 9.3.2 Proof of the Main Estimate

Proof of Theorem 9.19.
We assume that the hypotheses of Theorem 9.19 are satisfied. We split the proof into several steps.

Step 1. Liouville's lower bound for $|\Lambda|$
If $\beta_{0}=0$ and at the same time $s\left(\beta_{1}, \ldots, \beta_{m-1},-1\right) \in \mathbb{Z}^{m}[4 \underline{S}]$ for some $s \neq 0$, then Liouville's estimate readily provides the conclusion of Theorem 9.1 (the argument is the same as in the first step of the proof of Theorem 7.10; notice also that this is the only place in the proof where we need the assumption $\Lambda \neq 0$ - see Exercice 7.1).

Therefore we may assume, without loss of generality, that either $\beta_{0} \neq 0$ or else $s\left(\beta_{1}, \ldots, \beta_{m-1},-1\right) \notin \mathbb{Z}^{m}[4 \underline{S}]$ for any $s \neq 0$. This condition will be needed to apply Proposition 9.16 in the next step.

Step 2. The Matrix $\boldsymbol{M}$ and the Determinant $\Delta_{\text {ar }}$
Let $\mathcal{V}$ a subspace of $\mathbb{C}^{m}$ containing the point

$$
\left(\beta_{1}, \ldots, \beta_{m-1},-1\right)
$$

and such that

$$
\operatorname{Card}\left(\pi_{\mathcal{V}}(\mathfrak{S})\right) \leq \frac{m+1}{d+1} T_{0}^{m-d}
$$

where $d$ is the dimension of $\mathcal{V}$ and $\pi_{\nu}: \mathbb{C}^{m} \rightarrow \mathbb{C}^{m} / \mathcal{V}$ the canonical surjection. Such subspaces $\mathcal{V}$ exist: an example is $\mathbb{C}^{m}$ itself. We select $\mathcal{V}$ of minimal dimension for this property and we define $\mathfrak{S}_{\mathcal{V}}=\mathfrak{S} \cap \mathcal{V}, \dot{\mathfrak{S}}_{\mathcal{V}}=\mathfrak{S}[2] \cap \mathcal{V}$.

Since we shall work with functions of $d$ variables, it suffices to know $d \geq 1$; hence there is no need here to prove $\mathcal{V} \neq \mathbb{C}\left(\beta_{1}, \ldots, \beta_{m-1},-1\right)$ (compare with step 1 of $\S 7.5$ and with the remark at the end of § 9.2).

We permute, if necessary, the elements of the canonical basis of $\mathbb{C}^{m}$, so that $\pi_{\mathcal{V}}\left(\underline{e}_{1}\right), \ldots, \pi_{\mathcal{V}}\left(\underline{e}_{m-d}\right)$ is a basis of $\mathbb{C}^{m} / \mathcal{V}$.

For $\underline{\tau} \in \mathbb{N}^{d}, t \in \mathbb{Z}, \sigma \in \mathbb{N}$ and $\underline{s} \in \mathbb{Z}^{m}$, define $\widetilde{\gamma}_{\underline{\tau} t}^{(\sigma \underline{s})}$ as in (9.9) and (9.10). Let $\boldsymbol{M}$ be the matrix

$$
\boldsymbol{M}=\left(\widetilde{\gamma}_{\underline{\tau} t}^{(\sigma \underline{s})}\right)_{\substack{(\underline{t}, t) \\(\sigma, \underline{s})}}
$$

where the index of rows ( $\underline{\tau}, t$ ) ranges over the elements in $\mathbb{N}^{d} \times \mathbb{Z}$ with $\|\underline{\tau}\| \leq T_{0}$ and $|t| \leq T_{1}$, while the index of columns ( $\sigma, \underline{s}$ ) runs over the elements of $\mathbb{N} \times \mathbb{Z}^{m}$ with

$$
0 \leq \sigma \leq(m+1) S_{0} \quad \text { and } \quad \underline{s} \in \widetilde{\mathfrak{S}}_{v}[m+1] .
$$

The number of rows is

$$
L_{d}=\binom{T_{0}+d}{d}\left(2 T_{1}+1\right)
$$

Let us check the hypotheses of Proposition 9.16.
The first step as well as the assumptions

$$
S_{0}+1 \geq 2 T_{0}, \quad T_{0}>4 \max _{1 \leq i \leq m} S_{i}
$$

and

$$
\left(S_{0}+1\right) \operatorname{Card}(\mathfrak{S})>2(m+1) T_{0}^{m} T_{1}
$$

are needed here.
For $0 \leq \sigma \leq S_{0}$ we set

$$
\delta^{(2)}(z ; \sigma)=\delta_{S_{0}^{\sharp}}(z ; \sigma) \in \mathbb{C}[z] .
$$

For $\underline{\tau} \in \mathbb{N}^{d}$ with $\|\underline{\tau}\| \leq T_{0}$ we define a polynomial $\delta^{(1)}(\underline{z}, \underline{\tau}) \in \mathbb{C}[\underline{z}]$ in $d$ variables as

$$
\left\{\begin{array}{l}
z_{0}^{\tau_{0}} z_{m-d+1}^{\tau_{m-d+1}} \cdots z_{m-1}^{\tau_{m-1}}, \\
\frac{1}{\tau_{0}!} b_{m}^{\|\underline{\tau}\|-\tau_{0}} z_{0}^{\tau_{0}} \Delta\left(z_{m-d+1} ; \tau_{m-d+1}\right) \cdots \Delta\left(z_{m-1} ; \tau_{m-1}\right)
\end{array}\right.
$$

in the general case and in the homogeneous rational case respectively.
By Proposition 9.16 the matrix $\boldsymbol{M}$ has rank $L_{d}$. Let $\Delta_{\text {ar }}$ be a nonzero determinant of a square $L_{d} \times L_{d}$ submatrix of $\boldsymbol{M}$ :

$$
\Delta_{\mathrm{ar}}=\left(\widetilde{\gamma}_{\underline{\underline{t}}(\underline{\mu})}^{(\mu)}\right)_{\substack{(\underline{I}, t) \\ 1 \leq \mu \leq L_{d}}}
$$

where $\widetilde{\gamma}_{\underline{I t}}^{(\mu)}$ stands for $\widetilde{\gamma}_{\underline{\tau} t}^{\left(\sigma_{\mu} \underline{s}_{\mu}\right)}$.

## Step 3. Arithmetic Lower Bound

Recall the crucial fact that $\Delta_{\mathrm{ar}} \neq 0$, which follows from our construction together with the zero estimate. Our goal is to show

$$
\log \left|\Delta_{\mathrm{ar}}\right| \geq-L_{d} U_{1}
$$

where

$$
\begin{aligned}
U_{1}=(2 D-1) T_{0} \log B_{1} & +(m+1)(D-1) S_{0} \log B_{2}+(D-1) S_{0}^{\sharp} \\
& +(D-1) \log L_{d}+2(m+1) D\left(T_{1}+1\right) \sum_{j=1}^{m} S_{j} \log A_{j}
\end{aligned}
$$

We check this inequality as follows.
Consider first the general case. Each entry $\widetilde{\gamma}_{\underline{\tau} t}^{(\mu)}$ of the matrix whose determinant in $\Delta_{\text {ar }}$ is the value at the point $\left(\alpha_{1}, \cdots, \alpha_{m}, \overline{\beta_{0}}, \ldots, \beta_{m-1}\right)$ of a polynomial with rational coefficients in the $3 m$ variables $X_{1}^{ \pm 1}, \ldots, X_{m}^{ \pm 1}, Y_{0}, \ldots, Y_{m-1}$. We multiply this polynomial by $v\left(S_{0}^{\sharp}\right)^{T_{0}}$ and get a polynomial $p_{\tau t}^{(\mu)}$ with rational integer coefficients. Lemma 9.11, with $S_{0}$ replaced by $(m+1) S_{0}$ and $S_{j}$ by $2(m+1) S_{j}$ for $1 \leq j \leq m$, shows that the degrees and length of this polynomial are bounded as follows:

$$
\begin{aligned}
\operatorname{deg}_{\mathrm{X}_{j}^{ \pm 1}}\left(p_{\underline{\tau t}}^{(\mu)}\right) & \leq 2(m+1)|t| S_{j} \quad(1 \leq j \leq m) \\
\operatorname{deg}_{\underline{\mathrm{Y}}}\left(p_{\underline{\tau t}}^{(\mu)}\right) & \leq T_{0}
\end{aligned}
$$

and

$$
\mathrm{L}\left(p_{\underline{\tau} t}^{(\mu)}\right) \leq\left(v\left(S_{0}^{\sharp}\right) \bar{S}\right)^{T_{0}} T_{0}!e^{(m+1) S_{0}+S_{0}^{\sharp}}\left(\frac{T_{1}}{S_{0}^{\sharp}}+1\right)^{(m+1) S_{0}}
$$

with

$$
\bar{S}=2(m+1)\left(S_{1}+\cdots+S_{m}\right)
$$

Hence

$$
\mathrm{L}\left(p_{\underline{\tau} t}^{(\mu)}\right) \leq e^{S_{0}^{\sharp}} B_{1}^{T_{0}} B_{2}^{(m+1) S_{0}}
$$

We apply Lemma 3.15 and find that $\nu\left(S_{0}^{\sharp}\right)^{L_{d} T_{0}} \Delta_{\text {ar }}$ is the value, at the point

$$
\left(\alpha_{1}, \cdots, \alpha_{m}, \beta_{0}, \ldots, \beta_{m-1}\right)
$$

of a polynomial $P \in \mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{m}^{ \pm 1}, \mathrm{Y}_{0}, \ldots, \mathrm{Y}_{m-1}\right]$, with

$$
\begin{aligned}
\operatorname{deg}_{X_{j}^{ \pm 1}} P & \leq(m+1)\left(T_{1}+1\right) L_{d} S_{j} \quad(1 \leq j \leq m) \\
\operatorname{deg}_{\underline{Y}} P & \leq L_{d} T_{0}
\end{aligned}
$$

and

$$
\mathrm{L}(P) \leq L_{d}!e^{L_{d} S_{0}^{\sharp}} B_{1}^{L_{d} T_{0}} B_{2}^{(m+1) L_{d} S_{0}} .
$$

We conclude by means of Proposition 3.14 with

$$
\ell=2 m+1, \quad v_{1}=\cdots=v_{2 m}=1, \quad v_{2 m+1}=m
$$

and the $3 m$ variables $\mathrm{X}_{1}, \ldots, \mathrm{X}_{m}, \mathrm{X}_{1}^{-1}, \ldots, \mathrm{X}_{m}^{-1}, \mathrm{Y}_{0}, \ldots, \mathrm{Y}_{m-1}$. We bound from above

$$
\mathrm{h}\left(1: \beta_{0}: \cdots: \beta_{m-1}\right) \quad \text { by } \quad \log B_{1}
$$

In the homogeneous rational case, each $\nu\left(S_{0}^{\sharp}\right)^{T_{0}} \tilde{\gamma}_{\underline{\tau} t}^{(\mu)}$ can be written as the value, at the point $\left(\alpha_{1}, \cdots, \alpha_{m}\right)$, of a polynomial $p_{\underline{\tau} t}^{(\mu)}$ in $\mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{m}^{ \pm 1}\right]$, whose degree with respect to $X_{j}^{ \pm 1}$ is

$$
\operatorname{deg}_{\mathrm{X}_{j}^{ \pm 1}}\left(p_{\underline{z t}}^{(\mu)}\right) \leq 2(m+1)|t| S_{j}
$$

and whose length is bounded by

$$
\begin{aligned}
\mathrm{L}\left(p_{\underline{t} t}^{(\mu)}\right) \leq & \nu\left(S_{0}^{\sharp} T^{T_{0}} e^{(m+1) S_{0}+S_{0}^{\sharp}+T_{0}}\left(\frac{T_{1}}{S_{0}^{\sharp}}+1\right)^{(m+1) S_{0}} \cdot\right. \\
& \max _{1 \leq i \leq m-1}\left(2(m+1) \cdot \frac{S_{i}\left|b_{m}\right|+S_{m}\left|b_{i}\right|}{T_{0}}+1\right)^{T_{0}} \\
\leq & B_{1}^{2 T_{0}} B_{2}^{(m+1) S_{0}} e^{S_{0}^{\sharp}} .
\end{aligned}
$$

Hence $\nu\left(S_{0}^{\sharp}\right)^{L_{d} T_{0}} \Delta_{\text {ar }}$ itself can be written as the value of a polynomial $P$ in $\mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{m}^{ \pm 1}\right]$ at the point $\left(\alpha_{1}, \ldots, \alpha_{m}\right)$, where

$$
\operatorname{deg}_{\mathrm{X}_{j}^{ \pm 1}} P \leq(m+1)\left(T_{1}+1\right) L_{d} S_{j} \quad(1 \leq j \leq m)
$$

and

$$
\mathrm{L}(P) \leq L_{d}!B_{1}^{2 L_{d} T_{0}} B_{2}^{(m+1) L_{d} S_{0}} e^{L_{d} S_{0}^{\sharp}}
$$

Step 4. Analytic Upper Bound
Assume $|\Lambda| \leq e^{-V_{d}}$ with

$$
V_{d}=\frac{1}{2 d}\left(T_{0}+d\right)\left(2 T_{1}+1\right) \log (M E)
$$

Our goal is to deduce

$$
\log \left|\Delta_{\mathrm{ar}}\right|<-\frac{1}{2} L_{d} V_{d}+L_{d} U_{2}
$$

with

$$
U_{2}=T_{0} \log \left(B_{1}^{D+1} M E\right)+(m+1) S_{0} \log \left(B_{2} M E\right)+S_{0}^{\sharp}+\log \left(2 L_{d}\right)+(m+1) U
$$

We use Proposition 9.13 with $S_{0}$ replaced by $(m+1) S_{0}$, with $S_{j}$ replaced by $2(m+1) S_{j}$ $(1 \leq j \leq m)$ and with $E$ replaced by $M E$. We set $\epsilon=\Lambda$,

$$
M_{\underline{\underline{\tau}} t}=T_{0} \log \left(B_{1}^{D+1} M E\right)+(m+1) S_{0} \log B_{2}+S_{0}^{\sharp}+\frac{2(m+1) U|t|}{T_{1}+1}
$$

and we take the same polynomials $\delta^{(1)}(\underline{z} ; \underline{\tau})$ and $\delta^{(2)}(z ; \sigma)$ as in step 2 .
We need to bound

$$
\sup _{|z|=M E}\left|\Phi_{\underline{\tau} t}^{(\sigma)}\left(z \underline{s} \eta^{\prime}\right)\right|
$$

which is related to $\Delta_{\text {ar }}$ by

$$
\tilde{\gamma}_{\underline{\tau} t}^{(\mu)}=\Phi_{\underline{\tau} t}^{\left(\sigma_{\mu}\right)}\left(\underline{s}_{\mu} \eta\right)=\Phi_{\underline{\tau} t}^{\left(\sigma_{\mu}\right)}\left(\underline{s}_{\mu} \eta^{\prime}\right) e^{t t_{m}^{(\mu)} \Lambda} .
$$

In the general case we have

$$
\begin{aligned}
& \Phi_{\underline{\tau t}}^{(\sigma)}\left(z \underline{s} \eta^{\prime}\right)= \\
& \sum_{\kappa=0}^{\tau_{0}}\binom{\tau_{0}}{\kappa} \delta_{S_{0}^{\sharp}}(t ; \sigma, \kappa) \cdot\left(s_{m} \beta_{0}\right)^{\tau_{0}-\kappa}\left(\prod_{i=m-d+1}^{m-1}\left(s_{i}+s_{m} \beta_{i}\right)^{\tau_{i}}\right) z^{\|\underline{\tau}\|-\kappa} e^{t z\left(s_{1} \lambda_{1}+\cdots+s_{m} \lambda_{m}+s_{m} \Lambda\right)} .
\end{aligned}
$$

Recall

$$
\max \left\{1,\left|\beta_{0}\right|, \ldots,\left|\beta_{m-1}\right|\right\} \leq B_{1}^{D}
$$

By Lemma 9.11,

$$
\begin{aligned}
& \sum_{\kappa=0}^{\tau_{0}}\binom{\tau_{0}}{\kappa}\left|\delta_{S_{0}^{\sharp}}(t ; \sigma, \kappa)\right| \cdot\left|s_{m} \beta_{0}\right|^{\tau_{0}-\kappa} \prod_{i=m-d+1}^{m-1}\left|s_{i}+s_{m} \beta_{i}\right|^{\tau_{i}} \\
& \leq T_{0}!\left(\bar{S} B_{1}^{D}\right)^{T_{0}} e^{(m+1) S_{0}+S_{0}^{\sharp}}\left(\frac{T_{1}}{S_{0}^{\sharp}}+1\right)^{(m+1) S_{0}} \\
& \leq B_{1}^{(D+1) T_{0}} B_{2}^{(m+1) S_{0}} e^{S_{0}^{\sharp}}
\end{aligned}
$$

Hence $\sup _{|z|=M E}\left|\Phi_{\underline{\tau} t}^{(\sigma)}\left(z \underline{s} \eta^{\prime}\right)\right|$ is bounded by

$$
\left(B_{1}^{D+1} M E\right)^{T_{0}} B_{2}^{(m+1) S_{0}} e^{S_{0}^{\sharp}} \exp \left\{M E\left|t\left(s_{1} \lambda_{1}+\cdots+s_{m} \lambda_{m}+s_{m} \Lambda\right)\right|\right\} .
$$

By our condition on $\mathfrak{S}$ we have, for $|t| \leq T_{1}$ and $\underline{s} \in \widetilde{\mathfrak{S}}[m+1]$,

$$
\left|t\left(s_{1} \lambda_{1}+\cdots+s_{m} \lambda_{m}\right)\right| \leq \frac{2(m+1) U|t|}{M E\left(T_{1}+1\right)}
$$

Hence

$$
\log \sup _{|z|=M E}\left|\Phi_{\underline{\tau} t}^{(\sigma)}\left(z \underline{s} \eta^{\prime}\right)\right| \leq M_{\underline{\tau} t} .
$$

The numbers $b_{\underline{\tau}}^{(\mu)}$ which occur in Proposition 9.13 satisfy

$$
\tilde{\gamma}_{\underline{\tau} t}^{(\mu)}=\tilde{\gamma}_{\underline{\tau} t}^{(\mu)} e^{t s_{m}^{(\mu)} \Lambda}+\epsilon b_{\underline{\tau} t}^{(\mu)} .
$$

Here $\epsilon=\Lambda$. Hence (recall Exercise 1.1.a)

$$
\left|b_{\underline{\tau} t}^{(\mu)}\right| \leq 2\left|t s_{m}^{(\mu)} \widetilde{\gamma}_{\underline{\tau} t}^{(\mu)}\right| \leq 2\left|t s_{m}^{(\mu)} \Phi_{\underline{\tau} t}^{\left(\sigma_{\mu}\right)}\left(\underline{s}_{\mu} \eta\right)\right|
$$

Here we use very crude estimates. From the assumptions $4 S_{j}<T_{0}$ and

$$
2(m+1) T_{0}^{m} T_{1}<\left(S_{0}+1\right)\left(2 S_{1}+1\right) \cdots\left(2 S_{m}+1\right)
$$

we deduce $2 S_{j}+1<T_{0}, T_{1}<S_{0}+1$ and

$$
2 T_{1} S_{m}<T_{0}\left(S_{0}+1\right)<E^{T_{0}+(m+1) S_{0}}
$$

The estimate

$$
\left|b_{\underline{\tau} t}^{(\mu)}\right| \leq e^{M_{\underline{\tau} t}}
$$

follows.

In the homogeneous rational case we have

$$
\Phi_{\underline{\tau} t}^{(\sigma)}(z \underline{s} \boldsymbol{\eta})=\frac{1}{\tau_{0}!} \delta_{S_{0}^{\sharp}}\left(t ; \sigma, \tau_{0}\right)\left(\prod_{i=m-d+1}^{m-1} \Delta\left(s_{i} b_{m}-s_{m} b_{i} ; \tau_{i}\right)\right) z^{\|\underline{\tau}\|} e^{t z\left(s_{1} \lambda_{1}+\cdots+s_{m} \lambda_{m}\right)}
$$

and we use Lemma 9.11:

$$
\frac{1}{\tau_{0}!}\left|\delta_{S_{0}^{\sharp}}\left(t ; \sigma, \tau_{0}\right)\right| \prod_{i=m-d+1}^{m-1}\left|\Delta\left(s_{i} b_{m}-s_{m} b_{i} ; \tau_{i}\right)\right| \leq B_{2}^{(m+1) S_{0}} e^{S_{0}^{\sharp}} B_{1}^{T_{0}},
$$

while

$$
\sup _{|z|=M E}\left|z^{\|\tau \underline{\tau}\|}\right| \leq(M E)^{T_{0}} .
$$

The rest of the proof is just the same as in the general case.
Step 5. Conclusion: Lower Bound for $|\Lambda|$
Since

$$
U_{1}+U_{2} \leq \frac{V}{2} \leq \frac{V_{d}}{2}
$$

the conclusions of steps 3 and 4 are not compatible, and the assumption $|\Lambda| \leq e^{-V_{d}}$ in step 4 is not satisfied. Therefore

$$
|\Lambda| \geq e^{-V_{d}} \geq e^{-m V} .
$$

### 9.3.3 Consequence of the Main Estimate

Recall the assumptions in § 9.3.1 before the statement of Theorem 9.19.
Corollary 9.20. Let $N_{0}=8(m+1)^{3}$,

$$
C_{0}=(m+1) 2^{-2 m+1}\left(N_{0}+1\right)^{m+1}, \quad C_{1}=\frac{1}{4}\left(2 N_{0}+1\right)\left(C_{0}+2\right)
$$

and

$$
M^{*}= \begin{cases}1 & \text { if } M=1, \\ 2^{m+3} M^{2} & \text { if } M>1 .\end{cases}
$$

Assume $B_{1} \geq B_{2}$,

$$
\log B_{2} \geq \frac{1}{D} \log (M E), \quad \log A_{j} \geq \frac{1}{D} \log (M E) \quad(1 \leq j \leq m)
$$

and

$$
B_{2} \geq \frac{71 N_{0}}{m+1}\left(1+\frac{D}{\log (M E)}\right)
$$

Assume further

- Either (general case)

$$
\log B_{1} \geq \mathrm{h}\left(1: \beta_{0}: \cdots: \beta_{m-1}\right)
$$

and

$$
B_{1} \geq C_{0}^{3} M^{5}\left(\frac{D \log A}{\log (M E)}\right)^{2 m+2}\left(\log B_{2}\right)^{3}
$$

- Or else (homogeneous rational case)

$$
\beta_{0}=0, \quad \beta_{i}=-\frac{b_{i}}{b_{m}} \quad(1 \leq i \leq m) \quad \text { with } \quad\left(b_{1}, \ldots, b_{m}\right) \in \mathbb{Z}^{m}
$$

and

$$
B_{1} \geq e+\frac{4 e(m+1) \log (M E)}{N_{0} D} \max _{1 \leq j \leq m-1}\left\{1+\frac{\left|b_{m}\right|}{\log A_{j}}+\frac{\left|b_{j}\right|}{\log A_{m}}\right\}
$$

Then

$$
|\Lambda|>\exp \left\{-C_{1} D^{m+2}\left(\log B_{1}\right)\left(\log B_{2}\right)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right) M^{*}(\log (M E))^{-m-1}\right\} .
$$

Proof of Corollary 9.20. We deduce Corollary 9.20 from Theorem 9.19.

## Step 1. Choice of Parameters

Define $U, T_{0}, T_{1}, S_{0}^{\sharp}, S_{0}, S_{1}, \ldots, S_{m}$ as follows:

$$
\begin{gathered}
U=C_{0} D^{m+2}\left(\log B_{1}\right)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)\left(\log B_{2}\right) M^{*}(\log (M E))^{-m-1}, \\
T_{0}=\left[\frac{U}{2 D \log B_{1}}\right], \quad T_{1}=\left[\frac{N_{0} D \log B_{1}}{\log (M E)}\right], \\
S_{0}=\left[\frac{U}{D \log B_{2}}\right], \\
S_{0}^{\sharp}= \begin{cases}{\left[\frac{\log B_{1}}{6 m}\right]} & \text { in the general case, } \\
{\left[\frac{\log B_{1}}{\log 3}\right]} & \text { in the homogeneous rational case, } \\
S_{j}=\left[\frac{U}{D\left(T_{1}+1\right) \log A_{j}}\right] \quad(1 \leq j \leq m) .\end{cases}
\end{gathered}
$$

Other options may lead to better numerical values (the coefficients 2 in $T_{0}, 6 \mathrm{~m}$ and $\log 3$ in $S_{0}^{\sharp}, \ldots$ and 1 at many places!), but we just want to give an explicit result without trying to optimize the final estimate.

It will be useful to know that these parameters are somewhat large. Notice for instance that our assumptions imply $S_{0}^{\sharp} \geq 2$.

Using the hypotheses

$$
\log B_{1} \geq \log B_{2} \geq \frac{1}{D} \log (M E) \quad \text { and } \quad \log A_{j} \geq \frac{1}{D} \log (M E)
$$

we deduce

$$
T_{0}>\frac{C_{0}}{2}-1, \quad T_{1} \geq N_{0}, \quad S_{0}>C_{0}-1, \quad S_{j}>\frac{C_{0}}{N_{0}}-1 .
$$

We shall use repeatedly estimates like

$$
T_{1}+1 \leq\left(1+\frac{1}{N_{0}}\right) T_{1} \leq \frac{\left(N_{0}+1\right) D \log B_{1}}{\log (M E)} .
$$

The following inequalities, occurring in the hypotheses of Theorem 9.19, are plain:

$$
S_{0}+1 \geq 2 T_{0}, \quad T_{0}>4 S_{i} \quad(1 \leq i \leq m) .
$$

## Step 2. Choice of $\mathfrak{S}$

We show that there exists a subset $\mathfrak{S}$ of $\mathbb{Z}^{m}[\underline{S}]$ satisfying

$$
\left(S_{0}+1\right) \operatorname{Card}(\mathfrak{S})>2(m+1) T_{0}^{m} T_{1}
$$

such that, for any $\underline{s} \in \mathfrak{S}$,

$$
\left|s_{1} \lambda_{1}+\cdots+s_{m} \lambda_{m}\right| \leq \frac{U}{M E\left(T_{1}+1\right)}
$$

a) Consider first the case $M=M^{*}=1$. We take $\mathfrak{S}=\mathbb{Z}^{m}[\underline{S}]$. For $\underline{s} \in \mathbb{Z}^{m}[\underline{S}]$ it suffices to use the trivial estimate

$$
\left|\sum_{j=1}^{m} s_{j} \lambda_{j}\right| \leq \sum_{j=1}^{m}\left|s_{j} \lambda_{j}\right| \leq \sum_{j=1}^{m} S_{j}\left|\lambda_{j}\right| \leq \frac{U}{D\left(T_{1}+1\right)} \sum_{j=1}^{m} \frac{\left|\lambda_{j}\right|}{\log A_{j}} \leq \frac{U}{E\left(T_{1}+1\right)} .
$$

We also need to check

$$
\left(S_{0}+1\right)\left(2 S_{1}+1\right) \cdots\left(2 S_{m}+1\right)>2(m+1) T_{0}^{m} T_{1} .
$$

Indeed we have

$$
\begin{gathered}
S_{0}+1>\frac{U}{D \log B_{2}}, \\
2 S_{j}+1>\left(2-\frac{N_{0}}{C_{0}}\right)\left(S_{j}+1\right)>\left(1-\frac{N_{0}}{2 C_{0}}\right) \frac{2 U}{D\left(T_{1}+1\right) \log A_{j}} \quad(1 \leq j \leq m), \\
T_{0} \leq \frac{U}{2 D \log B_{1}} \quad \text { and } \quad T_{1}+1 \leq\left(1+\frac{1}{N_{0}}\right) T_{1} .
\end{gathered}
$$

Moreover

$$
\left(1-\frac{N_{0}}{2 C_{0}}\right)^{m}\left(1+\frac{1}{N_{0}}\right)>1,
$$

so the inequality we want to check is a consequence of

$$
2^{2 m-1} U \geq(m+1)\left(1+\frac{1}{N_{0}}\right)^{m+1} D\left(\log B_{2}\right)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right) \cdot T_{1}\left(\frac{T_{1}}{\log B_{1}}\right)^{m}
$$

Given the definitions of $U$ and $T_{1}$, this explains the choice of $C_{0}$ (at least in case $M=M^{*}=1$ ).
b) Assume now $M>1$ and $M^{*}=2^{m+4} M^{2}$. Define $S_{j}^{\prime}=\left[S_{j} / 2\right](1 \leq j \leq m)$. We use Dirichlet's box principle: the image of the map

$$
\begin{array}{rlc}
f: \quad \mathbb{Z}^{m}\left[\underline{S}^{\prime}\right] & \longrightarrow & \mathbb{C} \\
\underline{s} & \longmapsto & s_{1} \lambda_{1}+\cdots+s_{m} \lambda_{m}
\end{array}
$$

is contained in a disc of radius $\leq U /\left(2 E\left(T_{1}+1\right)\right)$. Since $M \geq 1$ and $\sqrt{6}>1+\sqrt{2}$, there is an integer $\ell$ in the range $\sqrt{2} M \leq \ell \leq \sqrt{6} M$. We decompose the square

$$
\left\{x+i y ;|x| \leq \frac{U}{2 E\left(T_{1}+1\right)},|y| \leq \frac{U}{2 E\left(T_{1}+1\right)}\right\}
$$

into $\ell^{2}$ small squares of sides $\leq U /\left(E\left(T_{1}+1\right)\right) \ell$. One at least of the small squares contains elements $f(\underline{s})$ for $\underline{s}$ in a subset of $\mathbb{Z}^{m}\left[\underline{S}^{\prime}\right]$ of cardinal

$$
\geq \frac{1}{\ell^{2}} \operatorname{Card}\left(\mathbb{Z}^{m}\left[\underline{S}^{\prime}\right]\right) \geq \frac{1}{\ell^{2}} S_{1} \cdots S_{m}
$$

(notice the inequalities $2 S_{j}^{\prime}+1 \geq S_{j}$ ).
We fix one such small square, and one $\underline{s}^{\prime} \in \mathbb{Z}^{m}\left[\underline{S}^{\prime}\right]$ for which $f\left(\underline{s}^{\prime}\right)$ falls in this small box. Then for any $\underline{s}^{\prime \prime} \in \mathbb{Z}^{m}\left[\underline{S}^{\prime}\right]$ for which $f\left(\underline{s}^{\prime \prime}\right)$ we have

$$
\left|f\left(\underline{s}^{\prime}\right)-f\left(\underline{s}^{\prime \prime}\right)=\left|f\left(\underline{s}^{\prime}-\underline{s}^{\prime \prime}\right)\right| \leq \frac{\sqrt{2} U}{E\left(T_{1}+1\right) \ell} \leq \frac{U}{M E\left(T_{1}+1\right)}\right.
$$

We let $\mathfrak{S}$ be the set of these $\underline{s}^{\prime}-\underline{s}^{\prime \prime}$. Then by construction $\mathfrak{S} \subset \mathbb{Z}^{m}[\underline{S}]$ and

$$
\left|s_{1} \lambda_{1}+\cdots+s_{m} \lambda_{m}\right| \leq \frac{U}{M E\left(T_{1}+1\right)}
$$

for any $\underline{s} \in \mathfrak{S}$.
Let us check

$$
\frac{1}{\ell^{2}}\left(S_{0}+1\right) S_{1} \cdots S_{m}>2(m+1) T_{0}^{m} T_{1}
$$

From

$$
S_{j}>\left(1-\frac{N_{0}}{C_{0}}\right)\left(S_{j}+1\right), \quad\left(1-\frac{N_{0}}{C_{0}}\right)^{m}>\frac{3}{4} \quad \text { and } \quad \ell^{2}<6 M^{2}
$$

one deduces

$$
\begin{aligned}
\frac{1}{\ell^{2}}\left(S_{0}+1\right) S_{1} \cdots & S_{m}> \\
& \frac{3}{4} \cdot \frac{U}{D \log B_{2}} \cdot \frac{1}{6 M^{2}} \cdot\left(\frac{U}{D\left(T_{1}+1\right)}\right)^{m} \cdot \frac{1}{\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)}
\end{aligned}
$$

On the other hand we have

$$
2(m+1) T_{0} T_{1}^{m} \leq 2(m+1)\left(\frac{U}{2 D \log B_{1}}\right)^{m} T_{1} \quad \text { and } \quad T_{1}+1 \leq\left(1+\frac{1}{N_{0}}\right) T_{1}
$$

so it suffices to check

$$
\begin{aligned}
& 2^{m-4} U \geq \\
& \quad(m+1)\left(1+\frac{1}{N_{0}}\right)^{m} M^{2} D\left(\log B_{2}\right)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right) \cdot T_{1}\left(\frac{T_{1}}{\log B_{1}}\right)^{m} .
\end{aligned}
$$

This explains the choice of $M^{*}$ in case $M>1$.

## Step 3. Estimate Involving $B_{1}$

In the homogeneous rational case the inequality $B_{1} \geq 3 S_{0}^{\sharp}$ is plain.
In the general case we need to check

$$
B_{1} \geq 2(m+1) T_{0} S^{*} 3^{S_{0}^{\#}} .
$$

Indeed from

$$
T_{0} \leq \frac{U}{2 D \log B_{1}} \quad \text { and } \quad S_{j}<\frac{U \log (M E)}{N_{0} D^{2}\left(\log A_{j}\right)\left(\log B_{1}\right)}
$$

we deduce

$$
T_{0} S^{*} \leq \frac{m C_{0}^{2}}{2 N_{0}}\left(M^{*}\right)^{2} D^{2 m+1}(\log A)^{2 m-1}\left(\log B_{2}\right)^{2}(\log (M E))^{-2 m-1} .
$$

Further we have

$$
3^{S_{0}^{\sharp}} \leq B_{1}^{1 /(5 m)}, \quad M^{4} \leq\left(M^{5}\right)^{1-(1 / 5 m)}, \quad 2 m+1<(2 m+2)\left(1-\frac{1}{5 m}\right)
$$

and

$$
\frac{m(m+1) C_{0}^{2}}{N_{0}} \cdot\left(\frac{M^{*}}{M}\right)^{2}<\left(C_{0}^{3}\right)^{1-(1 / 5 m)}
$$

Step 4. Estimate Involving $B_{2}$
We check

$$
B_{2} \geq e^{2}\left(1+\frac{T_{1}}{S_{0}^{\sharp}}\right) .
$$

Since

$$
S_{0}^{\sharp} \geq \frac{\log B_{1}}{9.6(m+1)}
$$

we have

$$
\frac{e^{2} T_{1}}{S_{0}^{\sharp}} \leq \frac{71 N_{0} D}{(m+1) \log (M E)} .
$$

Step 5. End of the Proof of Corollary 9.20
We first check the (weak) bounds

$$
D S_{0}^{\sharp}<\frac{1}{2} U \quad \text { and } \quad D \log (2 L) \leq \frac{1}{2} U .
$$

The first one is plain. For the second one, we start with

$$
2 L \leq 2\left(T_{0}+m\right)^{m}\left(2 T_{1}+1\right) \leq 4\left(1+\frac{3 m}{C_{0}}\right)\left(1+\frac{1}{N_{0}}\right) T_{0}^{m} T_{1}<5 T_{0}^{m} T_{1} .
$$

We deduce

$$
2 L \leq 5 N_{0} C_{0}^{m}\left(\frac{D \log B_{1}}{\log E}\right)\left(\frac{D \log B_{2}}{\log E}\right)^{m}\left(\frac{D \log A}{\log E}\right)^{m^{2}}
$$

with $A=\max _{1 \leq i \leq m} A_{i}$. On the other hand the inequalities

$$
\frac{U}{C_{0} D} \geq \frac{D \log B_{1}}{\log E}, \quad \frac{U}{C_{0} D} \geq \frac{D \log B_{2}}{\log E} \quad \text { and } \quad \frac{U}{C_{0} D} \geq \frac{D \log A}{\log E}
$$

give

$$
D \log (2 L) \leq\left(m^{2}+m+1\right) \frac{U}{C_{0}}+D \log \left(5 N_{0} C_{0}^{m}\right)
$$

Our claim $D \log (2 L) \leq \frac{1}{2} U$ then follows from $U \geq C_{0} D$.
One deduces that the number

$$
\begin{aligned}
4 D T_{0} \log B_{1}+ & 2(m+1) D S_{0} \log B_{2}+D S_{0}^{\sharp} \\
& +D \log (2 L)+(m+1) U+2(m+1) D\left(T_{1}+1\right) \sum_{j=1}^{m} S_{j} \log A_{j}
\end{aligned}
$$

is at most

$$
(2+2(m+1)+1+(m+1)+2 m(m+1)) U=\left(2 m^{2}+5 m+6\right) U .
$$

On the other hand since

$$
T_{0}+1>\frac{U}{D \log B_{1}} \quad \text { and } \quad 2 T_{1}+1>\frac{\left(2 N_{0}-1\right) D \log B_{1}}{\log (M E)}
$$

the number

$$
V=\frac{1}{2 m}\left(T_{0}+1\right)\left(2 T_{1}+1\right) \log (M E)
$$

satisfies

$$
V>\frac{\left(2 N_{0}-1\right) U}{4 m}
$$

Hence our choice of $N_{0}$ yields

$$
\frac{V}{2}>2\left(m^{2}+3 m+3\right) U
$$

Finally the choice of $C_{1}$ arises from the estimates

$$
T_{0}+1 \leq\left(1+\frac{2}{C_{0}}\right) \frac{U}{2 D \log B_{1}}, \quad 2 T_{1}+1 \leq \frac{\left(2 N_{0}+1\right) D \log B_{1}}{\log (M E)}
$$

and

$$
m V \leq \frac{1}{4}\left(1+\frac{2}{C_{0}}\right)\left(2 N_{0}+1\right) U \leq \frac{C_{1}}{C_{0}} U .
$$

Corollary 9.20 follows.

### 9.3.4 Proof of Proposition 9.18

Here, we deduce Proposition 9.18 from Corollary 9.20.
Proof of Proposition 9.18. The condition on linear independence of $\lambda_{1}, \ldots, \lambda_{m}$ ensures that the rank of the multiplicative subgroup of $\mathbb{C}^{\times}$generated by $\alpha_{1}, \ldots, \alpha_{m}$ is at least $m-1$. We apply Corollary 9.20 with

$$
\log B_{1}=37 m^{3 / 2} \log B, \quad \text { and } \quad \log B_{2}=10 \sqrt{m} \log E^{*}
$$

Since $M \leq e^{(m / 2)-1}$ and $E \geq e$ we have

$$
\log (M E) \leq \frac{m}{2} \log E
$$

In case $M=e^{(m / 2)-1}$ and $E=e$, we check

$$
\log A_{j} \geq \frac{1}{D} \log (M E) \quad(1 \leq j \leq m)
$$

thanks to the extra assumption $\log A_{j} \geq m /(2 D)$ in Proposition 9.18.
We wish to check that the assumptions on $B_{1}$ and $B_{2}$ in Corollary 9.20 follow from the hypotheses of Proposition 9.18. We start with $B_{2}$.

From $E^{*} \geq D / \log E, E^{*} \geq e$ and $M \geq 1$ we deduce

$$
E^{*} \geq \frac{e}{e+1}\left(1+\frac{D}{\log E}\right) \geq \frac{e}{e+1}\left(1+\frac{D}{\log (M E)}\right)
$$

From the estimate

$$
(m+1) e^{10 \sqrt{m}} \geq 71(e+1) N_{0}
$$

we deduce

$$
B_{2} \geq e^{10 \sqrt{m}-1} \frac{e}{e+1}\left(1+\frac{D}{\log (M E)}\right) \geq \frac{71 N_{0}}{m+1}\left(1+\frac{D}{\log (M E)}\right)
$$

Now we deal with $B_{1}$. To start with, we consider the general case. From $B \geq D(\log A)(\log E)^{-1}, B \geq E^{*} \geq e$ and $M \geq 1$ we deduce $B \geq\left(e^{3} / 27\right)\left(\log E^{*}\right)^{3}$ and

$$
B_{1} \geq \frac{1}{27} e^{37 m^{3 / 2}-2 m}\left(\frac{D \log A}{\log (M E)}\right)^{2 m+2}\left(\log E^{*}\right)^{3}
$$

The inequality

$$
B_{1} \geq C_{0}^{3} M^{5}\left(\frac{D \log A}{\log (M E)}\right)^{2 m+2}\left(\log B_{2}\right)^{3}
$$

follows from the estimate

$$
30^{3} m^{3 / 2} C_{0}^{3} M^{5}<e^{37 m^{3 / 2}-2 m} .
$$

In the homogeneous rational case the inequality

$$
B_{1} \geq e+\frac{4 e(m+1) \log (M E)}{N_{0} D} \max _{1 \leq j \leq m-1}\left\{1+\frac{\left|b_{m}\right|}{\log A_{j}}+\frac{\left|b_{j}\right|}{\log A_{m}}\right\}
$$

is a consequence of

$$
B^{m+1} \geq \max _{1 \leq j \leq m-1}\left(1+\frac{\left|b_{m}\right|}{\log A_{j}}+\frac{\left|b_{j}\right|}{\log A_{m}}\right) \cdot \frac{\log (M E)}{D} .
$$

and

$$
B^{3} \geq \frac{4 e(m+1)}{N_{0}}+\frac{e D}{\log (M E)} .
$$

We deduce that Proposition 9.18 holds (under the extra assumption $\beta_{m}=-1$ in the general case), with the constant $C(m)$ replaced by

$$
\begin{cases}370 m^{2} C_{1} & \text { if } M=1, \\ 370 m^{2} C_{1} 2^{2 m+4} e^{m-2} m^{-m-1} & \text { if } M \neq 1 .\end{cases}
$$

In any case this constant is $<C(m)-1$, where $C(m)$ is the constant given in Proposition 9.18. It should be noticed here that in the general case with $\beta_{m}=-1$, since $B_{1}>B^{m+1}$, we have used only the weaker assumption

$$
\mathrm{h}\left(1: \beta_{0}: \cdots: \beta_{m-1}\right) \leq(m+1) \log B
$$

in place of $\max _{0 \leq i \leq m-1} \mathrm{~h}\left(\beta_{i}\right) \leq \log B$.
In the general case we remove the restriction $\beta_{m}=-1$ by means of Liouville's inequality like in step 5 of § 7.6: assume (as we may without loss of generality) $\beta_{m} \neq 0$, so that

$$
\left|\beta_{m}\right| \geq B^{-D}
$$

Define $\beta_{j}^{\prime}=-\beta_{j} / \beta_{m}(0 \leq j \leq m)$ and

$$
\Lambda^{\prime}=\beta_{0}^{\prime}+\beta_{1}^{\prime} \lambda_{1}+\cdots+\beta_{m-1}^{\prime} \lambda_{m-1}-\lambda_{m} .
$$

Hence $\Lambda=-\beta_{m} \Lambda^{\prime}$. From the assumption $\max _{0 \leq i \leq m} \mathrm{~h}\left(\beta_{j}\right) \leq \log B$ we deduce

$$
\mathrm{h}\left(1: \beta_{0}^{\prime}: \cdots: \beta_{m-1}^{\prime}\right)=\mathrm{h}\left(\beta_{0}: \cdots: \beta_{m}\right) \leq(m+1) \log B .
$$

Since

$$
\left|\Lambda^{\prime}\right| \geq \exp \left\{-(C(m)-1) D^{m+2}(\log B)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)\left(\log E^{*}\right)(\log E)^{-m-1}\right\}
$$

and

$$
D \log B \leq D^{m+2}(\log B)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)\left(\log E^{*}\right)(\log E)^{-m-1},
$$

Theorem 9.1 follows.

### 9.4 Corollaries

To conclude this chapter, we give a few comments on Theorem 9.1, we remove the condition of linear independence on the $\lambda$ 's, and we state and prove some consequences.

### 9.4.1 Comments on Theorem 9.1

Remark 1. Let us compare Theorem 7.1 with Theorem 9.1. The two main differences are the following:

1. We have replaced the factor $(\log B)^{2}$ which occurred in Chap. 7 by the product $(\log B)\left(\log E^{*}\right)$.
2. The condition on $B$ in the homogeneous rational case is weaker in Theorem 9.1.

The second refinement could have easily been included in Chap. 7: Theorem 7.16 suffices. But the first refinement requires the introduction simultaneously of the extra factor $\mathbb{G}_{\mathrm{a}}$ and of one derivative.

In $\S 9.3$ we had two parameters $B_{1}$ and $B_{2}$. The assumptions of Theorem 9.19 involve $D T_{0} \log B_{1}$ and $D S_{0} \log B_{2}$. In $\S 9.3$.4 we replaced $\log B_{1}$ by a multiple of $\log B$ and $\log B_{2}$ by a multiple of $\log E^{*}$. In the next chapter (§ 10.2) again the quantities $D T_{0} \log B_{1}$ and $D S_{0} \log B_{2}$ will occur, but, in $\S 10.2 .6, B_{1}$ and $B_{2}$ will be related to $E^{*}$ and $B$ respectively. In $\S 14.4$ we shall explain what is going on.

Let us come back to the hypotheses of Theorem 9.1. The assumptions

$$
\log A_{j} \geq \mathrm{h}\left(\alpha_{j}\right) \quad \text { and } \quad \log A_{j} \geq \frac{E\left|\lambda_{j}\right|}{D}
$$

arise in a natural way from the arithmetic and analytic estimates respectively, as we saw in § 9.2.1. At the same place we explained how the condition $B \geq$ $D\left(\log A_{i}\right) / \log E$ in the general case occurs from the estimates for

$$
\left(s_{j}+s_{m} \beta_{j}\right)^{\tau_{j}},
$$

which involve $\left(S^{*}\right)^{T_{0}}$ : in order to bound $D T_{0} \log S^{*}$ by $U$ we need $S^{*}$ to be less than $B_{1}$.

The conditions $E^{*} \geq E^{1 / D}$ and $B \geq E^{1 / D}$ arise from the analytic estimates: in step 4 of the proof of Theorem 9.19 in $\S 9.3 .2$, the definition of $U_{2}$ involves $T_{0} \log (M E)$ and $S_{0} \log (M E)$, which we want to bound from above by $U$.

The origin of the requirement $E^{*} \geq D / \log E$ is the following: using Lemma 9.8 to estimate $\delta_{S_{0}^{\sharp}}(t ; \sigma, \kappa)$, we get a factor

$$
\left(\frac{|t|}{S_{0}^{\#}}+1\right)^{\sigma},
$$

which is responsible for the factor

$$
\left(\frac{T_{1}}{S_{0}^{\sharp}}+1\right)^{S_{0}}
$$

occurring in Lemma 9.11. This is why we need to impose $B_{2} \geq T_{1} / S_{0}^{\sharp}$.
The condition $B \geq D / \log E$ is easy to explain: the hypothesis $S_{0}+1 \geq 2 T_{0}$ in Proposition 9.16 leads us to require $B \geq E^{*}$.

Finally the condition $D \log A_{j} \geq \log E$ does not occur in the hypotheses of Theorem 9.19 where we only required $D \log A_{j} \geq 1$, but it has been used several times in the proof of Corollary 9.20.

Remark 2. In the special case $m=1$, apart from the explicit value of the absolute constant $C(1)$, Theorem 9.1 is slightly stronger than Theorem 5 of [NeW 1996], where the extra hypotheses

$$
B \geq E, \quad B \geq \log A_{1} \quad \text { and } \quad E^{*} \geq D
$$

are required. A close look at the proof of [ NeW 1996] shows that these conditions may be dispensed with: our hypotheses are sufficient to imply

$$
E \max \{1,|\beta|\} \leq B^{2 D} \quad \text { and } \quad D^{2}\left(\log A_{1}\right)\left(\log E^{*}\right)(\log E)^{-2} \leq B^{2} \log B .
$$

Remark 3. From the assumptions $B \geq E^{*}$ and

$$
\log E^{*} \geq \max \left\{\frac{1}{D} \log E, \log \left(\frac{D}{\log E}\right)\right\}
$$

we deduce

$$
B \geq E^{1 / D} \geq \frac{\log E}{D}
$$

In the homogeneous rational case, if $B^{\prime}$ is a positive real number satisfying $B^{\prime} \geq E^{*}$ and

$$
B^{\prime} \geq \max _{1 \leq j \leq m-1}\left(\frac{\left|b_{m}\right|}{\log A_{j}}+\frac{\left|b_{j}\right|}{\log A_{m}}\right)
$$

then

$$
\left(B^{\prime}\right)^{2} \geq \max _{1 \leq j \leq m-1}\left(\frac{\left|b_{m}\right|}{\log A_{j}}+\frac{\left|b_{j}\right|}{\log A_{m}}\right) \cdot \frac{\log E}{D}
$$

and we may apply Theorem 9.1 with $B=\left(B^{\prime}\right)^{2}$ (which means that we get the conclusion with the factor $\log B$ replaced by $\log B^{\prime}$ and also $C(m)$ by $2 C(m)$ ).

Similarly, if $B^{\prime \prime}$ satisfies $B^{\prime \prime} \geq D / \log E, B^{\prime \prime} \geq \log E$ and

$$
B^{\prime \prime} \geq \max _{1 \leq j \leq m-1}\left(\frac{\left|b_{m}\right|}{D \log A_{j}}+\frac{\left|b_{j}\right|}{D \log A_{m}}\right),
$$

again we may apply Theorem 9.1 with $B=\left(B^{\prime \prime}\right)^{2}$.
Remark 4. In the homogeneous rational case, one deduces from the hypotheses

$$
B \geq e, \quad \log A_{i} \geq D \log E \quad \text { and } \quad \log E^{*} \geq D \log E
$$

that the conclusion of Theorem 9.1 is stronger than Liouville's estimate only when

$$
\max _{1 \leq i \leq m}\left|b_{i}\right| \geq \frac{C(m)}{2 m} \cdot \frac{D^{2} \log A}{(\log E)^{2}}
$$

with $A=\max \left\{A_{1}, \ldots, A_{m}\right\}$ (see for instance Remark 2 in § 7.1.1). Therefore the homogeneous rational case of Theorem 9.1 is interesting only if

$$
\max _{1 \leq j \leq m-1}\left(\frac{\left|b_{m}\right|}{\log A_{j}}+\frac{\left|b_{j}\right|}{\log A_{m}}\right) \cdot \frac{\log E}{D} \geq \frac{C(m)}{2 m} \cdot \frac{D}{\log E}
$$

Hence the condition $B \geq D / \log E$ (which follows from our hypothesis $B \geq E^{*}$ ) could be omitted in the homogeneous rational case (it does not occur explicitly in Corollary 3 of [LauMN 1995]).

### 9.4.2 Relaxing the Hypothesis of Linear Independence of Logarithms

Let us first replace the assumption that the numbers $\lambda_{1}, \ldots, \lambda_{m}$ in Theorem 9.1 are $\mathbb{Q}$-linearly independent by a further (mild) condition on the parameters.

Proposition 9.21. Theorem 9.1 still holds if we replace the hypothesis that the numbers $\lambda_{1}, \ldots, \lambda_{m}$ are linearly independent over $\mathbb{Q}$ by the extra assumptions $\Lambda \neq 0$ and

$$
D^{3}(\log B)\left(\log A_{i}\right)\left(\log E^{*}\right) \geq(\log D)(\log E)^{2}
$$

for $1 \leq i \leq m$.
Proof.
We start with the general case. For $\emptyset \neq I \subset\{1, \ldots, m\}$, define

$$
\Phi_{I}\left(B_{0}\right)=C(n) D^{n+2}\left(\log B_{I}\right)\left(\prod_{i \in I} \log A_{i}\right)\left(\log E^{*}\right)(\log E)^{-n-1},
$$

where $n=|I|$,

$$
B_{I}=\max \left\{B_{0}, E^{*}, \frac{D \log A_{I}}{\log E}\right\}
$$

and $A_{I}=\max \left\{e, \max _{i \in I} A_{i}\right\}$. Define also

$$
B_{I}^{\prime}=\max \left\{2 N_{I} B_{0}^{2}, E^{*}, \frac{D \log A_{I}}{\log E}\right\}
$$

with

$$
N_{I}=\left[\left(11 n D^{3} \log A_{I}\right)^{n-1}\right] .
$$

From the assumption

$$
D(\log B)\left(\log A_{i}\right) \geq(\log D)(\log E) \quad(1 \leq i \leq m)
$$

we deduce

$$
C\left(n^{\prime}\right) \log B_{I^{\prime}} \leq C(n)\left(\log B_{I}\right) \prod_{i \in I \backslash I^{\prime}} \frac{D \log A_{i}}{\log E}
$$

for $I^{\prime} \subset I$,

$$
\log N_{I} \leq \frac{1}{2} \Phi_{I}(B)
$$

and

$$
C(n-1) \log B_{I}^{\prime} \leq \frac{1}{2} C(n)\left(\log B_{I}\right) \cdot \frac{D \log A_{I}}{\log E}
$$

Hence Lemma 7.20 provides the conclusion in the general case.
Finally we consider the homogeneous rational case. We follow [W 1993], § 10, proof of Corollaire 10.1.

By induction on $m$ we may assume, without loss of generality, that the $\mathbb{Q}$-vector space spanned by $\lambda_{1}, \ldots, \lambda_{m}$ has dimension $m-1$. There is a unique (up to a multiplicative coefficient $\pm 1$ ) linear dependence relation

$$
a_{1} \lambda_{1}+\cdots+a_{m} \lambda_{m}=0
$$

with relatively prime rational integers $a_{1}, \ldots, a_{m}$ satisfying, by Lemma 7.19,

$$
0<\max \left\{\left|a_{1}\right|, \ldots,\left|a_{m}\right|\right\} \leq N
$$

where

$$
N=\left[\left(11 m D^{3} \max _{i} \log A_{i}\right)^{m-1}\right]
$$

and $i$ runs over the set of indices in $\{1, \ldots, m\}$ for which $a_{i} \neq 0$.
We distinguish three cases.
Case 1. Assume $a_{m} \neq 0$ and $N \leq\left(11 m D^{3} \log A_{m}\right)^{m-1}$.
We eliminate $b_{m}$. Set

$$
b_{i}^{\prime}=a_{m} b_{i}-a_{i} b_{m} \quad(1 \leq i \leq m-1),
$$

so that

$$
a_{m} \Lambda=b_{1}^{\prime} \lambda_{1}+\cdots+b_{m-1}^{\prime} \lambda_{m-1} .
$$

Define

$$
B^{\prime \prime}=\max _{1 \leq i \leq m-2}\left(\frac{\left|b_{m-1}^{\prime}\right|}{\log A_{i}}+\frac{\left|b_{i}^{\prime}\right|}{\log A_{m-1}}\right) \cdot \frac{\log E}{D}
$$

and $B^{\prime}=\max \left\{E^{*}, B^{\prime \prime}\right\}$. We first estimate $B^{\prime}$. Since

$$
\left(\frac{\left|b_{m}\right|}{\log A_{i}}+\frac{\left|b_{i}\right|}{\log A_{m}}\right) \cdot \frac{\log E}{D} \leq B
$$

for $1 \leq i \leq m-1$, we deduce

$$
\begin{aligned}
& \frac{\left|b_{i}\right|}{\log A_{i}} \cdot \frac{\log E}{D} \leq\left|b_{i}\right| \leq B \cdot \frac{D \log A_{m}}{\log E} \quad(2 \leq i \leq m-1) \\
& \frac{\left|b_{m}\right|}{\log A_{i}} \cdot \frac{\log E}{D} \leq B
\end{aligned}
$$

and similarly

$$
\begin{aligned}
& \frac{\left|b_{i}\right|}{\log A_{m-1}} \cdot \frac{\log E}{D} \leq\left|b_{i}\right| \leq B \cdot \frac{D \log A_{m}}{\log E} \quad(2 \leq i \leq m-1), \\
& \frac{\left|b_{m}\right|}{\log A_{m-1}} \cdot \frac{\log E}{D} \leq B .
\end{aligned}
$$

Therefore

$$
B^{\prime} \leq 2 N B\left(1+\frac{D \log A_{m}}{\log E}\right) \leq 4 N B D \log A_{m} \leq\left(11 m D^{3} \log A_{m}\right)^{m} B .
$$

Since $a_{m} \neq 0$, the numbers $\lambda_{1}, \ldots, \lambda_{m-1}$ are $\mathbb{Q}$-linearly independent. From the inductive hypothesis we deduce

$$
\left|a_{m} \Lambda\right| \geq e^{-\Phi_{m-1}}
$$

where

$$
\Phi_{m-1}=C(m-1) D^{m+1}\left(\log B^{\prime}\right)\left(\log A_{1}\right) \cdots\left(\log A_{m-1}\right)\left(\log E^{*}\right)(\log E)^{-m} .
$$

Notice that the number

$$
\Phi_{m}=C(m) D^{m+2}(\log B)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)\left(\log E^{*}\right)(\log E)^{-m-1}
$$

satisfies

$$
\begin{aligned}
\Phi_{m} & \geq C(m) \cdot \max _{1 \leq i \leq m} D^{3}(\log B)\left(\log A_{i}\right)\left(\log E^{*}\right)(\log E)^{-2} \\
& \geq C(m) \max \left\{D \log B, D \log A_{m}, \log D\right\},
\end{aligned}
$$

thanks to the extra assumption of Proposition 9.21

$$
D^{3}(\log B)\left(\log A_{i}\right)\left(\log E^{*}\right) \geq(\log D)(\log E)^{2} .
$$

We deduce

$$
\log \left|a_{m}\right| \leq \log N \leq \frac{1}{2} \Phi_{m}
$$

and

$$
C(m-1)\left(\log B^{\prime}\right) \leq \frac{1}{2} C(m)(\log B) \cdot \frac{D \log A_{m}}{\log E}
$$

We conclude

$$
|\Lambda| \geq e^{-\Phi_{m}}
$$

which is what we wanted.
Case 2. After renumbering the $\lambda^{\prime}$ s if necessary, we may assume $a_{1} \neq 0$, and we may also assume that $A_{1}$ is the maximum of the numbers $A_{j}$ where $j$ ranges over the integers in $\{1, \ldots, m\}$ for which $a_{j} \neq 0$. In this second case, we have either $a_{m}=0$ or else $A_{m} \leq A_{1}$; hence

$$
N \leq\left(11 m D^{3} \log A_{1}\right)^{m-1}
$$

Let us eliminate $b_{1}$. Define

$$
b_{j}^{\prime}=a_{1} b_{j}-a_{j} b_{1} \quad(2 \leq j \leq m)
$$

so that

$$
a_{1} \Lambda=b_{2}^{\prime} \lambda_{2}+\cdots+b_{m}^{\prime} \lambda_{m}
$$

From the inductive hypothesis we deduce

$$
\left|a_{1} \Lambda\right| \geq e^{-\Phi_{m-1}}
$$

where

$$
\Phi_{m-1}=C(m-1) D^{m+1}\left(\log B^{\prime}\right)\left(\log A_{2}\right) \cdots\left(\log A_{m}\right)\left(\log E^{*}\right)(\log E)^{-m}
$$

and $B^{\prime}=\max \left\{E^{*}, B^{\prime \prime}\right\}$. We need to define $B^{\prime \prime}$ and estimate it from above. Again we distinguish two cases
a) If $b_{m}^{\prime} \neq 0$, we set

$$
B^{\prime \prime}=\max _{2 \leq i \leq m-1}\left(\frac{\left|b_{m}^{\prime}\right|}{\log A_{i}}+\frac{\left|b_{i}^{\prime}\right|}{\log A_{m}}\right) \cdot \frac{\log E}{D}
$$

and we have

$$
\begin{aligned}
B^{\prime \prime} & \leq N \max _{2 \leq i \leq m-1}\left(\frac{\left|b_{m}\right|}{\log A_{i}}+\frac{\left|b_{1}\right|}{\log A_{i}}+\frac{\left|b_{i}\right|}{\log A_{m}}+\frac{\left|b_{1}\right|}{\log A_{m}}\right) \cdot \frac{\log E}{D} \\
& \leq N B\left(2+\frac{D \log A_{1}}{\log E}\right)
\end{aligned}
$$

because

$$
\frac{\left|b_{1}\right|}{\log A_{i}} \cdot \frac{\log E}{D} \leq\left|b_{1}\right| \leq B \cdot \frac{D \log A_{1}}{\log E} \quad(2 \leq i \leq m-1)
$$

b) If $b_{m}^{\prime}=0$, we select an integer $n$ in the range $2 \leq n \leq m-1$ for which $b_{n}^{\prime} \neq 0$ and we set

$$
B^{\prime \prime}=\max _{\substack{\leq \leq i \leq m \\ i \neq n}}\left(\frac{\left|b_{n}^{\prime}\right|}{\log A_{i}}+\frac{\left|b_{i}^{\prime}\right|}{\log A_{n}}\right) \cdot \frac{\log E}{D} .
$$

Hence

$$
B^{\prime \prime} \leq 4 N \max \left\{\left|b_{1}\right|, \ldots,\left|b_{m-1}\right|\right\}
$$

For $1 \leq i \leq m-1$ we have

$$
\left|b_{i}\right| \leq B \cdot \frac{D \log A_{m}}{\log E} \leq B \cdot \frac{D \log A_{1}}{\log E}
$$

because the condition $b_{m}^{\prime}=0$ implies $a_{m} \neq 0$.
We deduce that in each of the two cases a) and b), we have

$$
B^{\prime} \leq\left(11 m D^{3} \log A_{1}\right)^{m} B .
$$

We conclude, like in case 1 ,

$$
C(m-1) \log B^{\prime} \leq \frac{1}{2} C(m)(\log B) \cdot \frac{D \log A_{1}}{\log E} .
$$

This completes the proof of Proposition 9.21.

### 9.4.3 Statements of Corollaries

For the next four corollaries we use the following notation: $\alpha_{1}, \ldots, \alpha_{m}$ are nonzero algebraic numbers in a number field of degree $\leq D$ over $\mathbb{Q}$ and $b_{1}, \ldots, b_{m}$ are rational integers such that

$$
\alpha_{1}^{b_{1}} \cdots \alpha_{m}^{b_{m}} \neq 1
$$

We define $A_{1}, \ldots, A_{m}, B_{0}$ by

$$
B_{0}=\max \left\{e,\left|b_{1}\right|, \ldots,\left|b_{m}\right|\right\}
$$

and

$$
\log A_{j}=\max \left\{\frac{1}{D}, \mathrm{~h}\left(\alpha_{j}\right)\right\} \quad(1 \leq j \leq m)
$$

We denote by $C(m)$ the constant occurring in Theorem 9.1 (and Proposition 9.21). We do not need to know the exact value of $C(m)$ given in $\S 9.3$. All we shall need is

$$
C(m) \geq e^{11} \quad \text { and } \quad C(m) \geq m^{2}+\log 2 .
$$

Here is a lower bound for $\left|\alpha_{1}^{b_{1}} \cdots \alpha_{m}^{b_{m}}-1\right|$. The importance of such estimates has been stressed in § 1.2.

Corollary 9.22. We have
$\left|\alpha_{1}^{b_{1}} \cdots \alpha_{m}^{b_{m}}-1\right| \geq \exp \left\{-C_{1}(m)\left(\log B_{0}\right)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right) D^{m+2} \max \{1, \log D\}\right\}$,
where

$$
C_{1}(m)=2 \cdot 3^{2 m+2} C(m+1) .
$$

This estimate is best possible with respect to the parameter $B_{0}$, namely it is of the shape $B_{0}^{-C}$ where $C$ does not depend on $b_{1}, \ldots, b_{m}$, but only on $\alpha_{1}, \ldots, \alpha_{m}$. This result, as pointed out in S 1.2, is due to N. I. Feldman [F 1968] and has important consequences.

In Corollary 9.22 the value of $C(m)$ requires only $E=e$, hence the sharper estimate provided by the second part of Proposition 9.18 applies.

We state the next corollaries in terms of lower bounds for linear combinations of logarithms, but similar statements hold in terms of lower bounds for the distance between two products of algebraic numbers, like in Corollary 9.22 (see Exercise 9.8 for the simpler case of real positive algebraic numbers).

For $1 \leq j \leq m$, let $\lambda_{j} \in \mathscr{L}$ satisfy $e^{\lambda_{j}}=\alpha_{j}$. Assume $\log A_{j} \geq(e / D)\left|\lambda_{j}\right|$ $(1 \leq j \leq m)$. Further, let $E \geq e$ satisfy

$$
\sum_{j=1}^{m} \frac{\left|\lambda_{j}\right|}{\log A_{j}} \leq \frac{D}{E} \quad \text { and } \quad \log E \leq D \log A_{j} \quad(1 \leq j \leq m)
$$

Assume also $b_{m}>0$. Let $B \geq e$ be a real number satisfying

$$
B \geq \max _{1 \leq i \leq m-1}\left\{\frac{b_{m}}{\log A_{i}}+\frac{\left|b_{i}\right|}{\log A_{m}}\right\}
$$

Let $E_{1} \geq e$ and $E_{2} \geq e$ satisfy

$$
E_{1} \geq \max \left\{\frac{E^{1 / D}, D}{\log E}\right\} \quad \text { and } \quad E_{2} \geq \max \left\{D, E_{1}\right\}
$$

Define

$$
X=C(m) D^{m+2}\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)\left(\log E_{1}\right)\left(\log E_{2}\right)(\log E)^{-m-1} .
$$

Corollary 9.23. Then

$$
\left|b_{1} \lambda_{1}+\cdots+b_{m} \lambda_{m}\right| \geq B^{-X} .
$$

Finally define

$$
B^{\prime}=\max \left\{2,\left|b_{1}\right|, \ldots, \mid b_{m-1}\right\}
$$

and

$$
Y=2 X \log \left(\frac{X}{\log A_{m}}\right)
$$

Corollary 9.24. For any $\delta$ in the range $0<\delta \leq 1 / 2$,

$$
\left|b_{1} \lambda_{1}+\cdots+b_{m} \lambda_{m}\right| \geq e^{-\delta B^{\prime}}\left(\frac{\delta}{b_{m}}\right)^{Y}
$$

An easy consequence of Corollary 9.24 reads as follows (compare with [B 1972], II):

Corollary 9.25. Let $\epsilon$ satisfy $0<\epsilon<1$ and

$$
\left|b_{1} \lambda_{1}+\cdots+b_{m} \lambda_{m}\right|<e^{-\epsilon B^{\prime}} .
$$

Then

$$
B^{\prime} \leq \frac{2 Y}{\epsilon} \log \left(\frac{2 b_{m}}{\epsilon}\right)
$$

A further discussion of this topic, in particular of the relevance of the last three corollaries, will take place in § 10.4.

### 9.4.4 Proofs

Proof of Corollary 9.22. The special case where $\alpha_{1}, \ldots, \alpha_{m}$ are positive real (algebraic) numbers is easier and yields a smaller value for $C_{1}(m)$ (see Exercise 9.7). We consider here the general case.

Without loss of generality we may assume $b_{i} \neq 0$ for $1 \leq i \leq m$. Further, since the statement of Corollary 9.22 is symmetric (this is not the case with the next ones), we may also assume $A_{1} \leq \cdots \leq A_{m}$.

We distinguish two cases:
a) Assume $B_{0} \leq m D$. From Liouville's inequality (e.g. Exercise 3.7.b) we deduce

$$
\left|\alpha_{1}^{b_{1}} \cdots \alpha_{m}^{b_{m}}-1\right| \geq 2^{-D} A^{-m D B_{0}} \quad \text { where } \quad A=\max _{1 \leq i \leq m} A_{i} .
$$

Since $C(m) \geq m^{2}+\log 2$ we have

$$
D \log 2+m^{2} D^{2} \log A \leq C(m) D^{m+2}\left(\log B_{0}\right)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right) \max \{1, \log D\}
$$

and the conclusion of Corollary 9.22 is plain.
b) From now on we assume $B_{0} \geq m D$. For $1 \leq i \leq m$, define $\lambda_{i} \in \mathbb{C}$ by the conditions

$$
e^{\lambda_{i}}=\alpha_{i}, \quad-\pi \leq \operatorname{Im} \lambda_{i}<\pi .
$$

Since

$$
\left|\lambda_{i}\right|^{2} \leq \pi^{2}+\left(\log \left|\alpha_{i}\right|\right)^{2} \quad \text { and } \quad\left|\alpha_{i}\right| \leq e^{D \mathrm{~h}\left(\alpha_{i}\right)} \leq A_{i}^{D},
$$

we have

$$
\left|\lambda_{i}\right| \leq \sqrt{\pi^{2}+1} D \log A_{i} .
$$

We use Exercise 1.1.b with $\theta=1 / 2$ and

$$
z=\alpha_{1}^{b_{1}} \cdots \alpha_{m}^{b_{m}}
$$

Clearly without loss of generality we may assume $|z-1|<1 / 2$. We deduce that there exists an even integer $b_{0} \in 2 \mathbb{Z}$ such that the number

$$
\Lambda=b_{0} i \pi+b_{1} \lambda_{1}+\cdots+b_{m} \lambda_{m}
$$

satisfies

$$
|\Lambda| \leq 2\left|\alpha_{1}^{b_{1}} \cdots \alpha_{m}^{b_{m}}-1\right|
$$

Since $\alpha_{1}^{b_{1}} \cdots \alpha_{m}^{b_{m}} \neq 1$ we have $\Lambda \neq 0$. An estimate for $\left|b_{0}\right|$ is the following:

$$
\begin{aligned}
\pi\left|b_{0}\right| & \leq 1+\left|b_{1} \lambda_{1}+\cdots+b_{m} \lambda_{m}\right| \\
& \leq 1+m \sqrt{\pi^{2}+1} D B_{0} \log A_{m} \\
& \leq 2 \pi m D B_{0} \log A_{m} .
\end{aligned}
$$

We shall use Proposition 9.21 with

$$
E=e, \quad E^{*}=\max \{e, D\}, \quad B=B_{0}^{2}
$$

$m$ replaced by $m+1$ and $A_{i}$ replaced by $A_{i}^{*}$, where

$$
\log A_{0}^{*}=\frac{e \pi}{D}, \quad \text { and } \quad \log A_{i}^{*}=e \sqrt{\pi^{2}+1} \log A_{i} \quad \text { for } \quad 1 \leq i \leq m
$$

so that if we set $\lambda_{0}=i \pi$ the inequalities

$$
e\left|\lambda_{i}\right| \leq D \log A_{i}^{*} \quad \text { are satisfied for } \quad 0 \leq i \leq m .
$$

Notice that the extra assumption

$$
D^{3}(\log B)\left(\log A_{i}\right)\left(\log E^{*}\right) \geq(\log D)(\log E)^{2}
$$

of Proposition 9.21 is satisfied, and that the condition $B_{0} \geq m D$ yields $B \geq m D B_{0}$, hence the inequalities

$$
B \geq \frac{\left|b_{i}\right|}{\log A_{m}^{*}}+\frac{\left|b_{m}\right|}{\log A_{i}^{*}}
$$

are satisfied for $0 \leq i \leq m$. The product

$$
C(m+1) D^{m+3}(\log B)\left(\log A_{0}^{*}\right) \cdots\left(\log A_{m}^{*}\right) \log E^{*}
$$

arising from the conclusion of Theorem 9.1 is bounded by

$$
2 e^{m+1} \pi\left(\pi^{2}+1\right)^{m / 2} C(m+1) D^{m+2}\left(\log B_{0}\right)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right) \max \{1, \log D\}
$$

Finally we use the estimates

$$
D^{m+2}\left(\log B_{0}\right)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right) \max \{1, \log D\} \geq 1
$$

and

$$
2 e^{m+1} \pi\left(\pi^{2}+1\right)^{m / 2} C(m+1)+\log 2 \leq 18 \cdot 9^{m} C(m+1) .
$$

Proof of Corollary 9.23. We shall use Proposition 9.21 with $B$ replaced by $B^{\prime}$ which is defined by

$$
\log B^{\prime}=(\log B)\left(\log E_{2}\right)
$$

Since $B \geq e$ and $E_{2} \geq e$, we have

$$
\max \left\{B, E_{2}\right\} \leq B^{\prime}
$$

and the conclusion of Corollary 9.23 follows essentially from the homogeneous rational case (part b) in Theorem 9.1 with $E^{*}=E_{1}$. More precisely we have replaced here the assumption

$$
\log A_{j} \geq \frac{E\left|\lambda_{j}\right|}{D}, \quad(1 \leq j \leq m)
$$

(which would be required for applying Theorem 9.1) by the weaker condition

$$
\sum_{j=1}^{m} \frac{\left|\lambda_{j}\right|}{\log A_{j}} \leq \frac{D}{E} .
$$

This is allowed thanks to a remark at the beginning of § 9.3. Since

$$
\begin{aligned}
D^{3}\left(\log B^{\prime}\right)\left(\log A_{i}\right)\left(\log E^{*}\right) & =D^{3}(\log B)\left(\log E_{2}\right)\left(\log A_{i}\right)\left(\log E^{*}\right) \\
& \geq(\log D)(\log E)^{2},
\end{aligned}
$$

we may apply Proposition 9.21.
The proof of Corollary 9.24 will use the following elementary result.
Lemma 9.26. Let $X, Y, \ell, b, B, B^{\prime}$ and $\delta$ be positive real numbers satisfying

$$
\begin{gathered}
Y \geq X \geq \ell, \quad b \geq 1, \quad 0<\delta \leq \frac{1}{2} \\
Y \log 2 \geq X \log \frac{3 Y}{\ell} \quad \text { and } \quad B=\max \left\{e, b+\frac{B^{\prime}}{\ell}\right\} .
\end{gathered}
$$

Then

$$
X \log B \leq \delta B^{\prime}+Y \log \frac{b}{\delta}
$$

Proof. The real function $x \mapsto x B^{\prime}-Y \log x$ reaches its minimum at $x=Y / B^{\prime}$. Accordingly we distinguish two cases:
a) Assume $B^{\prime} \leq 2 Y$. The conclusion is

$$
X \log B \leq \frac{1}{2} B^{\prime}+Y \log (2 b) .
$$

Since

$$
b \leq \frac{b Y}{\ell}, \quad \frac{B^{\prime}}{\ell} \leq \frac{2 b Y}{\ell} \quad \text { and } \quad \frac{3 b Y}{\ell} \geq e,
$$

we have $B \leq 3 b Y / \ell$. Using the assumptions

$$
Y \geq X \quad \text { and } \quad Y \log 2 \geq X \log \frac{3 Y}{\ell}
$$

we get

$$
X \log B \leq X \log b+X \log \left(\frac{3 Y}{\ell}\right) \leq Y \log b+Y \log 2=Y \log (2 b) .
$$

b) Assume $B^{\prime} \geq 2 Y$. The conclusion is now

$$
X \log B \leq Y+Y \log \frac{b B^{\prime}}{Y} .
$$

From $\ell \leq Y \leq B^{\prime} / 2$ and $b \geq 1$ we deduce

$$
b \leq \frac{b B^{\prime}}{2 \ell}, \quad \frac{B^{\prime}}{\ell} \leq \frac{b B^{\prime}}{\ell} \quad \text { and } \quad \frac{3 b B^{\prime}}{2 \ell} \geq 3 b \geq e,
$$

hence $B \leq 3 b B^{\prime} / 2 \ell$.
Since $X \leq Y$ and $b B^{\prime} \geq B^{\prime} \geq 2 Y$, we have

$$
X \log \frac{b B^{\prime}}{2 Y} \leq Y \log \frac{b B^{\prime}}{2 Y}
$$

Using once more the assumption $Y \log 2 \geq X \log (3 Y / \ell)$, we conclude

$$
X \log B \leq X \log \frac{b B^{\prime}}{2 Y}+X \log \frac{3 Y}{\ell} \leq Y \log \frac{b B^{\prime}}{2 Y}+Y \log 2 \leq Y \log \frac{b B^{\prime}}{Y} .
$$

Proof of Corollary 9.24. We apply Lemma 9.26 with $\ell=\log A_{m}$ and $b=b_{m}$. Hence, by Corollary 9.23 , it suffices to check

$$
Y \log 2 \geq X \log \frac{3 Y}{\ell} .
$$

Define $t=\log \left(X / \log A_{m}\right)$ so that $Y=2 t X$. Since $t \geq 11$, we have

$$
(2 \log 2-1) t \geq \log (6 t) .
$$

Therefore

$$
\frac{Y}{X} \log 2=2 t \log 2 \geq t+\log (6 t)=\log \frac{6 t X}{\log A_{m}}=\log \frac{3 Y}{\log A_{m}}
$$

Proof of Corollary 9.25. Corollary 9.25 follows from Corollary 9.24 with $\delta=\epsilon / 2$.

## Exercises

Exercise 9.1. Let $K$ be a field of characteristic zero and let $\beta_{0}, \ldots, \beta_{m-1}$ be elements of $K$. Define

$$
\begin{aligned}
Y & =\{0\} \times \mathbb{Z}^{m-1}+\mathbb{Z}\left(\beta_{0}, \beta_{1}, \ldots, \beta_{m-1}\right) \subset K^{m} \\
& =\left\{\left(s_{m} \beta_{0}, s_{1}+s_{m} \beta_{1}, \ldots, s_{m-1}+s_{m} \beta_{m-1}\right) ; \underline{s} \in \mathbb{Z}^{m}\right\}
\end{aligned}
$$

and, for $S \in \mathbb{Z}, S \geq 1$, consider the subset

$$
Y[S]=\left\{\left(s_{m} \beta_{0}, s_{1}+s_{m} \beta_{1}, \ldots, s_{m-1}+s_{m} \beta_{m-1}\right) ; \underline{s} \in \mathbb{Z}^{m}[S]\right\} .
$$

Let $\mathcal{V}$ be a vector subspace of $K^{m}$ of codimension $r \geq 1$.
a) Assume $\beta_{0} \neq 0$. Check

$$
\operatorname{Card}\left(\frac{Y[S]+\mathcal{V}}{\mathcal{V}}\right) \geq(2 S+1)^{r}
$$

Hint. Notice that $Y$ is spanned over $\mathbb{Z}$ by a basis of $K^{m}$ over $K$. Hence $r$ at least of the generators of $Y$ are linearly independent modulo $\mathcal{V}$.
b) Assume $1, \beta_{1}, \ldots, \beta_{m-1}$ are linearly independent over $\mathbb{Q}$ and $(1,0, \ldots, 0) \in \mathcal{V}$. Check

$$
\operatorname{Card}\left(\frac{Y[S]+\mathcal{V}}{\mathcal{V}}\right) \geq(2 S+1)^{r+1}
$$

Hint. Consider the projection of $K^{m}$ onto $K^{m-1}$ with kernel $K(1,0, \ldots, 0)$ and use Lemma 6.2.

Exercise 9.2. Let $A$ and $B$ be positive integers. Then the $A B+1$ polynomials

$$
1 \quad \text { and } \quad \Delta(z+a ; A)^{b}, \quad(0 \leq a<A, \quad 1 \leq b \leq B)
$$

give a basis of the space of polynomials of degree $\leq A B$.
Exercise 9.3. Introduce the following notation: for $a, b$ and $c$ nonnegative integers, define

$$
\Delta(z ; a, b, c)=\left(\frac{d}{d z}\right)^{c}(\Delta(z ; a))^{b}
$$

a) Let $a$ be a positive integer and $b, c$ nonnegative integers. For any complex number $z$, check

$$
|\Delta(z ; a, b, c)| \leq\left(\frac{|z|}{a}+1\right)^{a b}(2 e)^{a b}
$$

b) For $m \in \mathbb{Z}$, show that the number $v(a)^{c} \triangle(m ; a, b, c)$ is a rational integer.
c) Let $a, b, \tau$ be nonnegative rational integers and $t$ a complex number. Consider the entire function of one variable

$$
\Psi(z)=z^{\tau} e^{t z} .
$$

Check the relation

$$
\Delta(z+t ; a, b, \tau)=\sum_{c=0}^{a b} \Delta(z ; a, b, c)\left(\frac{d}{d z}\right)^{c} \Psi(0)
$$

Hint. (See [W 1993], Lemme 3.4). Use the relation

$$
\Delta\left(z_{1}+z_{2} ; a\right)^{b}=\sum_{c=0}^{a b} \Delta\left(z_{1} ; a, b, c\right) z_{2}^{c}
$$

for $z_{1} \in \mathbb{C}$ and $z_{2} \in \mathbb{C}$ together with

$$
\left.\left(\frac{d}{d z}\right)^{\tau} z^{c}\right|_{z=t}=\left(\frac{d}{d z}\right)^{c} \Psi(0)
$$

d) Let $S^{\prime}$ and $S^{\prime \prime}$ be positive integers. Set $S=S^{\prime} S^{\prime \prime}+1$. Denote by $\&$ the set of $\underline{\sigma}=\left(\sigma^{\prime}, \sigma^{\prime \prime}\right) \in \mathbb{N}^{2}$ satisfying either $0 \leq \sigma^{\prime}<S^{\prime}$ and $1 \leq \sigma^{\prime \prime} \leq S^{\prime \prime}$ or else $\sigma^{\prime}=\sigma^{\prime \prime}=0$. Check that the $S \times S$ matrix

$$
\left(\Delta\left(\sigma^{\prime} ; S^{\prime}, \sigma^{\prime \prime}, \sigma\right)\right)_{\substack{\sigma \in \& \\ 0 \leq \sigma \leq S}}
$$

is regular.
Exercise 9.4 (Nonhomogeneous rational case).
Assume $b_{0}, b_{1}, \ldots, b_{m}$ are all in $\mathbb{Z}$. Let $T_{0}^{\sharp}$ and $S_{0}^{\sharp}$ be positive integers. Check that the rational number

$$
\sum_{\kappa=0}^{\tau_{0}} \frac{1}{\kappa!} \delta_{S_{0}^{\sharp}}(t ; \sigma, \kappa) \delta_{T_{0}^{\sharp}}\left(s_{m} b_{0} ; \tau_{0}, \kappa\right) \prod_{i=1}^{m-1} \Delta\left(s_{i} b_{m}-s_{m} b_{i} ; \tau_{i}\right),
$$

for

$$
\underline{\tau} \in \mathbb{N}^{m}, \quad t \in \mathbb{Z}, \quad \sigma \in \mathbb{Z}, \quad \underline{s} \in \mathbb{Z}^{m}
$$

has absolute value bounded from above by

$$
\left(\frac{|t|}{S_{0}^{\sharp}}+1\right)^{\sigma} e^{2 \sigma+2\|\underline{\tau}\|} \max \left\{\frac{\|\underline{\tau}\|}{T_{0}^{\sharp}} ; \frac{\left|s_{m} b_{0}\right|}{T_{0}^{\sharp}}+1\right\}^{\|\underline{\tau}\|}
$$

and has a denominator which divides

$$
\left(\nu\left(S_{0}^{\sharp}\right) \nu\left(T_{0}^{\sharp}\right)\right)^{\tau_{0}} .
$$

Hint. The sum

$$
\sum_{\kappa=0}^{\tau_{0}} \frac{\sigma!\tau_{0}!}{\kappa!(\sigma-\kappa)!\left(\tau_{0}-\kappa\right)!}\left(|t|+S_{0}^{\sharp}-1\right)^{\sigma-\kappa}\left(\left|s_{m} b_{0}\right|+T_{0}^{\sharp}-1\right)^{\tau_{0}-\kappa}
$$

is bounded by

$$
\left(|t|+S_{0}^{\sharp}\right)^{\sigma} \max \left\{\tau_{0} ;\left|s_{m} b_{0}\right|+T_{0}^{\sharp}-1\right\}^{\tau_{0}} .
$$

Exercise 9.5. Refine the lower bound for $\operatorname{Card}(\mathfrak{S})$ in step 2 of § 9.3.3: replace Dirichlet's box principle by geometry of numbers (see [Mat 1998]).

Exercise 9.6. Extend Lemma 7.20 to the nonhomogeneous case:

$$
\Lambda=\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m} .
$$

Deduce that for the proof of Theorem 9.1, there is no loss of generality to assume that the numbers $\lambda_{1}, \ldots, \lambda_{m}$ are linearly independent over $\mathbb{Q}$.

Hint. Define

$$
\begin{aligned}
& \Phi_{n}(B)=C(n) D^{n+2}(\log B)\left(\log E^{*}\right)(\log E)^{-n-1}, \\
& N_{k n}=\left[11 n D^{3} \log _{+} A_{k}\right] \quad \text { and } \quad \widetilde{B}=2 N_{k n} B^{2} .
\end{aligned}
$$

Check

$$
C(n-1) \log \widetilde{B} \leq \frac{1}{2} C(n) D(\log B)\left(\log E^{*}\right)\left(\log _{+} A_{k}\right)(\log E)^{-1}
$$

and

$$
\log N_{k n} \leq \frac{1}{2} C(n) D^{3}(\log B)\left(\log E^{*}\right)\left(\log _{+} A_{k}\right)(\log E)^{-2}
$$

Exercise 9.7. Under the assumptions of Corollary 9.22, assume $\alpha_{1}, \ldots, \alpha_{m}$ are positive real numbers. Check that the conclusion holds with $C_{1}(m)$ replaced by

$$
(1+\log 2) C(m)+\log 2
$$

Hint. Define $B=2 B_{0}$. In case $B \leq D$, use Liouville's inequality. Otherwise, use Theorem 9.1 with

$$
E=e, \quad E^{*}=\max \{e, D\}, \quad \log B \leq(1+\log 2) \log B_{0}
$$

(see the proof of Corollary 9.22 as well as Corollaire 10.4 of [W 1993]).

Exercise 9.8. Assuming $\alpha_{1}, \ldots, \alpha_{m}$ are positive real numbers, show that in the conclusions of Corollaries 9.23, 9.24 and 9.25 , one can replace

$$
\left|b_{1} \lambda_{1}+\cdots+b_{m} \lambda_{m}\right| \quad \text { by } \quad\left|\alpha_{1}^{b_{1}} \cdots \alpha_{m}^{b_{m}}-1\right|
$$

provided that, at the same time, one replaces $C(m)$ in the definition of $X$ by $C(m)+\log 2$.
Exercise 9.9. Let $\alpha$ be a complex algebraic number which is not a root of unity.
a) Show that there exists a constant $c=c(\alpha)>0$ such that, for any integer $q \geq 2$ and any root of unity $\zeta$ of order $q$,

$$
|\alpha-\zeta|>q^{-c}
$$

b) Show that there exists a constant $c^{\prime}=c^{\prime}(\alpha)>0$ such that, for any integer $q \geq 2$,

$$
\left|\alpha^{q}-1\right|>q^{-c^{\prime}}
$$

Remark. Nontrivial (but also noneffective) lower bounds for non-vanishing sums

$$
\left|a_{1} \alpha_{1}^{m_{1}}+\cdots+a_{k} \alpha_{k}^{m_{k}}\right|
$$

can be deduced from Schmidt's subspace Theorem (see [Sc 1991], Chap. V § 1).

## 10. On Baker's Method

In Chap. 4 we deduced Baker's Theorems 1.5 and 1.6 from Schneider-Lang's Criterion. The proof used an extension of Gel'fond's method in several variables. In Chapters 6 and 7, we extended Schneider's method in several variables in order to prove the homogeneous transcendence result (Theorem 1.5) as well as quantitative refinements. The proofs did not involve any derivative at all. In Chap. 9, a single derivative was introduced, so that a second proof of Theorem 1.6 could be achieved, and at the same time measures for nonhomogeneous linear independence of logarithms could be derived. As we saw, it turned out that this approach was useful also for getting sharper estimates for homogeneous measures of linear independence.

Now we consider Baker's original method of proving not only his transcendence results, but also quantitative refinements. This method is now more than 30 years old now, and many improvements have been incorporated in order to refine the initial estimate. These sharpening have not always contributed to simplify the proof, and we plan to explain some of the main features of successive refinements. However our approach does not follow an historical path: for instance we use Laurent's interpolation determinants.

We first explain in § 10.1 the proof of the transcendence result, next (in § 10.2) we give an estimate using interpolation determinants. A brief outline of the more classical proof involving an auxiliary function is given in § 10.3. Finally (§ 10.4) we give further comments on earlier developments of the subject.

### 10.1 Linear Independence of Logarithms of Algebraic Numbers

This section is devoted to a proof of Baker's transcendence results which is close to Baker's original arguments ([B 1975], Chap. 2), apart from the fact that we use an interpolation determinant in place of an auxiliary function.

In § 10.1.1 we give a sketch of proof of Baker's homogeneous Theorem 1.5. Then we shall explain how to deal with the general situation of Theorem 1.6. In §§ 10.1.3 and 10.1 .4 we shall provide the details directly for the general case.

In table 10.1, we provide a summary of the main features of these methods (we refer also to §§ 11.4 and 14.4 .6 where we shall give a detailed comparison between the different methods considered in Chap. 6 and 7, Chap. 9, § 10.1.1 and § 10.1.2).

Given algebraic numbers $\beta_{0}, \ldots, \beta_{m-1}$, and logarithms of algebraic numbers $\lambda_{1}, \ldots, \lambda_{m}$, define

$$
\Lambda=\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m-1} \lambda_{m-1}-\lambda_{m} .
$$

The first and third columns are related with the homogeneous case (Theorem 1.5) where $\beta_{0}=0$, while the second and fourth ones deal with the general case (Theorem 1.6). The symbols $1,2,2,1,2$ refer to the numbering of the different methods in § 11.4 and § 14.4. The first two rows refer to the algebraic group $G=\mathbb{G}_{\mathrm{a}}^{d_{0}} \times \mathbb{G}_{\mathrm{m}}^{d_{1}}$, the third to the dimension $\ell_{0}$ of the space of derivation $\mathcal{W}$ in $T_{e}(G)$, and the fourth row to the number $\ell_{1}$ of $\mathbb{Q}$-linearly independent points $\eta_{1}, \ldots, \eta_{\ell_{1}}$ in $\exp _{G}^{-1}(G(\overline{\mathbb{Q}}))$.

Table 10.1.

|  | Chap. 6 and 7 | Chap. 9 | § 10.1.1 | § 10.1.2 |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 ' | 2 ' | $1$ | 2 |
| $d_{0}$ | $m-1$ | $m$ | 0 | 1 |
| $d_{1}$ | 1 | 1 | $m$ | $m$ |
| $\ell_{0}$ | 0 | 1 | $m-1$ | $m$ |
| $\ell_{1}$ | $m$ | $m$ | 1 | 1 |

In the transcendence method of Chapters 6 and 7, which extends Schneider's solution of Hilbert's seventh problem, the analytic functions are

$$
z_{1}, \ldots, z_{m-1}, e^{z_{m}}
$$

the underlying algebraic group (occurring in the zero estimate) is $\mathbb{G}_{\mathrm{a}}^{m-1} \times \mathbb{G}_{\mathrm{m}}$, there is no derivative, and the main observation is that the hyperplane of equation

$$
\lambda_{1} z_{1}+\cdots+\lambda_{m-1} z_{m-1}=z_{m},
$$

in $\mathbb{C}^{m}$, which contains the $m-1$ points

$$
\eta_{j}=\left(\delta_{j 1}, \ldots, \delta_{j, m-1}, \lambda_{j}\right) \quad(1 \leq j \leq m-1),
$$

also contains

$$
\eta_{m}=\left(\beta_{1}, \ldots, \beta_{m-1}, \lambda_{m}\right)
$$

if and only if $\Lambda=0$.
In Chap. 9, there are $m+1$ functions

$$
z_{0}, \ldots, z_{m-1}, e^{z_{m}}
$$

the algebraic group is $\mathbb{G}_{\mathrm{a}}^{m} \times \mathbb{G}_{\mathrm{m}}$, the space of derivations is the complex line

$$
\mathbb{C}(1,0, \ldots, 0,1)
$$

and the $m$ points are

$$
\begin{gathered}
\eta_{j}=\left(0, \delta_{j 1}, \ldots, \delta_{j, m-1}, \lambda_{j}\right)(1 \leq j \leq m-1), \\
\eta_{m}=\left(\beta_{0}, \beta_{1}, \ldots, \beta_{m-1}, \lambda_{m}\right)
\end{gathered}
$$

while the related hyperplane has equation

$$
z_{0}+\lambda_{1} z_{1}+\cdots+\lambda_{m-1} z_{m-1}=z_{m}
$$

Baker's method, which is the subject of the present chapter, is quite different. For the homogeneous case (§ 10.1.1) we shall work with the exponential functions

$$
e^{z_{1}}, \ldots, e^{z_{m}}
$$

and the algebraic group $\mathbb{G}_{\mathrm{m}}^{m}$, the space $\mathcal{W}$ of derivations is the hyperplane of equation

$$
\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}=z_{m}
$$

and there is a single point, namely $\left(\lambda_{1}, \ldots, \lambda_{m}\right)$.
From § 10.1.2 on, we shall consider the general case using the functions

$$
z_{0}, e^{z_{1}}, \ldots, e^{z_{m}}
$$

the algebraic group $\mathbb{G}_{\mathrm{a}} \times \mathbb{G}_{\mathrm{m}}^{m}$, the hyperplane of equation

$$
\beta_{0} z_{0}+\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}=z_{m}
$$

and the point $\left(1, \lambda_{1}, \ldots, \lambda_{m}\right)$.
The permutation $(1,2,3,4) \mapsto(3,4,1,2)$ on the columns as well as on the rows reveals a symmetry in Table 10.1, which can be written as

| $A$ | $B$ |
| :--- | :--- |
| $B$ | $A$ |

with

$A=$| $m-1$ | $m$ |
| :---: | :---: |
| 1 | 1 |

and

$B=$| 0 | 1 |
| :---: | :---: |
| $m$ | $m$ |.

We shall discuss this duality in § 13.7.
Notice finally that in the simplest case $m=1$, the second and fourth column become identical with $d_{0}=d_{1}=\ell_{0}=\ell_{1}=1$, and they both correspond to HermiteLindemann's Theorem 1.2. In case $m=2$ and $\beta_{0}=0$, the first column is related to Schneider's solution of Hilbert's seventh problem (§ 2.3) and the third column to Gel'fond's solution (§ 2.4).

### 10.1.1 Sketch of Proof of Baker's Theorem 1.5

We start with a sketch of proof of Baker's homogeneous Theorem 1.5.
Assume that $\beta_{1}, \ldots, \beta_{m-1}$ and $\lambda_{1}, \ldots, \lambda_{m}$ are complex numbers which satisfy

$$
\beta_{1} \lambda_{1}+\cdots+\beta_{m-1} \lambda_{m-1}=\lambda_{m} .
$$

Consider the hyperplane $\mathcal{W}$ of equation

$$
\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}=z_{m}
$$

in $\mathbb{C}^{m}$. This hyperplane contains the points $\left(s \lambda_{1}, \ldots, s \lambda_{m}\right)(s \in \mathbb{Z})$. A basis of $\mathcal{W}$ is

$$
\left(\delta_{i 1}, \ldots, \delta_{i, m-1}, \beta_{i}\right) \quad(1 \leq i \leq m-1)
$$

the map

$$
\begin{array}{rlc}
\mathbb{C}^{m-1} & \longrightarrow & \mathfrak{W} \\
\underline{z} & \longmapsto\left(z_{1}, \ldots, z_{m-1}, \beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}\right)
\end{array}
$$

is an isomorphism, and the restrictions to $\mathcal{W}$ of the functions $e^{z_{1}}, \ldots, e^{z_{m}}$ produce $m$ functions of $m-1$ variables:

$$
e^{z_{1}}, \ldots, e^{z_{m-1}}, e^{\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}}
$$

A monomial in these functions (and their inverse) can be written

$$
f_{\underline{t}}=\exp \left\{t_{1} z_{1}+\cdots+t_{m-1} z_{m-1}+t_{m}\left(\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}\right)\right\}
$$

for some $\underline{t}=\left(t_{1}, \ldots, t_{m}\right) \in \mathbb{Z}^{m}$. Notice that for $s \in \mathbb{Z}$ we have

$$
f_{\underline{t}}\left(s \lambda_{1}, \ldots, s \lambda_{m-1}\right)=\alpha_{1}^{t_{1} s} \cdots \alpha_{m}^{t_{m} s}
$$

where $\alpha_{j}=e^{\lambda_{j}}$. Take a derivative of this exponential monomial:

$$
\left(\frac{\partial}{\partial z_{1}}\right)^{\sigma_{1}} \cdots\left(\frac{\partial}{\partial z_{m-1}}\right)^{\sigma_{m-1}} f_{\underline{t}}=\left(t_{1}+t_{m} \beta_{1}\right)^{\sigma_{1}} \cdots\left(t_{m-1}+t_{m} \beta_{m-1}\right)^{\sigma_{m-1}} f_{\underline{t}}
$$

for $\underline{\sigma}=\left(\sigma_{1}, \ldots, \sigma_{m-1}\right) \in \mathbb{N}^{m-1}$. The value of this derivative at the point $\left(s \lambda_{1}, \ldots, s \lambda_{m-1}\right)$ for $s \in \mathbb{Z}$ is:

$$
\gamma_{\underline{t}}^{(\underline{(\underline{s})}}=\left(t_{1}+t_{m} \beta_{1}\right)^{\sigma_{1}} \cdots\left(t_{m-1}+t_{m} \beta_{m-1}\right)^{\sigma_{m-1}} \alpha_{1}^{t_{1} s} \cdots \alpha_{m}^{t_{m} s} .
$$

This number belongs to the field

$$
\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{1}, \ldots, \beta_{m-1}\right) .
$$

More precisely $\gamma_{\underline{t}} \underline{\underline{\sigma}}^{(\underline{\sigma})}$ is the value, at the point $\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{1}, \ldots, \beta_{m-1}\right)$, of a polynomial in the ring

$$
\mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{m}^{ \pm 1}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{m-1}\right]
$$

We put these numbers into a matrix. We first restrict $\underline{t}, \underline{\sigma}, s$ to finite subsets of $\mathbb{Z}^{m-1}$, $\mathbb{N}^{m-1}$ and $\mathbb{Z}$ respectively, say

$$
|\underline{t}| \leq T_{1}, \quad\|\underline{\sigma}\| \leq S_{0}, \quad|s| \leq S_{1},
$$

and we introduce the corresponding matrix (depending on choices for the orderings of the rows and columns)

$$
\boldsymbol{M}=\left(\gamma_{\underline{t}}^{(\underline{\sigma} s)}\right)_{\underset{(\underline{\sigma}, s)}{t}}
$$

Assume now that $1, \beta_{1}, \ldots, \beta_{m-1}$ are $\mathbb{Q}$-linearly independent and $\lambda_{1}, \ldots, \lambda_{m}$ are $\mathbb{Q}$-linearly independent. From the multiplicity estimate (Theorem 8.1) one deduces that $\boldsymbol{M}$ has maximal rank $L$, where $L=\left(2 T_{1}+1\right)^{m-1}$. Let $\Delta$ be the determinant of a regular square $L \times L$ matrix extracted from $\boldsymbol{M}$. This number $\Delta$ is the value, at the point $\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{1}, \ldots, \beta_{m-1}\right)$, of a polynomial $f$ in the ring

$$
\mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{m}^{ \pm 1}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{m-1}\right]
$$

Using Schwarz' Lemma one obtains a sharp upper bound for $|\Delta|$. Liouville's estimate (Lemma 2.1) implies that one at least of the numbers $\alpha_{1}, \ldots, \alpha_{m}, \beta_{1}, \ldots, \beta_{m-1}$ is transcendental. Finally, using Lemma 1.7, one gets the conclusion of Theorem 1.5 (for more information, see Exercise 10.1).

### 10.1.2 Sketch of Proof of Baker's Theorem 1.6

In § 10.1.1, the multiplicity estimate involves the algebraic group $\mathbb{G}_{\mathrm{m}}^{m}$. In order to deal with the coefficient $\beta_{0}$ in the general case, one works with the algebraic group $\mathbb{G}_{\mathrm{a}} \times \mathbb{G}_{\mathrm{m}}^{m}$.

Let $\beta_{0}, \ldots, \beta_{m-1}$ and $\lambda_{1}, \ldots, \lambda_{m}$ be complex numbers which satisfy

$$
\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m-1} \lambda_{m-1}=\lambda_{m} .
$$

The hyperplane $\mathcal{W}$ of equation

$$
\beta_{0} z_{0}+\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}=z_{m}
$$

in $\mathbb{C}^{m+1}$ contains the points $\left(s, s \lambda_{1}, \ldots, s \lambda_{m}\right)(s \in \mathbb{Z})$. A basis of $\mathcal{W}$ is

$$
\left(1,0, \ldots, 0, \beta_{0}\right), \quad\left(0, \delta_{i 1}, \ldots, \delta_{i, m-1}, \beta_{i}\right) \quad(1 \leq i \leq m-1)
$$

The restrictions to $\mathcal{W}$ of the functions $z_{0}, e^{z_{1}}, \ldots, e^{z_{m}}$ produce the $m+1$ functions of $m$ variables

$$
z_{0}, e^{z_{1}}, \ldots, e^{z_{m-1}}, e^{\beta_{0} z_{0}+\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}}
$$

For $\tau \in \mathbb{N}$ and $\underline{t}=\left(t_{1}, \ldots, t_{m}\right) \in \mathbb{Z}^{m}$, define

$$
f_{\tau \underline{t}}=z_{0}^{\tau} \exp \left\{t_{1} z_{1}+\cdots+t_{m-1} z_{m-1}+t_{m}\left(\beta_{0} z_{0}+\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}\right)\right\}
$$

For $s \in \mathbb{Z}$ we have

$$
f_{\tau \underline{t}}\left(s, s \lambda_{1}, \ldots, s \lambda_{m-1}\right)=s^{\tau} \alpha_{1}^{t_{1} s} \cdots \alpha_{m}^{t_{m} s}
$$

Using the relation (which is a simple special case of Lemma 4.9)

$$
\left(\frac{d}{d z}\right)^{\sigma}\left(z^{\tau} e^{t z}\right)=\sum_{\kappa=0}^{\min \{\sigma, \tau\}} \frac{\sigma!\tau!}{\kappa!(\sigma-\kappa)!(\tau-\kappa)!} t^{\sigma-\kappa} z^{\tau-\kappa} e^{t z}
$$

we deduce that for $\underline{\sigma}=\left(\sigma_{0}, \ldots, \sigma_{m-1}\right) \in \mathbb{N}^{m}$ and $s \in \mathbb{Z}$, we have

$$
\begin{aligned}
& \left(\frac{\partial}{\partial z_{0}}\right)^{\sigma_{0}} \cdots\left(\frac{\partial}{\partial z_{m-1}}\right)^{\sigma_{m-1}} f_{\tau \underline{t}}= \\
& \sum_{\kappa=0}^{\min \left\{\sigma_{0}, \tau\right\}} \frac{\sigma_{0}!\tau!}{\kappa!\left(\sigma_{0}-\kappa\right)!(\tau-\kappa)!}\left(t_{m} \beta_{0}\right)^{\sigma_{0}-\kappa}\left(t_{1}+t_{m} \beta_{1}\right)^{\sigma_{1}} \cdots\left(t_{m-1}+t_{m} \beta_{m-1}\right)^{\sigma_{m-1}} f_{\tau-\kappa, \underline{t}}
\end{aligned}
$$

Define

$$
\gamma_{\tau \underline{t}}^{(\underline{\sigma} s)}=\left(\frac{\partial}{\partial z_{0}}\right)^{\sigma_{0}} \cdots\left(\frac{\partial}{\partial z_{m-1}}\right)^{\sigma_{m-1}} f_{\tau \underline{t}}\left(s, s \lambda_{1}, \ldots, s \lambda_{m-1}\right)
$$

This number $\gamma_{\tau \underline{t}}^{(\underline{\sigma} s)}$ is the value, at the point $\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{0}, \ldots, \beta_{m-1}\right)$, of a polynomial in the ring

$$
\mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{m}^{ \pm 1}, \mathrm{Y}_{0}, \ldots, \mathrm{Y}_{m-1}\right]
$$

The rest of the proof is the usual one: we put these numbers into a matrix; assuming $\lambda_{1}, \ldots, \lambda_{m}$ are $\mathbb{Q}$-linearly independent and either $\beta_{0} \neq 0$ or else $1, \beta_{1}, \ldots, \beta_{m-1}$ are $\mathbb{Q}$-linearly independent, we deduce from the multiplicity estimate that this matrix has maximal rank. Schwarz' Lemma provides an upper bound for $|\Delta|$, and Liouville's estimate yields the conclusion.

An interesting point is that this proof yields the general case of Baker's Theorem 1.6; it works for $\beta_{0} \neq 0$, but also for $\beta_{0}=0$. It turns out that for producing measures of linear independence, this method is more efficient than the method of $\S 10.1 .1$. More precisely the method of $\S$ 10.1.1 yields the quantitative estimate which has been proved in Chap. 7, while the method of $\S 10.1 .2$ will enable us to prove Theorem 9.1.

### 10.1.3 A Consequence of the Multiplicity Estimate

We explain here how the multiplicity estimate (Theorem 8.1) will be used in § 10.1.4.
Let $K$ be an algebraically closed field of zero characteristic and let $\beta_{0}, \ldots, \beta_{m-1}$ be elements of $K$. On the ring $K\left[X_{0}, X_{1}^{ \pm 1}, \ldots, X_{m}^{ \pm 1}\right]$ we introduce derivative operators:

$$
\mathscr{D}_{0}=\frac{\partial}{\partial X_{0}}+\beta_{0} X_{m} \frac{\partial}{\partial X_{m}}, \quad \mathscr{D}_{i}=X_{i} \frac{\partial}{\partial X_{i}}+\beta_{i} X_{m} \frac{\partial}{\partial X_{m}} \quad(1 \leq i \leq m-1)
$$

and, for $\underline{\sigma} \in \mathbb{N}^{m}$,

$$
D^{\underline{\sigma}}=\mathscr{D}_{0}^{\sigma_{0}} \cdots \mathcal{D}_{m-1}^{\sigma_{m-1}}
$$

In case $K=\mathbb{C}$, if one substitutes

$$
X_{0}=z_{0}, \quad X_{i}=e^{z_{i}}, \quad(1 \leq i \leq m-1)
$$

and

$$
X_{m}=e^{\beta_{0} z_{0}+\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}}
$$

in the polynomial $\mathscr{D}^{\sigma}\left(X_{0}^{\tau} X_{1}^{t_{1}} \cdots X_{m}^{t_{m}}\right)$, one gets

$$
\left(\frac{\partial}{\partial z_{0}}\right)^{\sigma_{0}} \cdots\left(\frac{\partial}{\partial z_{m-1}}\right)^{\sigma_{m-1}} f_{\tau_{-}}\left(z_{0}, \ldots, z_{m-1}\right)
$$

Proposition 10.2. Let $\alpha_{1}, \ldots, \alpha_{m}$ be nonzero elements of $K$ which generate a multiplicative subgroup of $K^{\times}$of rank $\geq m-1$ and let $\beta_{0}, \ldots, \beta_{m-1}$ be elements of $K$ with $\beta_{0} \neq 0$. Assume also that $1, \beta_{1}, \ldots, \beta_{m-1}$ are linearly independent over $\mathbb{Q}$. Let $T_{0}, T_{1}, S_{0}, S_{1}$ be positive integers satisfying the following conditions:

$$
S_{0} \geq 2(m+1) T_{1}, \quad\left(S_{0}+1\right)\left(2 S_{1}+1\right)>m!(m+1)!\max \left\{\frac{T_{0}}{2}, 2 T_{1}\right\}
$$

and

$$
\left(S_{0}+1\right)^{m}\left(2 S_{1}+1\right)>m!(m+1)!2^{m} T_{0} T_{1}^{m} .
$$

For $\tau \in \mathbb{N}, \underline{t} \in \mathbb{Z}^{m}, \underline{\sigma} \in \mathbb{N}^{m}$ and $s \in \mathbb{Z}$, define $\gamma_{\tau \underline{t}}^{(\sigma s)} \in K$ as the value, at the point

$$
\left(s \beta_{0}, \alpha_{1}^{s}, \ldots, \alpha_{m}^{s}\right) \in K \times\left(K^{\times}\right)^{m}
$$

of the polynomial

$$
\mathscr{D}^{\underline{\sigma}}\left(X_{0}^{\tau} X_{1}^{t_{1}} \cdots X_{m}^{t_{m}}\right) \in K\left[X_{0}, X_{1}^{ \pm 1}, \ldots, X_{m}^{ \pm 1}\right] .
$$

Consider the following matrix:

$$
\boldsymbol{M}=\left(\gamma_{\tau \underline{I}}^{(\sigma s)}\right)_{\substack{(\tau, t) \\(\sigma, s)}}
$$

where the index of rows ( $\tau, \underline{t}$ ) runs over the elements in $\mathbb{N} \times \mathbb{Z}^{m}$ with $0 \leq \tau \leq T_{0}$, $\left|t_{i}\right| \leq T_{1}(1 \leq i \leq m)$, while the index of columns ( $\underline{\sigma}, s$ ) runs over the elements in
$\mathbb{N}^{m-1} \times \mathbb{Z}$ with $\|\underline{\sigma}\| \leq(m+1) S_{0}$ and $|s| \leq(m+1) S_{1}$. Then the matrix $\boldsymbol{M}$ has rank $\left(T_{0}+1\right)\left(2 T_{1}+1\right)^{m}$.

Proof. We apply Theorem 8.1 to the algebraic groups $G=G^{+}=\mathbb{G}_{\mathrm{a}} \times \mathbb{G}_{\mathrm{m}}^{m}, G^{-}=0$, with $d_{0}=1, d_{1}=m$, with the hyperplane $\mathcal{W}$ in $K^{m+1}$ of equation

$$
\beta_{0} z_{0}+\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}=z_{m}
$$

and with the set

$$
\Sigma=\left\{\left(s \beta_{0}, \alpha_{1}^{s}, \ldots, \alpha_{m}^{s}\right) ; s \in \mathbb{Z},|s| \leq S_{1}\right\} \subset G(K)=K \times\left(K^{\times}\right)^{m} .
$$

If the rank of the matrix $\boldsymbol{M}$ is less than $\left(T_{0}+1\right)\left(2 T_{1}+1\right)^{m}$, then there exists a nonzero polynomial $P \in K[G]=K\left[X_{0}, X_{1}^{ \pm 1}, \ldots, X_{m}^{ \pm 1}\right]$ which satisfies the hypotheses of Theorem 8.1 with $D_{0}=T_{0}, D_{i}=T_{1}(1 \leq i \leq m)$. Hence there exists an algebraic subgroup $G^{*}$ of $G$ of dimension $d^{*}<d$ such that

$$
\binom{S_{0}+\ell_{0}^{\prime}}{\ell_{0}^{\prime}} \operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \mathscr{H}\left(G^{*} ; T_{0} ; T_{1}\right) \leq \mathscr{H}\left(G ; T_{0} ; T_{1}\right),
$$

where

$$
\ell_{0}^{\prime}=\operatorname{dim}_{K}\left(\frac{\mathcal{W}+T_{e}\left(G^{*}\right)}{T_{e}\left(G^{*}\right)}\right)
$$

We first check that this inequality is not satisfied with $G^{*}=\{e\}$ : indeed in this case we have

$$
d^{*}=0, \quad \ell_{0}^{\prime}=m, \quad \operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right)=2 S_{1}+1, \quad \mathscr{H}\left(G^{*} ; T_{0} ; T_{1}\right)=1,
$$

so that

$$
\begin{aligned}
\binom{S_{0}+\ell_{0}^{\prime}}{\ell_{0}^{\prime}} \operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \mathscr{H}\left(G^{*} ; T_{0} ; T_{1}\right) & =\binom{S_{0}+m}{m}\left(2 S_{1}+1\right) \\
& \geq \frac{\left(S_{0}+1\right)^{m}}{m!}\left(2 S_{1}+1\right) \\
& >(m+1)!2^{m} T_{0} T_{1}^{m}
\end{aligned}
$$

while, by (5.8),

$$
\mathscr{H}\left(G ; T_{0} ; T_{1}\right)=(m+1)!2^{m} T_{0} T_{1}^{m} .
$$

Therefore $d^{*} \geq 1$.
Let us write $G=G_{0} \times G_{1}, G^{*}=G_{0}^{*} \times G_{1}^{*}$, where $G_{0}=\mathbb{G}_{\mathrm{a}}$ and $G_{1}=\mathbb{G}_{m}^{m}$, while $G_{0}^{*}$ is an algebraic subgroup of $G_{0}$ and $G_{1}^{*}$ an algebraic subgroup of $G_{1}$. Denote by $d^{*}, d_{0}^{*}, d_{1}^{*}$ the dimensions of $G^{*}, G_{0}^{*}$ and $G_{1}^{*}$ respectively, and by $d^{\prime}, d_{0}^{\prime}, d_{1}^{\prime}$ their codimensions:

$$
d^{*}+d^{\prime}=d=m+1, \quad d_{0}^{*}+d_{0}^{\prime}=d_{0}=1, \quad d_{1}^{*}+d_{1}^{\prime}=d_{1}=m .
$$

From the definition of $\ell_{0}^{\prime}$ we derive

$$
\ell_{0}^{\prime}= \begin{cases}d^{\prime}-1 & \text { if } T_{e}\left(G^{*}\right) \subset \mathcal{W}, \\ d^{\prime} & \text { otherwise }\end{cases}
$$

However $1, \beta_{1}, \ldots, \beta_{m-1}$ are linearly independent over $\mathbb{Q}$, which means that the hyperplane of $K^{m}$ of equation

$$
\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}=z_{m}
$$

does not contain any nonzero element of $\mathbb{Q}^{m}$. Since $\beta_{0} \neq 0$ and $T_{e}\left(G^{*}\right) \neq 0$, we deduce $\ell_{0}^{\prime}=d^{\prime}$.

We first consider the case $G_{0}^{*}=\{0\}$. We have $d_{0}^{*}=0, d^{*}=d_{1}^{*}$ and $d^{\prime}=m+1-d^{*}=$ $m+1-d_{1}^{*}$. Further, by Proposition 5.7,

$$
\mathscr{H}\left(G^{*} ; T_{0} ; T_{1}\right) \geq\left(d_{1}^{*}+1\right)!\left(2 T_{1}\right)^{d_{1}^{*}} .
$$

Furthermore, since $\beta_{0} \neq 0$,

$$
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right)=2 S_{1}+1
$$

Therefore the conclusion of the multiplicity estimate implies

$$
\binom{S_{0}+d^{\prime}}{d^{\prime}}\left(2 S_{1}+1\right) \leq \frac{(m+1)!}{\left(m+2-d^{\prime}\right)!} T_{0}\left(2 T_{1}\right)^{d^{\prime}-1} .
$$

Since $d^{\prime} \leq m$ this estimate yields

$$
\left(S_{0}+1\right)^{d^{\prime}}\left(2 S_{1}+1\right) \leq \frac{(m+1)!d^{\prime}!}{\left(m+2-d^{\prime}\right)!} T_{0}\left(2 T_{1}\right)^{d^{\prime}-1} .
$$

However we have $S_{0}+1 \geq 2 T_{1}, d^{\prime} \geq 1$ and

$$
\frac{d^{\prime}!}{\left(m+2-d^{\prime}\right)!} \leq \frac{1}{2} m!,
$$

hence we get a contradiction with the inequality

$$
\left(S_{0}+1\right)\left(2 S_{1}+1\right)>\frac{1}{2} m!(m+1)!T_{0}
$$

So we may assume $d_{0}^{*}=1$, so that $d^{*}=d_{1}^{*}+1$ and $d^{\prime}=m+1-d^{*}=m-d_{1}^{*}$. Further (Proposition 5.7 again)

$$
\mathscr{H}\left(G^{*} ; T_{0} ; T_{1}\right) \geq\left(d_{1}^{*}+1\right)!T_{0}\left(2 T_{1}\right)^{d_{1}^{*}} .
$$

The conclusion of the multiplicity estimate gives now

$$
\binom{S_{0}+d^{\prime}}{d^{\prime}} \operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \leq \frac{(m+1)!}{\left(m+1-d^{\prime}\right)!}\left(2 T_{1}\right)^{d^{\prime}}
$$

from which we deduce

$$
\left(S_{0}+1\right)^{d^{\prime}} \operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \leq \frac{(m+1)!d^{\prime}!}{\left(m+1-d^{\prime}\right)!}\left(2 T_{1}\right)^{d^{\prime}} .
$$

From the estimates

$$
S_{0}+1 \geq 2 T_{1}, \quad d^{\prime} \geq 1, \quad \frac{d^{\prime}!}{\left(m+1-d^{\prime}\right)!} \leq m!
$$

and

$$
\left(S_{0}+1\right)\left(2 S_{1}+1\right)>m!(m+1)!2 T_{1}
$$

we obtain

$$
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right)<2 S_{1}+1,
$$

which means that $\Sigma \cap G^{*} \neq\{e\}$. The assumption on the rank of the subgroup of $K^{*}$ generated by $\alpha_{1}, \ldots, \alpha_{m}$ then implies $d_{1}^{*}=m-1, d^{\prime}=1$ and we get the estimate

$$
S_{0}+1 \leq 2(m+1) T_{1}
$$

which is not compatible with our assumptions.

### 10.1.4 The Transcendence Argument

Here is a extension of Proposition 2.17.
Proposition 10.3. Let $\lambda_{1}, \ldots, \lambda_{m}, \beta_{0}, \ldots, \beta_{m-1}$ be complex numbers satisfying

$$
\lambda_{m}=\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m-1} \lambda_{m-1} .
$$

Define $\alpha_{i}=e^{\lambda_{i}}(1 \leq i \leq m)$. Assume $\alpha_{1}, \ldots, \alpha_{m}$ generate a multiplicative subgroup of $\mathbb{C}^{\times}$of rank $\geq m-1$. Assume also either $\beta_{0} \neq 0$ and $1, \beta_{1}, \ldots, \beta_{m-1}$ linearly independent over $\mathbb{Q}$. Let $E \geq e$ be a real number and $T_{0}, T_{1}, S_{0}, S_{1} L$ be five integers, all greater than one, satisfying

$$
\begin{gathered}
L=\left(T_{0}+1\right)\left(2 T_{1}+1\right)^{m} \\
T_{1} \geq 8 m^{2}, \quad S_{0} \geq 4 m T_{1}, \quad S_{0} S_{1}>2 m^{2 m} \max \left\{T_{0}, T_{1}\right\}
\end{gathered}
$$

and

$$
S_{0}^{m} S_{1}>(2 m)^{2 m} T_{0} T_{1}^{m}
$$

Then there exists a polynomial $f \in \mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{m}^{ \pm 1}, \mathrm{Y}_{0}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{m-1}\right]$ satisfying

$$
\begin{gathered}
\operatorname{deg} f \leq L\left((m+1) S_{0}+T_{0}+m(m+1)\left(T_{1}+1\right) S_{1}\right), \\
\mathrm{L}(f) \leq L!\left(2 T_{1}\right)^{(m+1) L S_{0}}\left((m+1) S_{1}\right)^{L T_{0}}
\end{gathered}
$$

and

$$
\begin{aligned}
& 0<\left|f\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{0}, \ldots, \beta_{m-1}\right)\right| \leq \\
& \quad \exp \left\{-\frac{1}{3} L^{1+(1 / m)} \log E+L\left(c_{0} S_{0} \log \left(E T_{0} T_{1}\right)+T_{0} \log \left(c_{0} E S_{1}\right)+c_{0} T_{1} S_{1} E\right)\right\}
\end{aligned}
$$

with

$$
c_{0}=\max \left\{e(m+1) \max _{0 \leq i \leq m-1}\left(1+\left|\beta_{i}\right|\right)^{m+1}, 1+(m+1)\left(\left|\lambda_{1}\right|+\cdots+\left|\lambda_{m}\right|\right)\right\} .
$$

Proof of Proposition 10.3. For $\tau \in \mathbb{N}, \underline{t} \in \mathbb{Z}^{m}, \underline{\sigma} \in \mathbb{N}^{m}$ and $s \in \mathbb{Z}$, define the polynomial $P_{\tau-}^{(\sigma \underline{t})}$ in the ring $\mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{m}^{ \pm 1}, \mathrm{Y}_{0}, \ldots, \mathrm{Y}_{m-1}\right]$ by

$$
\begin{aligned}
& P_{\tau \underline{t}}^{(\sigma s)}=\sum_{\kappa=0}^{\min \left\{\sigma_{0}, \tau\right\}} \frac{\sigma_{0}!\tau!}{\kappa!\left(\sigma_{0}-\kappa\right)!(\tau-\kappa)!}\left(t_{m} Y_{0}\right)^{\sigma_{0}-\kappa} s^{\tau-\kappa} \\
& \quad\left(t_{1}+t_{m} \mathrm{Y}_{1}\right)^{\sigma_{1}} \cdots\left(t_{m-1}+t_{m} \mathrm{Y}_{m-1}\right)^{\sigma_{m-1}} \mathrm{X}_{1}^{t_{1} s} \cdots \mathrm{X}_{m}^{t_{m} s},
\end{aligned}
$$

so that the number $\gamma_{\tau \underline{I}}^{(\sigma s)}$, which have been introduced in $\S 10.1 .2$, satisfies

$$
\gamma_{\tau \underline{t}}^{(\underline{\sigma} s)}=P_{\tau \underline{t}}^{(\underline{\sigma} s)}\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{0}, \ldots, \beta_{m-1}\right) .
$$

By Lemma 4.9, for

$$
0 \leq \tau \leq T_{0}, \quad|\underline{t}| \leq T_{1}, \quad\|\underline{\sigma}\| \leq(m+1) S_{0} \quad \text { and } \quad|s| \leq(m+1) S_{1}
$$

this polynomial $P_{\tau \underline{t}}^{(\sigma s)}$ has degree at most $(m+1)\left|t_{i}\right| S_{1}$ in each of the two variables $\mathrm{X}_{i}^{ \pm 1} \quad(1 \leq i \leq m)$ and degree at most $T_{0}$ in $\mathrm{Y}_{0}$, total degree at most $(m+1) S_{0}$ in $\mathrm{Y}_{1}, \ldots, \mathrm{Y}_{m-1}$ and length

$$
\mathrm{L}\left(P_{\tau \underline{I}}^{(\underline{\sigma} s)}\right) \leq\left(T_{1}+T_{0}\right)^{(m+1) S_{0}}\left((m+1) S_{1}\right)^{T_{0}} .
$$

Consider the matrix

$$
\boldsymbol{M}=\left(\gamma_{\tau \underline{T}}^{(\underline{t} s)}\right)_{\substack{(\tau, t) \\(\underline{\sigma}, s)}} .
$$

We deduce from Proposition 10.2 that $\boldsymbol{M}$ has maximal rank $L$. Let $\Delta$ be the determinant of a regular square $L \times L$ matrix extracted from $\boldsymbol{M}$, say

$$
\Delta=\operatorname{det}\left(\gamma_{\tau \underline{I}}^{\left(\sigma_{\mu} s_{\mu}\right)}\right)_{\substack{(\tau, t) \\ 1 \leq \mu \leq L}}
$$

This number $\Delta$ is the value, at the point $\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{0}, \ldots, \beta_{m-1}\right)$, of the polynomial

$$
\left.f=\operatorname{det}\left(P_{\tau \underline{t}}^{\left(\underline{\sigma}_{\mu} s_{\mu}\right)}\right)\right)_{\substack{(\tau, t) \\ 1 \leq \mu \leq L}}
$$

in the ring $\mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{m}^{ \pm 1}, \mathrm{Y}_{0}, \ldots, \mathrm{Y}_{m-1}\right]$. The degree of $f$ is at most

$$
\begin{aligned}
(m+1) S_{1}(2 T+1)^{m-1} \sum_{t_{i}=-T}^{T}\left|t_{i}\right| & \leq(m+1) S_{1} T(T+1)(2 T+1)^{m-1} \\
& \leq \frac{1}{2}(m+1) L(T+1) S_{1}
\end{aligned}
$$

in each of the $2 m$ variables $\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{m}^{ \pm 1}$, at most $L T_{0}$ in $\mathrm{Y}_{0}$ and the total degree is at most $(m+1) L S_{0}$ in $\mathrm{Y}_{1}, \ldots, \mathrm{Y}_{m-1}$. Hence the total degree of $f$ is at most $L\left(T_{0}+(m+1) S_{0}+m(m+1)\left(T_{1}+1\right) S_{1}\right)$. Moreover the length of $f$ is bounded by

$$
L!\left(T_{1}+T_{0}\right)^{(m+1) L S_{0}}\left((m+1) S_{1}\right)^{L T_{0}} .
$$

We bound $|\Delta|$ from above. For each $\mu=1, \ldots, L$, define

$$
\mathscr{D}^{(\mu)}=\left(\frac{\partial}{\partial z_{0}}\right)^{\sigma_{\mu 0}} \cdots\left(\frac{\partial}{\partial z_{m-1}}\right)^{\sigma_{\mu, m-1}}
$$

and

$$
\underline{\zeta}_{\mu}=s_{\mu}\left(\beta_{0}, \lambda_{1}, \ldots, \lambda_{m-1}\right),
$$

so that

$$
\gamma_{\tau \underline{t}}^{\left(\underline{\sigma}_{\mu} s_{\mu}\right)}=\mathscr{D}^{(\mu)} f_{\tau, \underline{t}}\left(\underline{\zeta}_{\mu}\right) .
$$

Lemma 9.2 shows that the entire function of one variable $z$ :

$$
\Psi(z)=\operatorname{det}\left(\mathscr{D}^{(\mu)} f_{\tau \underline{t}}\left(z \underline{\zeta}_{\mu}\right)\right)_{\substack{(\tau, t) \\ 1 \leq \mu \leq L}}
$$

has a zero at the origin of multiplicity at least $\Theta_{m}(L)-(m+1) L S_{0}$. From Schwarz's Lemma (see the proof of Lemma 6.1) we deduce

$$
|\Delta|=|\Psi(1)| \leq E^{-\Theta_{m}(L)} E^{(m+1) L S_{0}} L!\prod_{\lambda=1}^{L} \sup _{|z|=E}\left|\mathscr{D}^{(\mu)} f_{\tau \underline{t}}\left(z \underline{\zeta}_{\mu}\right)\right| .
$$

From the explicit formula

$$
\begin{aligned}
\mathscr{D}^{(\mu)} f_{\tau \underline{t}}\left(z \underline{\zeta}_{\mu}\right)= & \sum_{\kappa=0}^{\min \left\{\sigma_{\mu 0}, \tau\right\}} \frac{\sigma_{\mu 0}!\tau!}{\kappa!\left(\sigma_{\mu 0}-\kappa\right)!(\tau-\kappa)!}\left(t_{m} \beta_{0}\right)^{\sigma_{\mu 0}-\kappa} z_{0}^{\tau-\kappa} . \\
& \left(t_{1}+t_{m} \beta_{1}\right)^{\sigma_{\mu 1}} \cdots\left(t_{m-1}+t_{m} \beta_{m-1}\right)^{\sigma_{\mu, m-1}} e^{\left(t_{1} \lambda_{1}+\cdots+t_{m} \lambda_{m}\right) s_{\mu} z}
\end{aligned}
$$

we deduce the estimate

$$
\sup _{|z|=E}\left|\mathscr{D}^{(\mu)} f_{\tau \underline{t}}\left(z \underline{\zeta}_{\mu}\right)\right| \leq\left(T_{1}+T_{0}\right)^{(m+1) S_{0}}\left((m+1) S_{1}\right)^{T_{0}} c_{1}^{(m+1) S_{0}+T_{0}} E^{T_{0}} e^{c_{2} T_{1} S_{1} E} .
$$

with

$$
c_{1}=1+\max _{0 \leq i \leq m-1}\left|\beta_{i}\right| \quad \text { and } \quad c_{2}=(m+1)\left(\left|\lambda_{1}\right|+\cdots+\left|\lambda_{m}\right|\right) .
$$

Therefore

$$
\begin{aligned}
\log |\Delta| \leq-\Theta_{m}(L) \log E+L\{\log L & +(m+1) S_{0} \log \left(E\left(T_{0}+T_{1}\right)\right) \\
& \left.+T_{0} \log \left((m+1) E S_{1}\right)+c_{3}\left(T_{0}+S_{0}\right)+c_{2} T_{1} S_{1} E\right\}
\end{aligned}
$$

with $c_{3}=(m+1) \log c_{1}$. From the assumption $T_{1} \geq 8 m^{2}$ we deduce $L \geq(4 m)^{2 m}$ hence from Lemma 6.5 we derive

$$
\Theta_{m}(L) \geq \frac{1}{3} L^{1+(1 / m)} .
$$

We use also the trivial bounds

$$
\log L \leq T_{0}+S_{0}+T_{1} S_{1} E \quad \text { and } \quad e(m+1) c_{1}^{m+1} \geq 2+m+c_{1}^{m+1} .
$$

The conclusion of Proposition 10.3 follows with

$$
c_{0}=\max \left\{e(m+1) c_{1}^{m+1}, 1+c_{2}\right\} .
$$

### 10.1.5 Proof of Baker's Theorem 1.6

We are now ready to complete the proof of Baker's Theorem.
Proof of Theorem 1.6. Let $S_{1}$ be a fixed sufficiently large integer and $T_{0}$ an integer which tends to infinity. Define

$$
T_{1}=T_{0}, \quad S_{0}=\left[\frac{1}{S_{1}} T_{0}^{1+(1 / m)}\right], \quad E=T_{0}^{1 /(2 m)} .
$$

Using Lemma 2.1, we deduce that under the assumptions of Proposition 10.3, one at least of the numbers $\beta_{0}, \ldots, \beta_{m-1}, \alpha_{1}, \ldots, \alpha_{m}$ is transcendental. This completes the proof of Theorem 1.6.

### 10.2 Baker's Method with Interpolation Determinants

Our goal is to give a new proof of Theorem 9.1, combining Baker's method with Laurent's interpolation determinants. In the next section (§ 10.3), we shall describe very briefly the classical approach which involves an auxiliary function and an extrapolation argument.

The method involving an interpolation determinant we are going to use is simpler than the classical one involving an auxiliary function. As we shall see in § 10.3, the only disadvantage would be for an explicit computation of $C(m)$, but we shall not address this issue here.

One could introduce further simplifications in our method of proof, which then would lead a slightly weaker result.

- Firstly, we could avoid Fel'dman's polynomials, but then we should assume $E^{*} \geq \log B$. Because of the term $\log E^{*}$, the final estimate would involve $(\log B)(\log \log B)$ in place of $\log B$.
- Secondly, we could work with a torus $\mathbb{G}_{\mathrm{m}}^{m}$ in place of $\mathbb{G}_{\mathrm{a}} \times \mathbb{G}_{\mathrm{m}}^{m}$. In this case the stronger condition $E^{*} \geq B$ would be required, and in place of $\log B$ one would have a factor $(\log B)^{2}$ in the final measure.

From this point of view, the situation is therefore quite similar with what we observed in Chapters 7 and 9: we shall come back to this point in § 14.4.

### 10.2.1 Sketch of Proof of Theorem 9.1

Consider a nonzero number

$$
\Lambda=\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m}
$$

where $\beta_{0}, \ldots, \beta_{m}$ are algebraic numbers and $\lambda_{1}, \ldots, \lambda_{m}$ are in $\mathcal{L}$. Assume $\beta_{m}=$ -1 , so that $\Lambda$ is the value at the point $\eta=\left(1, \lambda_{1}, \ldots, \lambda_{m}\right)$ of the linear form $\beta_{0} z_{0}+\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}-z_{m}$. In the rational homogeneous case we have $\beta_{0}=0$ and $\beta_{i}=-b_{i} / b_{m}(1 \leq i \leq m)$.

For $i=1, \ldots, m$ define $\alpha_{i}=e^{\lambda_{i}}$. Let $K$ be the number field generated by $\beta_{0}, \ldots, \beta_{m-1}, \alpha_{1}, \ldots, \alpha_{m}$ and let $G$ be the algebraic group $\mathbb{G}_{\mathrm{a}} \times \mathbb{G}_{\mathrm{m}}^{m}$ over $K$. The point $\left(1, \alpha_{1}, \ldots, \alpha_{m}\right)$ lies in $G(K)$. The exponential map of $G(\mathbb{C})$ involves the functions

$$
z_{0}, e^{z_{1}}, \ldots, e^{z_{m}}
$$

In the tangent space $T_{e}(G)=\mathbb{C}^{m+1}$ of $G$, the hyperplane $\mathcal{W}$ of equation

$$
z_{m}=\beta_{0} z_{0}+\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}
$$

is rational over $K$. A basis of the hyperplane $\mathcal{W}$ is given by the $m$ column vectors $\underline{w}_{k}(0 \leq k \leq m-1)$ of the matrix

$$
\left(\begin{array}{ccc} 
& \mathrm{I}_{m} & \\
\beta_{0} & \cdots & \beta_{m-1}
\end{array}\right)
$$

The restriction to $\mathcal{W}$ of the exponential map of $G$ leads us to consider the $m+1$ functions of $m$ variables

$$
z_{0}, e^{z_{1}}, \ldots, e^{z_{m-1}}, e^{\beta_{0} z_{0}+\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}}
$$

They satisfy differential equations with coefficients in $K$. We introduce monomials in these functions, we take their derivatives, and we consider the values of these derivatives at the points $s \underline{\eta}, s \in \mathbb{Z}$. We put these numbers into a matrix $\boldsymbol{M}$ and we investigate the rank of $\boldsymbol{M}$.

We shall choose later suitable parameters $T_{0}, T_{1}, \ldots, T_{m}, S_{0}, S_{1}$ (positive integers) which will enable us to perform the construction of $\boldsymbol{M}$ as follows. Define $L=\left(T_{0}+1\right)\left(2 T_{1}+1\right) \cdots\left(2 T_{m}+1\right)$ (this will be the number of rows of $\left.\boldsymbol{M}\right)$. Denote by $\delta(X ; \tau)\left(0 \leq \tau \leq T_{0}\right)$ any basis of the space of polynomials in $\mathbb{Q}[X]$ of degree $\leq T_{0}$. For $(\tau, \underline{t}) \in \mathbb{N} \times \mathbb{Z}^{m}$ satisfying $0 \leq \tau \leq T_{0}$ and $\left|t_{i}\right| \leq T_{i}(1 \leq i \leq m)$, define

$$
F_{\tau \underline{t}}\left(z_{0}, \ldots, z_{m}\right)=\delta\left(z_{0} ; \tau\right) e^{t_{1} z_{1}+\cdots+t_{m} z_{m}}
$$

and

$$
\begin{aligned}
f_{\tau \underline{t}}\left(z_{0}, \ldots, z_{m-1}\right) & =F_{\tau \underline{t}}\left(z_{0}, \ldots, z_{m-1}, \beta_{0} z_{0}+\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}\right) \\
& =\delta\left(z_{0} ; \tau\right) e^{t_{m} \beta_{0} z_{0}+\left(t_{1}+t_{m} \beta_{1}\right) z_{1}+\cdots+\left(t_{m-1}+t_{m} \beta_{m-1}\right) z_{m-1}}
\end{aligned}
$$

On the space $\mathbb{C}\left[X, Y_{1}^{ \pm 1}, \ldots, Y_{m}^{ \pm 1}\right]$, the derivative operators

$$
\mathcal{D}_{0}=\frac{\partial}{\partial X}+\beta_{0} Y_{m} \frac{\partial}{\partial Y_{m}}, \quad \mathscr{D}_{i}=Y_{i} \frac{\partial}{\partial Y_{i}}+\beta_{i} Y_{m} \frac{\partial}{\partial Y_{m}} \quad(1 \leq i \leq m-1)
$$

act as follows. Define, for $\underline{\sigma} \in \mathbb{N}^{m}$,

$$
\mathscr{D}^{\underline{\sigma}}=\mathscr{D}_{0}^{\sigma_{0}} \cdots \mathscr{D}_{m-1}^{\sigma_{m-1}}
$$

and for $\kappa \in \mathbb{N}$,

$$
\delta(X ; \tau, \kappa)=\left(\frac{d}{d X}\right)^{\kappa} \delta(X ; \tau)
$$

Then

$$
\mathscr{D}^{\underline{\sigma}}(\delta(X ; \tau) \underline{Y} \underline{t})=\sum_{\kappa=0}^{\sigma_{0}}\binom{\sigma_{0}}{\kappa}\left(t_{m} \beta_{0}\right)^{\sigma_{0}-\kappa}\left(\prod_{i=1}^{m-1}\left(t_{i}+t_{m} \beta_{i}\right)^{\sigma_{i}}\right) \delta(X ; \tau, \kappa) \underline{Y^{t}} .
$$

For $s \in \mathbb{Z}$ define

$$
\gamma_{\tau \underline{t}}^{\left(\frac{\sigma s)}{s}\right.}=D^{\underline{\sigma}}\left(\delta(X ; \tau) \underline{Y^{t}}\right)\left(s, \alpha_{1}^{s}, \ldots, \alpha_{m}^{s}\right)
$$

If we replace $X$ by $z_{0}$ and $Y_{i}$ by $e^{z_{i}}$ for $1 \leq i \leq m$, setting

$$
\mathscr{D}_{\underline{w}_{i}}=\frac{\partial}{\partial z_{i}}+\beta_{i} \frac{\partial}{\partial z_{m}} \quad(0 \leq i \leq m-1)
$$

and $\mathscr{D} \frac{\sigma}{w}$ in place of $\mathscr{D}_{\underline{w}_{0}}^{\sigma_{0}} \cdots \mathscr{D}_{\underline{w}_{m-1}}^{\sigma_{m-1}}$, we obtain

$$
\begin{aligned}
\gamma_{\tau \underline{t}}^{(\underline{\sigma} s)} & =D^{\frac{\sigma}{w}} F_{\tau \underline{t}}(s \underline{\eta}) \\
& =\sum_{\kappa=0}^{\sigma_{0}}\binom{\sigma_{0}}{\kappa} \delta(s ; \tau, \kappa)\left(t_{m} \beta_{0}\right)^{\sigma_{0}-\kappa}\left(\prod_{i=1}^{m-1}\left(t_{i}+t_{m} \beta_{i}\right)^{\sigma_{i}}\right)\left(\alpha_{1}^{t_{1}} \cdots \alpha_{m}^{t_{m}}\right)^{s}
\end{aligned}
$$

For each $\tau \in \mathbb{N}, \underline{t} \in \mathbb{Z}^{m}, \underline{\sigma} \in \mathbb{N}^{m}, s \in \mathbb{Z}$, this number $\gamma_{\tau t}^{(\underline{\sigma} s)}$ is in $K$. The connection with the function $f_{\tau \underline{t}}$ (which depends only on $m$ variables) is the following: if we introduce the projection $\underline{\eta}^{\prime}=\left(1, \lambda_{1}, \ldots, \lambda_{m-1}\right) \in \mathbb{C}^{m}$ of $\underline{\eta}$ on the space $\mathbb{C}^{m} \times\{0\}$, then

$$
\left(\frac{\partial}{\partial z_{0}}\right)^{\sigma_{0}} \cdots\left(\frac{\partial}{\partial z_{m-1}}\right)^{\sigma_{m-1}} f_{\tau \underline{t}}\left(s \underline{\eta}^{\prime}\right)=\gamma_{\tau \underline{t}}^{(\underline{\sigma} s)} e^{t_{m} s \Lambda}
$$

When $|\Lambda|$ is small then $e^{t_{m} s \Lambda}$ is close to 1 .
We introduce a further parameter $T_{0}^{\sharp}$ (again a positive integer), and we select for $\delta(z ; \tau)$ the polynomials $\delta_{T_{0}^{\sharp}}(z ; \tau)$ which have been introduced in $\S$ 9.2.1. We also recall the notation (§ 9.2.1):

$$
\delta_{T_{0}^{\sharp}}(z ; \tau, \kappa)=\left(\frac{d}{d z}\right)^{\kappa} \delta_{T_{0}^{\sharp}}(z ; \tau) .
$$

In the general case, define

$$
\widetilde{\gamma}_{\tau \underline{t}}^{(\underline{\sigma} s)}=\sum_{\kappa=0}^{\sigma_{0}}\binom{\sigma_{0}}{\kappa} \delta_{T_{0}^{\sharp}}(s ; \tau, \kappa)\left(t_{m} \beta_{0}\right)^{\sigma_{0}-\kappa}\left(\prod_{i=1}^{m-1}\left(t_{i}+t_{m} \beta_{i}\right)^{\sigma_{i}}\right) \alpha_{1}^{t_{1} s} \cdots \alpha_{m}^{t_{m} s} .
$$

In the homogeneous rational case, define,

$$
\widetilde{\gamma}_{\tau \underline{t}}^{(\underline{\sigma} s)}=\frac{1}{\sigma_{0}!} \delta_{T_{0}^{\sharp}}\left(s ; \tau, \sigma_{0}\right)\left(\prod_{i=1}^{m-1} \triangle\left(t_{i} b_{m}-t_{m} b_{i} ; \sigma_{i}\right)\right) \alpha_{1}^{t_{1} s} \cdots \alpha_{m}^{t_{m} s}
$$

Our fundamental matrix $\boldsymbol{M}$ will be

$$
\boldsymbol{M}=\left(\widetilde{\gamma}_{\tau \underline{t}}^{(\sigma s)}\right)_{\substack{(\tau, t) \\(\underline{\sigma}, s)}}
$$

where $\tau \in \mathbb{N}$ and $\underline{t} \in \mathbb{Z}^{m}$ satisfy $0 \leq \tau \leq T_{0}$ and $\left|t_{i}\right| \leq T_{i}(1 \leq i \leq m)$, while $\underline{\sigma} \in \mathbb{N}^{m}$ and $s \in \mathbb{Z}$ range over the sets of elements such that $\|\underline{\sigma}\| \leq(m+1) S_{0}$ and $|s| \leq(m+1) S_{1}$ respectively.

This matrix $\boldsymbol{M}$ has $L$ rows and $\binom{(m+1) S_{0}+m}{m}\left(2(m+1) S_{1}+1\right)$ columns. Assume that the number of columns is (slightly) larger than the number of rows. Our first goal is then to prove that $\boldsymbol{M}$ has rank $<L$.

For this purpose, consider a $L \times L$ submatrix of $\boldsymbol{M}$ and denote by $\Delta$ its determinant. Using Schwarz' Lemma we shall get an upper bound for $|\Delta|$. Assuming $|\Lambda|$ is sufficiently small, this upper bound will be sharp.

To make things simple, assume the conclusion of Theorem 9.1 does not hold, which means that $|\Lambda|$ is very small. Let us write the upper bound for $|\Delta|$ we derive as:

$$
|\Delta| \leq e^{-L V} .
$$

Our main conditions on $V$ occurs in Proposition 10.5 (with $n=m$ so far) and the optimal choice will be to take $V$ close to $(L \log E) / S_{0}^{m-1}$, which will be close to $S_{0} S_{1} \log E$. Next, we use Liouville's inequality and deduce $\Delta=0$. This implies that $\boldsymbol{M}$ has rank $<L$.

Now we invoke the multiplicity estimate: Theorem 8.1 produces a connected algebraic subgroup $G^{*}$ of $G$ of positive codimension (which means $G^{*} \neq G$ ) such that

$$
\begin{equation*}
\binom{S_{0}+n^{\prime}}{n^{\prime}} \operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \mathscr{H}\left(G^{*} ; \underline{T}\right) \leq \mathscr{H}(G ; \underline{T}), \tag{10.4}
\end{equation*}
$$

where

$$
\begin{gathered}
\Sigma=\left\{\left(s, \alpha_{1}^{s}, \ldots, \alpha_{m}^{s}\right) ; s \in \mathbb{Z},|s| \leq S_{1}\right\} \subset G(K)=K \times\left(K^{\times}\right)^{m}, \\
\underline{T}=\left(T_{0} ; T_{1}, \ldots, T_{m}\right) \quad \text { and } \quad n^{\prime}=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathcal{W}+T_{e}\left(G^{*}\right)}{T_{e}\left(G^{*}\right)}\right) .
\end{gathered}
$$

It will turn out (see Lemma 10.8) that it suffices to consider the subgroups $G^{*}$ which satisfy not only this condition (10.4), but also two more properties:

- $\quad T_{e}\left(G^{*}\right)$ is contained in the hyperplane $\mathcal{W}$.
- $\quad \Sigma[2] \cap G^{*}(K)=\{e\}$.

We shall call such a $G^{*}$ an obstruction subgroup. Since $T_{e}\left(G^{*}\right) \subset \mathcal{W}$, the codimension of $G^{*}$ in $G$ is $n^{\prime}+1$. Applying Lemma 7.8, one deduces from $\Sigma[2] \cap G^{*}(K)=\{e\}$ the relation

$$
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right)=2 S_{1}+1
$$

In the proofs of the qualitative result (Proposition 10.3), the mere existence of $G^{*}$ was sufficient to get the conclusion. Here, we need to work more.

The optimal situation, from the point of view of the multiplicity estimate, is when the algebraic subgroup $G^{*}$ produced by conclusion of Theorem 8.1 is the trivial subgroup $\{e\}$ of dimension 0 . When this is the case, the proof can be greatly simplified.

This simplification takes place for instance when there is no small linear dependence relation between the coefficients $\beta_{j}$. Indeed, the tangent space of an obstruction subgroup $G^{*}=G_{0}^{*} \times G_{1}^{*}$ is contained in $\mathcal{W}$ (by definition), and $T_{e}\left(G_{1}^{*}\right)$ is a vector subspace of $\mathbb{C}^{m}$ rational over $\mathbb{Q}$. Any element $\underline{k} \in \mathbb{Q}^{m} \cap T_{e}\left(G_{1}^{*}\right)$ gives rise to a linear dependence relation

$$
k_{1} \beta_{1}+\cdots+k_{m-1} \beta_{m-1}=k_{m} .
$$

We don't want to loose any generality and we must take into account the possibility that such relations take place. We start the proof by looking at a maximal $G^{*}$ which might occur in the conclusion of the multiplicity estimate. We use this $G^{*}$ to construct our auxiliary function, so that the multiplicity estimate at the end of the proof will provide an algebraic subgroup which is already under control.

Among the obstruction subgroups $G^{*}$, we select a maximal one, say $G^{-}=$ $G_{0}^{-} \times G_{1}^{-}$. Here $G_{0}^{-}$is an algebraic subgroup of $G_{0}=\mathbb{G}_{\mathrm{a}}$, hence $G_{0}^{-}$is either $\{0\}$ or else $\mathbb{G}_{\mathrm{a}}$, while $G_{1}^{-}$is a connected algebraic subgroup of $G_{1}=\mathbb{G}_{\mathrm{m}}^{m}$.

The idea (arising in [PW 1988a]) is to replace $G$ by its quotient $G / G^{-}$. A monomial $X^{\tau} \underline{Y^{\underline{t}} \in \mathbb{C}}\left[X, Y_{1}^{ \pm 1}, \ldots, Y_{m}^{ \pm 1}\right]$ is constant on the classes modulo $G^{-}$if and only if ( $\tau, \underline{t}$ ) satisfies

- If $G_{0}^{-}=\mathbb{G}_{\mathrm{a}}$ then $\tau=0$.
- For any $\underline{y} \in G_{1}^{-}, y_{1}^{t_{1}} \cdots y_{m}^{t_{m}}=1$.

Hence we shall restrict the exponents $(\tau, \underline{t})$ to a subset $\mathcal{T}$ of tuples in $\mathbb{N} \times \mathbb{Z}^{m}$ with $0 \leq \tau \leq T_{0},\left|t_{i}\right| \leq T_{i}$, for which these conditions are satisfied. As we shall see (Lemma 10.10), the number $L^{\prime}$ of such tuples ( $\tau, \underline{t}$ ) is essentially

$$
\frac{\mathscr{H}(G ; \underline{T})}{\mathscr{H}\left(G^{-} ; \underline{T}\right)} .
$$

We repeat the above construction with the algebraic group $G$ of dimension $m+1$ replaced by $G / G^{-}$of dimension say $n+1$. More precisely we replace $\boldsymbol{M}$ by a
submatrix $\boldsymbol{M}^{\prime}$ where, in the definition, we restrict the set of $(\tau, \underline{t})$ to $\mathcal{T}$. The new determinant $\Delta^{\prime}$ has an absolute value bounded from above by $e^{-L^{\prime} V^{\prime}}$, where $V^{\prime}$ is essentially $\left(L^{\prime} \log E\right) / S_{0}^{n-1}$, hence $V^{\prime}$ is not much smaller than $S_{0} S_{1} \log E$. Therefore the previous arithmetic estimates will be sufficient to deduce $\Delta^{\prime}=0$ and to conclude that $\boldsymbol{M}^{\prime}$ has rank $<L^{\prime}$. We are back to the multiplicity estimate, but now we have the extra information that the new obstruction subgroup $G^{*}$ contains $G^{-}$. Since $G^{-}$ was maximal among the obstruction subgroups, we deduce that $G^{*}$ is $G^{-}$itself. We need of course to eliminate also $G^{-}$in order to get a contradiction. So we introduce a further modification in our construction: we replace, if necessary, $\mathcal{T}$ by a smaller subset $\mathcal{T}^{\prime}$ so that $L^{\prime}$ is replaced by a number which is not too large compared to $S_{0}^{n} S_{1} \log E$. This will enable us to exclude $G^{-}$as well.

### 10.2.2 Analytic Upper Bound for the Interpolation Determinant

We are looking for an upper bound for the absolute value of an interpolation determinant. Lemma 9.2 is sufficient not only for the proof of the transcendence result (§ 10.1), but also to achieve a nontrivial explicit estimate. However the measure of linear independence we would obtain this way would not be extremely good (it is comparable with the rough estimate of Chap. 7 in [W 1992] - see § 14.4.1). It will be more efficient to produce a new upper bound for the absolute value of the interpolation determinant, taking into account the fact that the points $s \eta$ lie on a complex line, even if the derivatives involve several variables. This is the analog, for interpolation determinants, to the fact that Baker's original method (see § 10.3) can be explained without mentioning functions of several variables (see [W 1974], Chap. 8).

Another refinement is included in our analytic estimate: we introduce a subspace $U$ of the ambient space $\mathbb{C}^{d}$ (here $d=m+1$ ) for which our functions satisfy $\varphi(\underline{z}+\underline{u})=\varphi(\underline{z})$ for any $\underline{u} \in \mathcal{U}$. This means that the functions $\varphi$ are in fact defined on $\mathbb{C}^{d} / U$, and indeed this is what shall be used in the proof. But introducing $U$ will be more convenient for our application, where $U$ will be $T_{e}\left(G^{-}\right)$.

Our aim is to prove only the analytic result needed for this chapter, we are not looking for the most general statement (see Proposition 13.2): the next analytic estimate will not include Proposition 9.13, let alone Proposition 7.6.

Let $m$ and $n$ be rational integers with $0 \leq n \leq m$ and $m \geq 1$. Let $\mathcal{X}, \mathcal{U}, \mathcal{W}$ be vector subspaces of $\mathbb{C}^{m+1}$ with

$$
\begin{aligned}
& u \subset \mathcal{W}, \quad x \subset \mathcal{W}, \\
& \operatorname{dim}_{\mathbb{C}}(\mathcal{X})=1, \quad \operatorname{dim}_{\mathbb{C}}(\mathcal{U})=m-n \quad \text { and } \quad \operatorname{dim}_{\mathbb{C}}(\mathcal{W})=m .
\end{aligned}
$$

Assume the hyperplane $\mathcal{W}$ has an equation

$$
\beta_{0} z_{0}+\cdots+\beta_{m-1} z_{m-1}=z_{m} .
$$

Let $L$ be a positive integer and $\varphi_{1}, \ldots, \varphi_{L}$ be entire functions in $\mathbb{C}^{m+1}$ satisfying

$$
\varphi_{\lambda}(\underline{z}+\underline{u})=\varphi_{\lambda}(\underline{z})
$$

for any $\underline{u} \in U$, any $\underline{z} \in \mathbb{C}^{m+1}$ and any $\lambda=1, \ldots, L$.
Let $\underline{\zeta}_{1}, \ldots, \underline{\zeta}_{L}$ be elements of $\mathcal{X}$ and $S_{0}$ a positive integer. Further, for $1 \leq \lambda \leq L$ and $1 \leq \mu \leq L$, let $\delta_{\lambda \mu}$ be a complex number. Recall that for $\underline{\sigma} \in \mathbb{N}^{m}, D^{\frac{\sigma}{w}}$ has been defined in $\S$ 10.2.1:

$$
D^{\frac{\sigma}{w}}=\left(\frac{\partial}{\partial z_{0}}+\beta_{0} \frac{\partial}{\partial z_{m}}\right)^{\sigma_{0}} \cdots\left(\frac{\partial}{\partial z_{m-1}}+\beta_{m-1} \frac{\partial}{\partial z_{m}}\right)^{\sigma_{m-1}}
$$

Dealing with the general case of Theorem 9.1, we shall consider numbers $\mathscr{D}_{w}^{\frac{\sigma}{\mu}} \varphi_{\lambda}\left(\underline{\zeta}_{\mu}\right)$, where $\underline{\sigma}_{1}, \ldots, \underline{\sigma}_{L}$ are $L$ elements of $\mathbb{N}^{m}$ satisfying $\left\|\underline{\sigma}_{\mu}\right\| \leq S_{0}(1 \leq \mu \leq L)$. But in view of the application of our analytic estimate to the homogeneous rational case, we consider a slightly more general situation. For $1 \leq \mu \leq L$ and $\underline{\sigma} \in \mathbb{N}^{m}$ with $\|\underline{\sigma}\| \leq S_{0}$, let $q_{\mu \underline{\sigma}}$ be a complex number. Define

$$
\varphi_{\lambda \mu}=\sum_{\|\underline{\sigma}\| \leq S_{0}} q_{\mu \underline{\sigma}} \mathcal{D}^{\frac{\sigma}{w}} \varphi_{\lambda} \quad(1 \leq \mu \leq L)
$$

Let $E, V, M_{1}, \ldots, M_{L}$ be positive real numbers with $E>1$ and let $\epsilon$ be a complex number satisfying

$$
|\epsilon| \leq e^{-V}
$$

Assume, for $1 \leq \lambda \leq L$,

$$
M_{\lambda} \geq \log \sup _{|z|=E} \max _{1 \leq \mu \leq L}\left|\varphi_{\lambda \mu}\left(z \underline{\zeta}_{\mu}\right)\right| \quad \text { and } \quad M_{\lambda} \geq \log \max _{1 \leq \mu \leq L}\left|\delta_{\lambda \mu}\right|
$$

Proposition 10.5. Assume

$$
2\left(S_{0}+1\right) \log E+\log (2 L)+M_{\lambda} \leq \frac{V}{4} \quad(1 \leq \lambda \leq L)
$$

and

$$
L \geq 2\binom{S_{0}+n-1}{n-1} \cdot \frac{V}{\log E}
$$

Then the determinant

$$
\Delta=\operatorname{det}\left(\varphi_{\lambda \mu}\left(\underline{\zeta}_{\mu}\right)+\epsilon \delta_{\lambda \mu}\right)_{1 \leq \lambda, \mu \leq L}
$$

has absolute value bounded by

$$
|\Delta| \leq e^{-L V / 4}
$$

The proof of Proposition 10.5 requires two preliminary lemmas.
Let $I$ a subset of $\{1, \ldots, L\}$. For $1 \leq \lambda, \mu \leq L$, let $d_{\lambda \mu}^{(I)}$ be the entire function of one variable which is defined by

$$
d_{\lambda \mu}^{(I)}(z)= \begin{cases}\varphi_{\lambda \mu}\left(z \underline{\zeta}_{\mu}\right) & \text { for } \lambda \in I, \\ \delta_{\lambda \mu} & \text { for } \lambda \notin I .\end{cases}
$$

Set

$$
D_{I}(z)=\operatorname{det}\left(d_{\lambda \mu}^{(I)}(z)\right)_{1 \leq \lambda, \mu \leq L}
$$

Lemma 10.6. The function $D_{I}(z)$ has a zero at $z=0$ of multiplicity at least $\Theta\left(n, S_{0},|I|\right)-|I| S_{0}$.

Proof. Choose a basis of $\mathbb{C}^{m+1} / U$ giving an isomorphism $t: \mathbb{C}^{m+1} / U \rightarrow \mathbb{C}^{n+1}$ and denote by $\pi: \mathbb{C}^{m+1} \rightarrow \mathbb{C}^{n+1}$ the composition of $\iota$ with the canonical surjection $\mathbb{C}^{m+1} \rightarrow \mathbb{C}^{m+1} / \mathcal{U}$. The relations $\varphi_{\lambda}(\underline{z}+\underline{u})=\varphi_{\lambda}(\underline{z})$ mean that there exist entire functions $\widetilde{\varphi}_{\lambda}: \mathbb{C}^{n+1} \rightarrow \mathbb{C}$ such that $\widetilde{\varphi}_{\lambda} \circ \pi=\varphi_{\lambda}(1 \leq \lambda \leq L)$. Define $\underline{\widetilde{w}}_{k}=\pi\left(\underline{w}_{k}\right)$ $(1 \leq k \leq m), \underline{\widetilde{\zeta}}_{\mu}=\pi\left(\underline{\zeta}_{\mu}\right)(1 \leq \mu \leq L)$,

$$
\widetilde{\varphi}_{\lambda \mu}=\sum_{\|\underline{\sigma}\| \leq S_{0}} q_{\mu \underline{\sigma}} \mathscr{D}_{\bar{w}}^{\frac{\sigma}{\varphi}} \widetilde{\varphi}_{\lambda} \quad(1 \leq \lambda, \mu \leq L) .
$$

and

$$
\widetilde{d}_{\lambda \mu}^{(I)}(z)= \begin{cases}\widetilde{\varphi}_{\lambda \mu}\left(\widetilde{\zeta}_{\mu} z\right) & \text { for } \lambda \in I \\ \delta_{\lambda \mu} & \text { for } \lambda \notin I\end{cases}
$$

Then

$$
D_{I}(z)=\operatorname{det}\left(\tilde{d}_{\lambda \mu}^{(I)}(z)\right)_{1 \leq \lambda, \mu \leq L}
$$

Therefore we may assume, without loss of generality, $U=0$ and $m=n$.
For $m=1$, the proof is the same as for Lemma 2.8. For $m \geq 2$ we repeat the proof of Lemmas 7.2 and 9.2 with a tiny modification.

After a change of variable (which does not affect the multiplicity) we may assume $X=\mathbb{C} \times\{0\}^{m-1}$. Using the Taylor expansion at the origin of each $\varphi_{\lambda}$, we are reduced to the case $\varphi_{\lambda}(\underline{z})=\underline{z}^{\underline{\kappa_{\lambda}}}$. The point is that each $\mathscr{D}_{\bar{w}}^{\underline{\sigma}} \varphi_{\lambda}$ vanishes on $\mathcal{X}$, unless $\sigma_{i} \geq \kappa_{\lambda i}$ for $2 \leq i \leq m$, in which case $\kappa_{\lambda 2}+\cdots+\kappa_{\lambda m} \leq S_{0}$.

Repeating the proof of Lemma 7.5, we deduce:
Lemma 10.7. We have

$$
\log \left|\widetilde{D}_{I}(1)\right| \leq-\Theta\left(n, S_{0},|I|\right) \log E+\log (L!)+|I| \cdot S_{0} \log E+M_{1}+\cdots+M_{L}
$$

Proof of Proposition 10.5. (Compare with the proof of Proposition 7.6). By Lemma 10.7, we can use Lemma 7.4 with $r=1$ and

$$
\chi_{0}=\frac{1}{2}(\log E)\binom{S_{0}+n-1}{n-1}^{-1}
$$

$$
\chi_{1}=V-\chi_{0}+S_{0} \log E+\frac{1}{2 n}\left(S_{0}+n\right) \leq V+2 S_{0} \log E
$$

and

$$
\chi_{2}=\log (L!)+M_{1}+\cdots+M_{L} .
$$

The assumption $2\left(S_{0}+1\right) \log E+\log (2 L)+M_{\lambda} \leq V / 4$ implies $\chi_{2}+L \log 2 \leq L V / 4$.

### 10.2.3 Obstruction Subgroups

We explain here how to apply Theorem 8.1 in order to construct a matrix with maximal rank.

Let $K$ be an algebraically closed field of zero characteristic, $m$ a positive integer, $\alpha_{1}, \ldots, \alpha_{m}$ elements of $K^{\times}$and $\beta_{0}, \ldots, \beta_{m-1}$ elements of $K$. Further let $T_{0}, T_{1}, \ldots, T_{m}, T_{1}^{\prime}, \ldots, T_{m}^{\prime}, S_{0}$ and $S_{1}$ be nonnegative integers with $1 \leq T_{i}^{\prime} \leq T_{i}$ for $1 \leq i \leq m$.

For $\underline{t} \in \mathbb{Z}^{m}$ define

$$
\underline{\xi}_{\underline{t}}=\left(t_{m} \beta_{0}, t_{1}+t_{m} \beta_{1}, \ldots, t_{m-1}+t_{m} \beta_{m-1}\right) \in K^{m} .
$$

Let $\delta^{(1)}(z ; \tau) \quad\left(0 \leq \tau \leq T_{0}\right)$ denote a basis of the space of polynomials in $K[z]$ of degree $\leq T_{0}$. For $\kappa \in \mathbb{N}$, define

$$
\delta^{(1)}(z ; \tau, \kappa)=\left(\frac{d}{d z}\right)^{\kappa} \delta^{(1)}(z ; \tau) .
$$

Next, let $\delta^{(2)}(\underline{z} ; \sigma)\left(1 \leq \sigma \leq\binom{(m+1) S_{0}+m}{m}\right)$ denote a basis of the space of polynomials in $K\left[z_{0}, \ldots, z_{m-1}\right]$ of total degree $\leq(m+1) S_{0}$. For $\kappa \in \mathbb{N}$, define

$$
\delta^{(2)}(\underline{z} ; \sigma, \kappa)=\left(\frac{\partial}{\partial z_{0}}\right)^{\kappa} \delta^{(2)}(\underline{z} ; \sigma) .
$$

For instance when $\delta^{(2)}(z ; \sigma)$ is the element $z_{0}^{\sigma_{0}} \cdots z_{m-1}^{\sigma_{m-1}}$ of the standard basis, then

$$
\frac{1}{\kappa!} \delta^{(2)}\left(\underline{\xi}_{t} ; \sigma, \kappa\right)
$$

is nothing else than

$$
\binom{\sigma_{0}}{\kappa}\left(t_{m} \beta_{0}\right)^{\sigma_{0}-\kappa}\left(t_{1}+t_{m} \beta_{1}\right)^{\sigma_{1}} \cdots\left(t_{m-1}+t_{m} \beta_{m-1}\right)^{\sigma_{m-1}}
$$

Denote by $G$ the algebraic group $G_{0} \times G_{1}$ with $G_{0}=\mathbb{G}_{\mathrm{a}}$ and $G_{1}=\mathbb{G}_{\mathrm{m}}^{m}$. Let $G^{-}=G_{0}^{-} \times G_{1}^{-}$be a connected algebraic subgroup of $G$, where $G_{0}^{-}$is either $\mathbb{G}_{\mathrm{a}}$ or $\{0\}$, and where $G_{1}^{-}$is a connected algebraic subgroup of $G_{1}$. We shall use HilbertSamuel's polynomial

$$
\mathscr{H}\left(G ; D_{0}, D_{1}, \ldots, D_{d_{1}}\right)
$$

with the parameters $D_{0}, D_{1}, \ldots, D_{d_{1}}$ replaced either by $\underline{T}=\left(T_{0}, T_{1}, \ldots, T_{m}\right)$ or else by $\underline{T}^{\prime}=\left(T_{0}, T_{1}^{\prime}, \ldots, T_{m}^{\prime}\right)$.

Define

$$
\Sigma=\left\{\left(s, \alpha_{1}^{s}, \ldots, \alpha_{m}^{s}\right) ; s \in \mathbb{Z},|s| \leq S_{1}\right\} \subset G(K) .
$$

In $K^{m+1}$ (which we identify with $T_{e}(G)$ ), let $\mathcal{W}$ be the hyperplane defined by the equation

$$
\beta_{0} z_{0}+\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}=z_{m}
$$

A basis of $\mathcal{W}$ is given by the $m$ column vectors of the matrix

$$
\left(\begin{array}{ccc} 
& \mathrm{I}_{m} & \\
\beta_{0} & \cdots & \beta_{m-1}
\end{array}\right)
$$

which are denoted by $\underline{w}_{0}, \ldots, \underline{w}_{m-1}$. We assume

$$
T_{e}\left(G^{-}\right) \subset \mathcal{W} \quad \text { and } \quad \Sigma[2] \cap G^{-}(K)=\{e\} .
$$

We denote by $n+1$ the codimension of $G^{-}$in $G$. Let $\mathcal{T}^{\prime}$ be a subset of $\mathbb{N} \times \mathbb{Z}^{m}$. We assume that for any $(\tau, \underline{t}) \in \mathcal{T}^{\prime}$, we have

$$
0 \leq \tau \leq T_{0}, \quad\left|t_{i}\right| \leq T_{i}^{\prime} \quad(1 \leq i \leq m)
$$

We assume also

$$
\begin{cases}\tau=0 & \text { if } G_{0}^{-}=\mathbb{G}_{\mathrm{a}} \\ y_{1}^{t_{1}} \cdots y_{m}^{t_{m}}=1 & \text { for any } \underline{y} \in G_{1}^{-} .\end{cases}
$$

For $(\tau, \underline{t}) \in \mathcal{T}^{\prime}$ and $(\sigma, s) \in \mathbb{N} \times \mathbb{Z}$ with $1 \leq \sigma \leq\binom{(m+1) S_{0}+m}{m}$ and $|s| \leq(m+1) S_{1}$, define

$$
\widetilde{\gamma}_{t \underline{t}}^{(\sigma s)}=\sum_{\kappa \geq 0} \frac{1}{\kappa!} \delta^{(1)}(s ; \tau, \kappa) \delta^{(2)}\left(\underline{\xi_{\underline{t}}} ; \sigma, \kappa\right) \cdot \alpha_{1}^{t_{1} s} \cdots \alpha_{m}^{t_{m} s} .
$$

Notice that the only non-vanishing terms in the sum over $\kappa$ occur for

$$
\kappa \leq \min \left\{T_{0},(m+1) S_{0}\right\} .
$$

We build a matrix with these numbers:

$$
\boldsymbol{M}^{\prime}=\left(\tilde{\gamma}_{\tau \underline{t}}^{(\sigma s)}\right)_{\substack{(\tau, t) \\(\sigma, s)}} .
$$

This is compatible with the notation of $\S$ 10.2.1. The number of rows of $\boldsymbol{M}^{\prime}$ is $\operatorname{Card}\left(\mathcal{T}^{\prime}\right)$, and the number of columns is

$$
\binom{(m+1) S_{0}+m}{m}\left(2(m+1) S_{1}+1\right) .
$$

The following assumptions will be take place until the end of § 10.2.3:

$$
\left(S_{0}+1\right)\left(2 S_{1}+1\right)>(m+1)!2^{m} T_{0}, \quad S_{0} \geq 2(m+1) \max _{1 \leq i \leq m} T_{i}
$$

and $\alpha_{1}, \ldots, \alpha_{m}$ generate a multiplicative subgroup of $K^{\times}$of rank $\geq m-1$.

Further, in the special case where $\beta_{0}=0$ and $\alpha_{1}, \ldots, \alpha_{m}$ multiplicatively dependent, we assume that $\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}=z_{m}$ is not the equation of the tangent space of an algebraic subgroup of $\mathbb{G}_{\mathrm{m}}^{m}$ containing $\left(\alpha_{1}^{s}, \ldots, \alpha_{m}^{s}\right)$ for some $s \in \mathbb{Z}, s \neq 0$.

We deduce from Theorem 8.1 the following result:
Lemma 10.8. If $\boldsymbol{M}^{\prime}$ has rank $<\operatorname{Card}\left(\mathcal{T}^{\prime}\right)$, then there exists a connected algebraic subgroup $G^{*}$ of $G$, distinct from $G$, which contains $G^{-}$, such that

$$
T_{e}\left(G^{*}\right) \subset \mathcal{W}, \quad \Sigma[2] \cap G^{*}(K)=\{e\}
$$

and

$$
\binom{S_{0}+n^{\prime}}{n^{\prime}}\left(2 S_{1}+1\right) \mathscr{H}\left(G^{*} ; \underline{T}^{\prime}\right) \leq \mathscr{H}\left(G, \underline{T}^{\prime}\right)
$$

where $n^{\prime}+1$ is the codimension of $G^{*}$ in $G$.
Proof. For $1 \leq \sigma \leq\left(\underset{m}{(m+1) S_{0}+m}\right)$, write

$$
\delta^{(2)}(\underline{z}, \sigma)=\sum_{\left\|\underline{\sigma}^{\prime}\right\| \leq(m+1) S_{0}} q_{\underline{\sigma}^{\prime} \sigma \underline{z}^{\sigma^{\prime}}} .
$$

This defines a regular square matrix of size $\binom{(m+1) S_{0}+m}{m}$ :

$$
\left.\boldsymbol{Q}=\left(q_{\underline{\sigma^{\prime}} \sigma}\right)\right)_{\substack{\left\|\underline{q}^{\prime}\right\|(m+1) S_{0} \\ 1 \leq \sigma \leq(m+1) S_{0}+m \\ m}} .
$$

For $\kappa \in \mathbb{N}$ a simple computation yields

$$
\begin{aligned}
\delta^{(2)}\left(\underline{\xi}_{\underline{t}}, \sigma, \kappa\right) & = \\
& \sum_{\left\|\underline{\sigma}^{\prime}\right\| \leq(m+1) S_{0}} q_{\underline{\sigma}^{\prime} \sigma} \frac{\sigma_{0}^{\prime}!}{\left(\sigma_{0}^{\prime}-\kappa\right)!}\left(t_{m} \beta_{0}\right)^{\sigma_{0}^{\prime}-\kappa}\left(t_{1}+t_{m} \beta_{1}\right)^{\sigma_{1}^{\prime}} \cdots\left(t_{m-1}+t_{m} \beta_{m-1}\right)^{\sigma_{m-1}^{\prime}} .
\end{aligned}
$$

On the other hand, for $\underline{\sigma}^{\prime} \in \mathbb{N}^{m}$, using the derivations $\mathscr{D}_{i}$ defined in $\S 10.2$.1, we have

$$
\mathcal{D}^{\underline{\sigma}^{\prime}}\left(\delta^{(1)}(X ; \tau) \underline{Y}^{t}\right)=\sum_{\kappa=0}^{\sigma_{0}^{\prime}}\binom{\sigma_{0}^{\prime}}{\kappa}\left(t_{m} \beta_{0}\right)^{\sigma_{0}^{\prime}-\kappa}\left(\prod_{i=1}^{m-1}\left(t_{i}+t_{m} \beta_{i}\right)^{\sigma_{i}^{\prime}}\right) \delta^{(1)}(X ; \tau, \kappa) \underline{Y}^{t} .
$$

We deduce

$$
\widetilde{\gamma}_{T \underline{t}}^{(\sigma s)}=\sum_{\left\|\underline{\sigma}^{\prime}\right\| \leq(m+1) S_{0}} q_{\underline{\sigma}^{\prime} \sigma} D^{\underline{\sigma}^{\prime}}\left(\delta^{(1)}(X ; \tau) \underline{Y}^{t}\right)\left(s, \alpha_{1}^{s}, \ldots, \alpha_{m}^{s}\right) .
$$

Since $\boldsymbol{M}^{\prime}$ has rank $<\operatorname{Card}\left(\mathcal{T}^{\prime}\right)$, there exist elements $c_{\tau \underline{t}}$ in $K$, not all of which are zero, such that

$$
\sum_{(\tau, t) \in \mathcal{T}^{\prime}} c_{\tau \underline{t}} \widetilde{\gamma}_{t-}^{(\sigma s)}=0
$$

for any $(\sigma, s) \in \mathbb{N} \times \mathbb{Z}$ with

$$
1 \leq \sigma \leq\binom{(m+1) S_{0}+m}{m} \quad \text { and } \quad|s| \leq(m+1) S_{1}
$$

These relations show that the polynomial

$$
\sum_{\left\|\underline{\sigma}^{\prime}\right\| \leq(m+1) S_{0}} q_{{\underline{\sigma^{\prime}}}^{\prime} \sigma} \mathscr{D}^{\underline{\sigma}^{\prime}}\left(\sum_{\left(\tau, t \underline{L} \in \mathcal{T}^{\prime}\right.} c_{\tau \underline{t}}\left(\delta^{(1)}(X ; \tau) \underline{Y}^{t}\right)\right)
$$

vanishes at $\left(s, \alpha_{1}^{s}, \ldots, \alpha_{m}^{s}\right)$. Since $\boldsymbol{Q}$ is a regular matrix, we deduce

$$
\mathscr{D}^{\underline{\sigma}^{\prime}}\left(\sum_{(\tau, t) \in \mathcal{T}^{\prime}} c_{\tau \underline{t}}\left(\delta^{(1)}(X ; \tau) \underline{\underline{t}^{t}}\right)\right)\left(s, \alpha_{1}^{s}, \ldots, \alpha_{m}^{s}\right)=0
$$

for all $\underline{\sigma}^{\prime}$ with $\left\|\underline{\sigma}^{\prime}\right\| \leq(m+1) S_{0}$, which means that the polynomial

$$
\sum_{(\tau, t) \in \mathcal{T}^{\prime}} c_{\tau \underline{t}} \delta^{(1)}(X ; \tau) \underline{Y^{\underline{t}}}
$$

in $K\left[X, Y_{1}^{ \pm 1}, \ldots, Y_{m}^{ \pm 1}\right]$ vanishes to order $\geq(m+1) S_{0}$ along $\mathcal{W}$ at each point of $\Sigma[m+1]$.

The hypotheses of Theorem 8.1 are therefore satisfied with $G^{+}=G$. It follows that there exists a connected algebraic subgroup $G^{*}$ of $G$ of dimension $\leq m$, containing $G^{-}$, such that, if we set

$$
\ell_{0}^{\prime}=\operatorname{dim}_{K}\left(\frac{\mathcal{W}+T_{e}\left(G^{*}\right)}{T_{e}\left(G^{*}\right)}\right),
$$

then

$$
\binom{S_{0}+\ell_{0}^{\prime}}{\ell_{0}^{\prime}} \operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \mathscr{H}\left(G^{*} ; \underline{T^{\prime}}\right) \leq \mathscr{H}\left(G ; \underline{T}^{\prime}\right)
$$

By Lemma 5.8,

$$
\mathscr{H}\left(G ; \underline{T}^{\prime}\right)=(m+1)!2^{m} T_{0} T_{1}^{\prime} \cdots T_{m}^{\prime} .
$$

Denote by $m-n^{\prime}$ the dimension of $G^{*}$, with $0 \leq n^{\prime} \leq m$.
Let us check $\Sigma[2] \cap G^{*}(K)=\{e\}$. Indeed, if

$$
\left(s, \alpha_{1}^{s}, \ldots, \alpha_{m}^{s}\right) \in G^{*}(K) \quad \text { for some } s \in \mathbb{Z} \text { with } 0<|s| \leq 2 S_{1},
$$

then $G^{*}=\mathbb{G}_{\mathrm{a}} \times G_{1}^{*}$ where $G_{1}^{*}$ is a connected algebraic subgroup of $G_{1}$ of codimension 1 (recall that $\alpha_{1}, \ldots, \alpha_{m}$ generate a multiplicative subgroup of $K^{\times}$of rank $\geq m-1)$. Since $\left(\alpha_{1}^{s}, \ldots, \alpha_{m}^{s}\right) \in G_{1}^{*}(K)$, we have by assumption $T_{e}\left(G^{*}\right) \neq \mathcal{W}$, hence $T_{e}\left(G^{*}\right)+\mathcal{W}=T_{e}(G)$ and $\ell_{0}^{\prime}=1$. Since $G_{1}^{*}$ has codimension 1, we have, by Proposition 5.7,

$$
\mathscr{H}\left(G^{*} ; \underline{T}^{\prime}\right) \geq m!2^{m-1} \cdot \frac{T_{0} T_{1}^{\prime} \cdots T_{m}^{\prime}}{\max _{1 \leq i \leq m} T_{i}^{\prime}},
$$

and we get a contradiction with our assumptions $T_{i}^{\prime} \leq T_{i}$ and $S_{0} \geq 2(m+1) T_{i}$ for $1 \leq i \leq m$.

As already mentioned, from $\Sigma[2] \cap G^{*}(K)=\{e\}$ we deduce, by means of Lemma 7.8,

$$
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right)=2 S_{1}+1
$$

Next we check $T_{e}\left(G^{*}\right) \subset \mathcal{W}$. Otherwise $T_{e}\left(G^{*}\right)+\mathcal{W}=T_{e}(G)$ and $\ell_{0}^{\prime}=n^{\prime}+1$ (recall that $G^{*}$ has dimension $m-n^{\prime}$ ). From Proposition 5.14 we derive

$$
\mathscr{H}\left(G^{*} ; \underline{T}^{\prime}\right) \geq(m+1)!2^{m} \min _{\underline{i}} T_{i_{1}}^{\prime} \cdots T_{i_{m-n^{\prime}}^{\prime}}^{\prime}
$$

where $\underline{i}$ runs over the subsets $\left\{i_{1}, \ldots, i_{m-n^{\prime}}\right\}$ of $\{0,1, \ldots, m\}$ with $m-n^{\prime}$ elements. In this case the conclusion of the multiplicity estimate implies

$$
\binom{S_{0}+k}{k}\left(2 S_{1}+1\right) \leq(m+1)!2^{m} \max _{0 \leq i_{1}<\cdots<i_{k} \leq m} T_{i_{1}} \cdots T_{i_{k}}
$$

with $k=n^{\prime}+1$, and this is not compatible with the assumptions

$$
\left(S_{0}+1\right)\left(2 S_{1}+1\right)>(m+1)!2^{m} T_{0} \quad \text { and } \quad S_{0} \geq 2(m+1) \max _{1 \leq i \leq m} T_{i}
$$

Hence we have $T_{e}\left(G^{*}\right) \subset \mathcal{W}$, and therefore $\ell_{0}^{\prime}=n^{\prime}$. The conclusion of the multiplicity estimate now reads

$$
\binom{S_{0}+n^{\prime}}{n^{\prime}}\left(2 S_{1}+1\right) \mathscr{H}\left(G^{*} ; \underline{T}^{\prime}\right) \leq \mathscr{H}\left(G ; \underline{T}^{\prime}\right)
$$

This completes the proof of Lemma 10.8.
Proposition 10.9. Assume further that for any connected algebraic subgroup $G^{*}$ of $G$, of codimension $n^{\prime}+1$ with $0 \leq n^{\prime}<n$, containing $G^{-}$, and satisfying

$$
T_{e}\left(G^{*}\right) \subset \mathcal{W} \quad \text { and } \quad \Sigma[2] \cap G^{*}(K)=\{e\},
$$

the estimate

$$
\binom{S_{0}+n^{\prime}}{n^{\prime}}\left(2 S_{1}+1\right) \mathscr{H}\left(G^{*} ; \underline{T}\right)>\mathscr{H}(G, \underline{T})
$$

holds. Assume furthermore

$$
\binom{S_{0}+n}{n}\left(2 S_{1}+1\right) \mathscr{H}\left(G^{-} ; \underline{T}^{\prime}\right)>\mathscr{H}\left(G, \underline{T}^{\prime}\right)
$$

Then the matrix $\boldsymbol{M}^{\prime}$ has rank $\operatorname{Card}\left(\mathcal{T}^{\prime}\right)$.
Proof. By contradiction, assume that $\boldsymbol{M}^{\prime}$ has not maximal rank. We use Lemma 10.8: there exists a connected algebraic subgroup $G^{*}$ of $G$, of codimension $n^{\prime}+1$ in $G$, which contains $G^{-}$, such that

$$
T_{e}\left(G^{*}\right) \subset \mathcal{W}, \quad \Sigma[2] \cap G^{*}(K)=\{e\}
$$

and

$$
\binom{S_{0}+n^{\prime}}{n^{\prime}}\left(2 S_{1}+1\right) \mathscr{H}\left(G^{*} ; \underline{T}^{\prime}\right) \leq \mathscr{H}\left(G, \underline{T}^{\prime}\right)
$$

Proposition 5.14 shows that each of the functions

$$
T_{i} \longmapsto \frac{\mathscr{H}\left(G^{*} ; T_{0}, T_{1}, \ldots, T_{d_{1}}\right)}{\mathscr{H}\left(G ; T_{0}, T_{1}, \ldots, T_{d_{1}}\right)}
$$

is a fractional linear transformation, hence is non-increasing. Therefore we also have

$$
\binom{S_{0}+n^{\prime}}{n^{\prime}}\left(2 S_{1}+1\right) \mathscr{H}\left(G^{*} ; \underline{T}\right) \leq \mathscr{H}(G, \underline{T})
$$

By assumption this implies $G^{*}=G^{-}$. But now the conclusion of Lemma 10.8 becomes

$$
\binom{S_{0}+n}{n}\left(2 S_{1}+1\right) \mathscr{H}\left(G^{-} ; \underline{T}^{\prime}\right) \leq \mathscr{H}\left(G, \underline{T}^{\prime}\right)
$$

which is not compatible with the last assumption of Proposition 10.9.

### 10.2.4 Estimating a Hilbert Function

In order to apply Proposition 10.9 (with $K=\mathbb{C}$ ), we need to introduce $G^{-}$. Consider the so-called obstruction subgroups, which are the connected algebraic subgroups $G^{*}$ of $G$ of positive codimension $n^{\prime}+1$ for which

$$
T_{e}\left(G^{*}\right) \subset \mathscr{W}, \quad \Sigma[2] \cap G^{*}(K)=\{e\}
$$

and

$$
\binom{S_{0}+n^{\prime}}{n^{\prime}}\left(2 S_{1}+1\right) \mathscr{H}\left(G^{*} ; \underline{T}\right) \leq \mathscr{H}(G ; \underline{T}) .
$$

If there is no such $G^{*}$, we set $G^{-}=\{e\}$. Otherwise we define $G^{-}$as a maximal obstruction subgroup ${ }^{16}$. Let $n+1$ be the codimension of $G^{-}$in $G$, so that either $n=m$ or else

$$
\binom{S_{0}+n}{n}\left(2 S_{1}+1\right) \mathscr{H}\left(G^{-} ; \underline{T}\right) \leq \mathscr{H}(G ; \underline{T}) .
$$

This algebraic group $G^{-}$can be written $G_{0}^{-} \times G_{1}^{-}$, where $G_{0}^{-}$is either $\{0\}$ or $\mathbb{G}_{\mathrm{a}}$, and where $G_{1}^{-}$is a connected algebraic subgroup of $G_{1}=\mathbb{G}_{\mathrm{m}}^{m}$. By §5.3, there is a subgroup $\Phi$ of $\mathbb{Z}^{m}$ such that $G_{1}^{-}=\boldsymbol{T}_{\Phi}$, and the rank $\delta$ of $\Phi$ is

$$
\delta=\operatorname{codim}_{G_{1}} G_{1}^{-}= \begin{cases}n+1 & \text { if } G_{0}^{-}=\mathbb{G}_{\mathrm{a}} \\ n & \text { if } G_{0}^{-}=\{0\} .\end{cases}
$$

For any $\underline{\alpha} \in \Phi$ and any $\underline{y} \in G_{1}^{-}$we have

[^14]$$
y_{1}^{\alpha_{1}} \cdots y_{m}^{\alpha_{m}}=1
$$

Denote by $\mathcal{T}_{1}$ the set of $\underline{\alpha} \in \Phi$ such that $\left|\alpha_{i}\right| \leq T_{i}$ for $i=1, \ldots, m$. We need a lower bound for the number of elements in the finite set $\mathcal{T}_{1}$, which is the intersection of $\Phi$ with the polydisc

$$
\left\{\underline{x} \in \mathbb{R}^{m} ;\left|x_{i}\right| \leq T_{i}(1 \leq i \leq m)\right\}
$$

of $\mathbb{R}^{m}$, and $\Phi$ is a lattice in a vector subspace of $\mathbb{R}^{m}$. Recall the notation $\chi(\underline{T})$ of Proposition 5.7 for the number of cosets of $\Phi$ of the form $\underline{\alpha}+\Phi$ with $\underline{\alpha} \in \mathbb{Z}^{m}[\underline{T}]$.

Using Lemma 7.8 for the mapping

$$
\begin{array}{rll}
\prod_{i=1}^{m}\left[0, T_{i}\right] & \longrightarrow & \frac{\mathbb{Z}^{m}}{\Phi} \\
\underline{\alpha} & \longmapsto & \underline{\alpha}+\Phi
\end{array}
$$

yields

$$
\chi(\underline{T}) \operatorname{Card}\left(\mathcal{T}_{1}\right) \geq\left(T_{1}+1\right) \cdots\left(T_{m}+1\right) .
$$

Hence it suffices now to get an upper bound for $\chi(\underline{T})$. The number $\chi(\underline{T})$ is nothing else than Hilbert's function $H\left(G_{1}^{-} ; \underline{T}\right)$, and we need to compare it with Hilbert-Samuel's polynomial $\mathscr{H}\left(G_{1}^{-} ; \underline{T}\right)$. Here is Lemma 3.2 of [PW 1988a].

Lemma 10.10. There exists a constant $c$ which depends only on $m$ such that

$$
\chi(\underline{T}) \leq c \mathscr{H}\left(G_{1}^{-} ; \underline{T}\right) .
$$

The proof of Lemma 10.10 requires some preparation.
Let $\mathcal{V}$ be an Euclidean vector space of dimension $m$ over $\mathbb{R}$. Denote by $\left(\epsilon_{1}, \ldots, \epsilon_{m}\right)$ an orthonormal basis. Let $L$ be a discrete subgroup of $\mathcal{V}$ of rank $\ell$. Denote by $\left(\lambda_{1}, \ldots, \lambda_{\ell}\right)$ a basis of $L$ over $\mathbb{Z}$ and by $\mathcal{W}$ the vector space they span.

Let $\left(e_{1}, \ldots, e_{\ell}\right)$ be an orthonormal basis of $\mathcal{W}$. In $\bigwedge^{\ell} \mathcal{W}$, write

$$
\lambda_{1} \wedge \cdots \wedge \lambda_{\ell}=\mu \cdot e_{1} \wedge \cdots \wedge e_{\ell}
$$

with $\mu \in \mathbb{R}$. The number $|\mu|$ does not depend on the choice of the bases $\left(\lambda_{1}, \ldots, \lambda_{\ell}\right)$ and $\left(e_{1}, \ldots, e_{\ell}\right)$. Define

$$
\operatorname{vol}(L)=|\mu|
$$

A fundamental domain for $\mathcal{W} / L$ is

$$
\mathcal{P}=\left\{t_{1} \lambda_{1}+\cdots+t_{\ell} \lambda_{\ell} ; \underline{t} \in \mathbb{R}^{\ell}, 0 \leq t_{j}<1(1 \leq j \leq \ell)\right\}
$$

which means that $\mathcal{W}$ is the disjoint union of the sets $x+\mathscr{P}, x \in L$. The Euclidean volume of $\mathscr{P}$ in $\mathcal{W}$ is nothing else than $\operatorname{vol}(L)$. This is the key for estimating from above the number of elements in some finite subset $E$ of $L$ : it suffices to know an upper bound for the volume of the (disjoint) union of $x+\mathcal{P}$ where $x$ ranges over $E$, and also a lower bound for $\operatorname{vol}(L)$.

Let $\mathrm{L} \in \operatorname{Mat}_{m \times \ell}(\mathbb{R})$ be the matrix whose column vectors are the components of $\lambda_{1}, \ldots, \lambda_{\ell}$ in the basis $\left(\epsilon_{1}, \ldots, \epsilon_{m}\right)$ :

$$
\lambda_{j}=\sum_{i=1}^{m} \lambda_{i j} \epsilon_{i}, \quad \mathrm{~L}=\left(\lambda_{i j}\right)_{\substack{1 \leq i \leq m \\ 1 \leq j \leq e}} .
$$

Let us check

$$
\operatorname{vol}(L)^{2}=\operatorname{det}\left({ }^{\mathrm{t}} \mathrm{~L} \mathrm{~L}\right) .
$$

Denote by $\langle\cdot, \cdot\rangle$ the scalar product on $\mathcal{V}$. A scalar product on $\bigwedge^{\ell} \mathcal{W}$ is defined by

$$
\left\langle x_{1} \wedge \cdots \wedge x_{\ell}, y_{1} \wedge \cdots \wedge y_{\ell}\right\rangle=\operatorname{det}\left(\left\langle x_{j}, y_{k}\right\rangle\right)_{1 \leq j, k \leq \ell}
$$

From

$$
\left\langle\lambda_{j}, \lambda_{k}\right\rangle=\sum_{i=1}^{m} \lambda_{i j} \lambda_{i k}
$$

we deduce

$$
\mu^{2}=\left\langle\lambda_{1} \wedge \cdots \wedge \lambda_{\ell}, \lambda_{1} \wedge \cdots \wedge \lambda_{\ell}\right\rangle=\operatorname{det}\left({ }^{\mathrm{t} L L}\right) .
$$

This proves our claim.
Following [Sc 1980], Chap. IV, § 6, denote by $C(m, \ell)$ the subset of $[1, m]^{\ell}$ which consists of sequences $\underline{i}=\left(i_{1}, \ldots, i_{\ell}\right)$ satisfying $1 \leq i_{1}<\cdots<i_{\ell} \leq m$. For each $\underline{i} \in C(m, \ell)$, define $\mu_{\underline{i}} \in \mathbb{R}$ by

$$
\lambda_{1} \wedge \cdots \wedge \lambda_{\ell}=\mu_{\underline{i}} \cdot \epsilon_{i_{1}} \wedge \cdots \wedge \epsilon_{i_{\ell}}
$$

Lemma 10.11. For each $\underline{i} \in C(m, \ell), \mu_{i}$ is the determinant of the square $\ell \times \ell$ matrix

$$
\left(\lambda_{i_{k} j}\right)_{1 \leq k, j \leq \ell}=\left(\begin{array}{ccc}
\lambda_{i_{1} 1} & \cdots & \lambda_{i_{1} \ell} \\
\vdots & \ddots & \vdots \\
\lambda_{i_{\ell} 1} & \cdots & \lambda_{i_{\ell} \ell}
\end{array}\right)
$$

and

$$
\operatorname{vol}(L)^{2}=\sum_{\underline{i} \in C(m, \ell)}\left|\mu_{i}\right|^{2}
$$

Proof of Lemma 10.11. This follows from the Cauchy-Binet formula (see [Bou 1985], Algèbre, Chap. III, or J. Fresnel, Algèbre des Matrices, Hermann, Actualités Scientifiques et Industrielles 1439, 1997): for any commutative ring $A$ and any matrices $X \in \operatorname{Mat}_{n \times p}(A), Y \in \operatorname{Mat}_{m \times n}(A)$, for any $q$ in the range $1 \leq q \leq$ $\min \{m, n, p\}$ and any $\underline{k} \in C(n, q), \underline{\ell} \in C(q, n)$, the matrix $Z=X Y$ satisfies

$$
Z_{\underline{k} \underline{\ell}}=\sum_{\underline{h} \in C(p, q)} X_{\underline{k} \underline{h}} Y_{\underline{h} \underline{\ell}},
$$

where the notation $X_{\underline{k h}}$ stands for the determinant of the $q \times q$ matrix

$$
\left(x_{i j}\right)_{\substack{i \in \underline{k} \\ j \in \underline{h}}} .
$$

In particular for $X$ and $Y$ in $\operatorname{Mat}_{n \times m}(A)$

$$
\operatorname{det}\left({ }^{\mathrm{t}} X Y\right)=\sum_{\underline{h} \in C(n, m)} X_{\underline{h}} Y_{\underline{h}}
$$

where $X_{\underline{h}}$ stands for $X_{\underline{h} \underline{\ell}}$ with $\underline{\ell}=\{1, \ldots, m\}$.
We wish to compare the volume of two discrete subgroups $L_{0} \subset M$ of $\mathcal{V}$.
First, let $L_{0} \subset L$ be two discrete subgroups of $\mathcal{V}$ of the same rank. Let us check

$$
\operatorname{vol}\left(L_{0}\right)=\left[L: L_{0}\right] \operatorname{vol}(L)
$$

Indeed, since $L$ is a free $\mathbb{Z}$-module, the elementary divisors Theorem (already referred to in the proof of Theorem 5.13) shows that there exists a basis $\left(\lambda_{1}, \ldots, \lambda_{\ell}\right)$ of $L$ and positive rational integers $a_{1}, \ldots, a_{\ell}$ such that $\left(a_{1} \lambda_{1}, \ldots, a_{\ell} \lambda_{\ell}\right)$ is a basis of $L_{0}$. Clearly

$$
\left[L: L_{0}\right]=a_{1} \cdots a_{\ell}
$$

On the other hand if $L$ (resp. $L_{0}$ ) is the matrix in $\operatorname{Mat}_{m \times \ell}(\mathbb{R})$ whose column vectors are the components of this basis of $L$ (resp. $L_{0}$ ) in the basis $\left(\epsilon_{1}, \ldots, \epsilon_{m}\right)$, then

$$
\operatorname{vol}\left(L_{0}\right)^{2}=\operatorname{det}\left({ }^{\mathrm{t}} \mathrm{~L}_{0} \mathrm{~L}_{0}\right)=\left(a_{1} \cdots a_{\ell}\right)^{2} \operatorname{det}\left({ }^{\mathrm{t} L \mathrm{~L}}\right)=\left(a_{1} \cdots a_{\ell}\right)^{2} \operatorname{vol}(L)^{2}
$$

Our claim follows.
Next let $L \subset M$ be two discrete subgroups of $\mathcal{V}$ such that the quotient $M / L$ has no torsion and $M$ has rank $m$. Denote by $\mathcal{W}$ the subspace of $\mathcal{V}$ spanned by $L$. Let $\left(\lambda_{1}, \ldots, \lambda_{\ell}\right)$ be a basis of $L$ over $\mathbb{Z}$ and $\lambda_{\ell+1}, \ldots, \lambda_{m}$ be elements in $M$ whose images modulo $L$ give a basis of the free $\mathbb{Z}$-module $M / L$. Then $\left(\lambda_{1}, \ldots, \lambda_{\ell}\right)$ is a basis of $\mathcal{W}$ over $\mathbb{R}$ and $\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ is a basis of $M$ over $\mathbb{Z}$. As a consequence we have $L=M \cap \mathcal{W}$.

Let $p: \mathcal{V} \rightarrow \mathcal{V}$ denote the orthogonal projection on $\mathcal{W}^{\perp}$. For $\ell<i \leq m$ define $\lambda_{i}^{\prime}=p\left(\lambda_{i}\right)$. Since $\lambda_{\ell+1}^{\prime}, \ldots, \lambda_{m}^{\prime}$ are $\mathbb{R}$-linearly independent, $p(M)$ is a discrete subgroup of $\mathcal{V}$. Further, let $\left(e_{1}, \ldots, e_{\ell}\right)$ an orthonormal basis of $\mathcal{W}$ and $\left(e_{\ell+1}, \ldots, e_{m}\right)$ an orthonormal basis of $\mathcal{W}^{\perp}$. From the relations

$$
\begin{aligned}
\lambda_{1} \wedge \cdots \wedge \lambda_{m} & =\lambda_{1} \wedge \cdots \wedge \lambda_{\ell} \wedge \lambda_{\ell+1}^{\prime} \wedge \cdots \wedge \lambda_{m}^{\prime} \\
\lambda_{1} \wedge \cdots \wedge \lambda_{m} & = \pm \operatorname{vol}(M) \cdot e_{1} \wedge \cdots \wedge e_{m} \\
\lambda_{1} \wedge \cdots \wedge \lambda_{\ell} & = \pm \operatorname{vol}(L) \cdot e_{1} \wedge \cdots \wedge e_{\ell}
\end{aligned}
$$

and

$$
\lambda_{\ell+1}^{\prime} \wedge \cdots \wedge \lambda_{m}^{\prime}= \pm \operatorname{vol}(p(M)) \cdot e_{\ell+1} \wedge \cdots \wedge e_{m}
$$

one deduces

$$
\operatorname{vol}(M)=\operatorname{vol}(L) \operatorname{vol}(p(M))
$$

(this is Lemma 3 of [BertP 1988]).

Proof of Lemma 10.10. Consider the Euclidean vector space $\mathcal{V}=\mathbb{R}^{m}$. A scaling will reduce the problem to counting points in the unit polydisc

$$
\mathcal{C}=\left\{\underline{x} \in \mathbb{R}^{m} ;|\underline{x}| \leq 1\right\}
$$

in $\mathbb{R}^{m}$. Define

$$
\begin{aligned}
M & =\left\{\left(\frac{\alpha_{1}}{T_{1}}, \ldots, \frac{\alpha_{m}}{T_{m}}\right) ; \underline{\alpha} \in \mathbb{Z}^{m}\right\} \\
& =\mathbb{Z}\left(\frac{1}{T_{1}}, 0, \ldots, 0\right)+\cdots+\mathbb{Z}\left(0, \ldots, 0, \frac{1}{T_{m}}\right)
\end{aligned}
$$

and

$$
L_{0}=\left\{\left(\frac{\varphi_{1}}{T_{1}}, \ldots, \frac{\varphi_{m}}{T_{m}}\right) ; \underline{\varphi} \in \Phi\right\} .
$$

Hence $\chi(\underline{T})$ is the number of cosets of $L_{0}$ of the form $\underline{x}+L_{0}$ with $\underline{x} \in M \cap \mathcal{C}$.
Denote by $\mathcal{W}$ the $\mathbb{R}$-vector space spanned by $L_{0}$, by $p$ the projection of $\mathbb{R}^{m}$ on $\mathcal{W}^{\perp}$ and define $L=\mathcal{W} \cap M$. Then $L$ is a discrete subgroup of $\mathcal{W}$ containing $L_{0}$, hence $L_{0}$ has finite index in $L$. Moreover $M / L$ has no torsion.

We use Lemma 7.8 for the mapping

$$
\left\{\underline{x}+L_{0} ; \underline{x} \in M \cap \mathcal{C}\right\} \longrightarrow p(M \cap \mathcal{C})
$$

deduced from the restriction of $p$ to $M \cap \mathcal{C}$. For $\underline{x}$ and $\underline{x}^{\prime}$ in $M \cap \mathcal{C}$ with $p(\underline{x})=p\left(\underline{x}^{\prime}\right)$ we have $\underline{x}-\underline{x}^{\prime} \in W \cap M=L$, hence

$$
\chi(\underline{T}) \leq\left[L: L_{0}\right] \operatorname{Card}(p(M \cap \mathcal{C}))
$$

Any $\underline{z} \in \mathcal{W}^{\perp}$ can be written $\underline{z}=p(\underline{x})+p(\underline{t})$ with $\underline{x} \in M$ and $\underline{t} \in \mathcal{C}^{\prime}$ where

$$
\mathcal{C}^{\prime}=\left\{\underline{x} \in \mathbb{R}^{m} ; 0 \leq x_{i}<\frac{1}{T_{i}},(1 \leq i \leq m)\right\} .
$$

Hence there is a fundamental domain $\mathcal{P}$ for $p(M)$ in $\mathcal{W}^{\perp}$ which is contained in $p\left(\mathcal{C}^{\prime}\right)$. The sets $\underline{y}+\mathcal{P}$, where $\underline{y}$ ranges over $p(M \cap \mathcal{C})$, are pairwise disjoint; their Euclidean volume in $\mathcal{W}^{\perp}$ is $\operatorname{vol}(p(M))$. Denote by $N$ the square of the Euclidean norm on $\mathbb{R}^{m}$. For $\underline{x} \in \mathcal{C}$ and $\underline{t} \in \mathcal{C}^{\prime}$ we have

$$
N(\underline{x}+\underline{t})<m+\frac{1}{T_{1}}+\cdots+\frac{1}{T_{m}} \leq 2 m .
$$

Since $p$ is an orthogonal projection, we deduce

$$
N(p(\underline{x})+p(\underline{t})) \leq 2 m .
$$

Since $\mathcal{W}^{\perp}$ has dimension $\ell:=m-\delta$, the volume of the Euclidean ball

$$
\left\{\underline{z} \in \mathcal{W}^{\perp} ; N(\underline{z}) \leq 2 m\right\}
$$

is $c_{\ell}(2 m)^{\ell / 2}$, with

$$
c_{\ell}=\frac{2 \pi^{\ell / 2}}{\ell \Gamma(\ell / 2)}
$$

Therefore

$$
\operatorname{Card}(p(M \cap \mathbb{C})) \operatorname{vol}(p(M)) \leq c_{\ell}(2 m)^{\ell / 2}
$$

However we have

$$
\frac{\left(L: L_{0}\right)}{\operatorname{vol}(p(M))}=\frac{\operatorname{vol}\left(L_{0}\right)}{\operatorname{vol}(L) \operatorname{vol}(p(M))}=\frac{\operatorname{vol}\left(L_{0}\right)}{\operatorname{vol}(M)}
$$

and

$$
\operatorname{vol}(M)=\frac{1}{T_{1} \cdots T_{m}},
$$

hence

$$
\chi(\underline{T}) \leq c_{\ell}(2 m)^{\ell / 2} T_{1} \cdots T_{m} \operatorname{vol}\left(L_{0}\right)
$$

We now want to relate $\operatorname{vol}\left(L_{0}\right)$ with $\mathscr{H}\left(G_{1}^{-} ; \underline{T}\right)$. Let A be a $\delta \times m$ matrix with integer coefficients whose columns vectors constitute a basis of $\Phi$ over $\mathbb{Z}$. From Proposition 5.14 we deduce

$$
\mathscr{H}\left(G_{1}^{-} ; \underline{T}\right)=\ell!2^{\ell} T_{1} \cdots T_{m} \sum_{\underline{i} \in C(m, \delta)} \mu_{\underline{i}}
$$

with

$$
\mu_{\underline{i}}=\frac{\operatorname{det}\left(\mathrm{A}_{\underline{i}}\right)}{T_{i_{1}} \cdots T_{i_{\delta}}} .
$$

Using Lemma 10.11 we obtain

$$
\operatorname{vol}\left(L_{0}\right)^{2}=\sum_{\underline{i} \in C(m, \delta)} \mu_{\underline{i}}^{2} \leq\left(\sum_{\underline{i} \in C(m, \delta)} \mu_{\underline{i}}\right)^{2},
$$

hence

$$
T_{1} \cdots T_{m} \operatorname{vol}\left(L_{0}\right) \leq \frac{1}{\ell!2^{\ell}} \mathscr{H}\left(G_{1}^{-} ; \underline{T}\right)
$$

Finally

$$
\chi(\underline{T}) \leq c_{\ell} \frac{m^{\ell / 2}}{2^{\ell / 2} \ell!} \mathscr{H}\left(G_{1}^{-} ; \underline{T}\right) .
$$

This proves Lemma 10.10 with

$$
c=\max _{1 \leq \ell \leq m} c_{\ell} \frac{m^{\ell / 2}}{2^{\ell / 2} \ell!} .
$$

Remark. Sharper estimates follow from D. Bertrand's Chap. 9 in [NeP 2000]. Firstly, the simple upper bound

$$
\chi(\underline{T}) \leq \mathscr{H}\left(G_{1}^{-} ; \underline{T}\right)+m-\delta
$$

where $\ell=m-\delta=\operatorname{dim}\left(G_{1}^{-}\right)$is proved as follows.
Let $H$ be a hyperplane of $\mathbb{P}_{2}$. Consider the divisors

$$
D_{i}=\mathbb{P}_{2}^{i-1} \times H \times \mathbb{P}_{2}^{m-1-i} \quad(1 \leq i \leq m)
$$

on $\mathbb{P}_{2}^{m}$. The projective embedding $\iota$ of $\mathbb{G}_{\mathrm{m}}^{m}$ into $\mathbb{P}_{2}^{m}$ associated to the divisor $T_{1} D_{1}+\cdots+T_{m} D_{m}$ is given by the monomials $X_{1}^{t_{1}} \cdots X_{m}^{t_{m}}$ with $\underline{t} \in \mathbb{Z}^{m},\left|t_{i}\right| \leq T_{i}$ $(1 \leq i \leq m)$. By the very definition of the Hilbert function $\chi(\underline{T})=H\left(G_{1}^{-} ; \underline{T}\right), \mathbb{P}_{2}^{\chi(\underline{T})}$ is the image of $G_{1}^{-}$under $\iota$. The Italian Lemma 1.1 of [NeP 2000], Chap. 9 gives

$$
\chi(\underline{T}) \leq \operatorname{deg}_{\underline{T}}\left(G_{1}^{-}\right)+\operatorname{dim} G_{1}^{-}
$$

where $\operatorname{deg}_{\underline{T}}\left(G_{1}^{-}\right)$is the degree of $G_{1}^{-}$in the embedding $\iota$ :

$$
\operatorname{deg}_{\underline{T}}\left(G_{1}^{-}\right)=\left(G_{1}^{-} \cdot\left(T_{1} D_{1}+\cdots+T_{m} D_{m}\right)^{\ell}\right)
$$

Expanding by the multinomial formula provides the conclusion.
Since Hilbert's polynomial $\mathscr{H}\left(G_{1}^{-} ; \underline{T}\right)$ is the product by $\ell$ ! of the homogeneous part of degree $\ell$ of the polynomial which coincides with $H\left(G_{1}^{-} ; \underline{T}\right)$ for sufficiently large $T_{1}, \ldots, T_{m}$, one should expect that asymptotically, the constant $c$ in Lemma 10.10 should be replaced by $1 / \ell!$. Such an estimate follows indeed from the second kind of estimates in D. Bertrand's Chap. 9 in [NeP 2000].

### 10.2.5 Main Estimate

Here we complete the transcendence argument and prove the following statement:
Theorem 10.12. Let $\lambda_{1}, \ldots, \lambda_{m}$ be logarithms of nonzero algebraic numbers and $\beta_{0}, \ldots, \beta_{m-1}$ be algebraic numbers. Define $\alpha_{i}=\exp \left(\lambda_{i}\right)$ for $1 \leq i \leq m$,

$$
D=\left[\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{0}, \ldots, \beta_{m-1}\right): \mathbb{Q}\right]
$$

and

$$
\Lambda=\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m-1} \lambda_{m-1}-\lambda_{m}
$$

Assume $\alpha_{1}, \ldots, \alpha_{m}$ span a multiplicative group of rank $\geq m-1$ and $\Lambda \neq 0$. Let $A_{1}, \ldots, A_{m}, B_{1}, B_{2}$ and $E$ be positive real numbers which satisfy

$$
\begin{gathered}
\log A_{i} \geq \mathrm{h}\left(\alpha_{i}\right), \quad D \log A_{i} \geq 1, \quad E\left|\lambda_{i}\right| \leq D \log A_{i}, \quad(1 \leq i \leq m) \\
B_{1} \geq e, \quad B_{2} \geq e, \quad E \geq e, \quad B_{1}^{D} \geq E \quad \text { and } \quad B_{2}^{D} \geq E
\end{gathered}
$$

Then there exists two positive real numbers $c_{1}$ and $c_{2}$, which depend only on $m$, with the following property. Let $T_{0}, T_{0}^{\sharp}, T_{1}, \ldots, T_{m}, S_{0}, S_{1}$ and $L$ be positive rational integers, $U$ and $V$ positive real numbers satisfying the following conditions:

$$
L=\left(T_{0}+1\right)\left(2 T_{1}+1\right) \cdots\left(2 T_{m}+1\right), \quad L \geq 2\binom{(m+1) S_{0}+m-1}{m-1} \frac{V}{\log E}
$$

$$
\begin{gathered}
S_{1} \geq(m+1)!2^{m-1}, \quad S_{0} \geq 2(m+1) \max _{1 \leq i \leq m} T_{i}, \\
\left(S_{0}+1\right)\left(2 S_{1}+1\right)>(m+1)!2^{m} T_{0}, \\
c_{1} U \leq V \leq c_{2} S_{0} S_{1} \log E, \\
D T_{0} \log B_{1} \leq U, \quad D S_{0} \log B_{2} \leq U, \quad D S_{1} \max _{1 \leq i \leq m} T_{i} \log A_{i} \leq U
\end{gathered}
$$

and

$$
B_{1} \geq \frac{S_{1}}{T_{0}^{\sharp}}, \quad B_{1} \geq E^{1 / D} \quad \text { and } \quad B_{2} \geq e^{T_{0}^{\sharp}}
$$

Finally, assume

- Either (general case)

$$
\log B_{2} \geq \max _{0 \leq j \leq m} \mathrm{~h}\left(\beta_{j}\right) \quad \text { and } \quad B_{2} \geq S_{0} \max _{1 \leq i \leq m} T_{i}
$$

- Or else (homogeneous rational case)

$$
\begin{gathered}
\beta_{0}=0, \quad \beta_{i}=-\frac{b_{i}}{b_{m}} \quad(1 \leq i \leq m) \quad \text { with } \quad\left(b_{1}, \ldots, b_{m}\right) \in \mathbb{Z}^{m} \\
B_{2} \geq \frac{1}{S_{0}} \max _{1 \leq j<m}\left(\left|b_{m}\right| T_{j}+\left|b_{j}\right| T_{m}\right) .
\end{gathered}
$$

Then

$$
|\Lambda|>e^{-V}
$$

Proof. Given the parameters $T_{0}, \ldots, T_{m}, S_{0}, S_{1}$, we have defined in $\S 10.2 .4$ a connected algebraic subgroup $G^{-}$of codimension $n+1$ in $G=\mathbb{G}_{\mathrm{a}} \times \mathbb{G}_{\mathrm{m}}^{m}$, which is either $\{e\}$, or else a maximal obstruction subgroup.

Denote by $\mathcal{E}$ the set of tuples $\underline{T}^{\prime}=\left(T_{0}, T_{1}^{\prime}, \ldots, T_{m}^{\prime}\right) \in \mathbb{N}^{m+1}$ satisfying $1 \leq T_{i}^{\prime} \leq T_{i}$ for $1 \leq i \leq m$. Choose a lexicographic ordering on $\mathcal{E}$; the smallest element in $\mathscr{E}$ is $\left(T_{0}, 1, \ldots, 1\right)$ and the largest is $\left(T_{0}, T_{1}, \ldots, T_{m}\right)$. Consider the real valued mapping

$$
\begin{array}{ccc}
\mathcal{E} & \longrightarrow & \mathbb{R}_{>0} \\
\underline{T}^{\prime} & \longmapsto & \frac{\mathscr{H}\left(G ; \underline{T}^{\prime}\right)}{\mathscr{H}\left(G^{-} ; \underline{T}^{\prime}\right)}
\end{array}
$$

Let us check that for $\underline{T}^{\prime}=\left(T_{0}, 1, \ldots, 1\right)$ we have

$$
\frac{\mathscr{H}\left(G ;\left(T_{0}, 1, \ldots, 1\right)\right)}{\mathscr{H}\left(G^{-} ;\left(T_{0}, 1, \ldots, 1\right)\right)}<\binom{S_{0}+n}{n}\left(2 S_{1}+1\right) .
$$

If $n=0$, then $T_{e}\left(G^{-}\right)=\mathscr{W}$, hence $\beta_{0}=0, G_{0}^{-}=\mathbb{G}_{\mathrm{a}}$ and in this case

$$
\frac{\mathscr{H}\left(G ;\left(T_{0}, 1, \ldots, 1\right)\right)}{\mathscr{H}\left(G^{-} ;\left(T_{0}, 1, \ldots, 1\right)\right)} \leq(m+1)!2^{m}<2 S_{1}+1 .
$$

On the other hand, if $n \geq 1$, then

$$
\frac{\mathscr{H}\left(G ;\left(T_{0}, 1, \ldots, 1\right)\right)}{\mathscr{H}\left(G^{-} ;\left(T_{0}, 1, \ldots, 1\right)\right)} \leq(m+1)!2^{m} T_{0}<\left(S_{0}+1\right)\left(2 S_{1}+1\right) .
$$

From now on we denote by $\underline{T}^{\prime}$ the maximal element in $\mathcal{E}$ for which

$$
\frac{\mathscr{H}\left(G ; \underline{T}^{\prime}\right)}{\mathscr{H}\left(G^{-} ; \underline{T}^{\prime}\right)}<\binom{S_{0}+n}{n}\left(2 S_{1}+1\right) .
$$

In the case $G^{-}=\{e\}$, we have $\underline{T}^{\prime}=\underline{T}$ because

$$
\frac{\mathscr{H}(G ; \underline{T})}{\mathscr{H}(\{e\} ; \underline{T})}=(m+1)!2^{m} T_{0} T_{1} \cdots T_{m}<\binom{S_{0}+m}{m}\left(2 S_{1}+1\right) .
$$

Otherwise, $G^{-}$is an obstruction subgroup, and

$$
\frac{\mathscr{H}\left(G ; \underline{T}^{\prime}\right)}{\mathscr{H}\left(G^{-} ; \underline{T}^{\prime}\right)}<\binom{S_{0}+n}{n}\left(2 S_{1}+1\right) \leq \frac{\mathscr{H}(G ; \underline{T})}{\mathscr{H}\left(G^{-} ; \underline{T}\right)},
$$

which implies $\underline{T}^{\prime} \neq \underline{T}$. In this case there is at least one index $i \in\{1, \ldots, m\}$ such that, if we replace $T_{i}^{\prime}$ by $T_{i}^{\prime}+1$, we still get an element in $\mathcal{E}$ (which is larger than $\underline{T}^{\prime}$ ). Using Proposition 5.14, we deduce

$$
\frac{\mathscr{H}\left(G ; \underline{T^{\prime}}\right)}{\mathscr{H}\left(G^{-} ; \underline{T}^{\prime}\right)} \geq \frac{1}{2}\binom{S_{0}+n}{n}\left(2 S_{1}+1\right)
$$

Denote by $\mathcal{T}^{\prime}$ the set of tuples $\left(\tau ; t_{1}, \ldots, t_{m}\right)$ in $\mathbb{N} \times \mathbb{Z}^{m}$ satisfying the following properties:

- Firstly we have

$$
0 \leq \tau \leq T_{0} \quad \text { and } \quad\left|t_{i}\right| \leq T_{i}^{\prime} \quad \text { for } \quad 1 \leq i \leq m .
$$

- Further if $G_{0}^{-}=\mathbb{G}_{\mathrm{a}}$ then $\tau=0$.
- Furthermore

$$
y_{1}^{t_{1}} \cdots y_{m}^{t_{m}}=1
$$

for any $\underline{y} \in G_{1}^{-}$.
The number of elements of $\mathcal{T}^{\prime}$ will be denoted by $L^{\prime}$. From Lemma 10.10 we deduce

$$
L^{\prime} \geq \frac{1}{c} \cdot \frac{\left(T_{0}+1\right)\left(T_{1}^{\prime}+1\right) \cdots\left(T_{m}^{\prime}+1\right)}{\mathscr{H}\left(G^{-} ; \underline{T}^{\prime}\right)}
$$

where $c$ is the constant of Lemma 10.10 . Hence if $G^{-} \neq\{e\}$ we obtain

$$
L^{\prime} \geq m c_{2}\binom{(m+1) S_{0}+n}{n}\left(2 S_{1}+1\right) \quad \text { with } \quad c_{2}=\frac{1}{(m+1)!2^{m+1} m(m+1) c} .
$$

We deduce

$$
L^{\prime} \geq 2\binom{(m+1) S_{0}+n-1}{n-1} \frac{V}{\log E} .
$$

This last inequality is also true in case $G^{-}=\{e\}$, as shown by the assumption

$$
L \geq 2\binom{(m+1) S_{0}+m-1}{m-1} \frac{V}{\log E}
$$

Consider the matrix with $L^{\prime}$ rows :

$$
\boldsymbol{M}^{\prime}=\left(\widetilde{\gamma}_{\tau \underline{\underline{I}}}^{(\sigma s)}\right)_{\substack{(\underline{\tau}, \underline{1} \\(\underline{\sigma}, s)}}
$$

where ( $\tau, \underline{t}$ ) runs over the set $\mathcal{T}^{\prime}$, while ( $\underline{\sigma}, s$ ) runs over the set of tuples in $\mathbb{N}^{m} \times \mathbb{Z}$ satisfying $\|\underline{\sigma}\| \leq(m+1) S_{0}$ and $|s| \leq(m+1) S_{1}$ (recall the definition of $\tilde{\gamma}_{\tau \underline{t}}^{(\underline{s})}$ in § 10.2.1).

We are going to use Proposition 10.9 with

$$
\delta^{(1)}(z ; \tau)=\delta_{T_{0}^{\sharp}}(z ; \tau) \quad\left(0 \leq \tau \leq T_{0}\right)
$$

and

$$
\begin{aligned}
\left\{\delta^{(2)}(\underline{z} ; \sigma) ; 1 \leq \sigma \leq\binom{(m+1) S_{0}+m}{m}\right\} & = \\
& \left\{\frac{1}{\sigma_{0}!} z_{0}^{\sigma_{0}} \cdots z_{m-1}^{\sigma_{m-1}} ;\|\sigma\| \leq(m+1) S_{0}\right\}
\end{aligned}
$$

Notice that in the case where $\beta_{0}=0$, if $\mathcal{W}$ is the tangent space of an algebraic subgroup of $\mathbb{G}_{\mathrm{a}} \times \mathbb{G}_{\mathrm{m}}^{m}$ containing $\left(1, \alpha_{1}^{s}, \ldots, \alpha_{m}^{s}\right)$ for some $s \in \mathbb{Z}, s \neq 0$, then $\Lambda \in 2 \pi i \mathbb{Q}$ and then the conclusion of Theorem 10.12 is plain.

All hypotheses of Proposition 10.9 are satisfied; we deduce that $\boldsymbol{M}^{\prime}$ has rank $L^{\prime}$.
Let $\Delta$ be the determinant of a regular square $L^{\prime} \times L^{\prime}$ submatrix

$$
\left(\widetilde{\gamma}_{\tau-1}^{\left(\tilde{q}_{\mu} s_{\mu}\right)}\right)_{\substack{(\tau, 1) \in \mathcal{T}^{\prime} \\ 1 \leq \mu \leq L^{\prime}}}
$$

of $\boldsymbol{M}^{\prime}$. We are going to use Proposition 10.5 with $L, S_{0}$ and $S_{1}$ replaced respectively by $L^{\prime},(m+1) S_{0}$ and $(m+1) S_{1}$ for the following functions $\varphi_{1}, \ldots, \varphi_{L^{\prime}}$ :

$$
\varphi_{\tau \underline{t}}=\delta_{T_{0}^{\sharp}}\left(z_{0} ; \tau\right) e^{t \underline{t}} \quad(\tau, \underline{t}) \in \mathcal{T}^{\prime} .
$$

Define

$$
\begin{gathered}
\underline{\eta}^{\prime}=\left(1, \lambda_{1}, \ldots, \lambda_{m-1}, \lambda_{m}+\Lambda\right) \in \mathcal{W}, \quad \underline{\zeta}_{\mu}^{\prime}=s_{\mu} \underline{\eta}^{\prime} \quad\left(1 \leq \mu \leq L^{\prime}\right), \\
X=\mathbb{C} \underline{\eta}^{\prime}, \quad U=T_{e}\left(G^{-}\right), \\
\delta_{\tau \underline{t} \mu}=\widetilde{\gamma}_{\tau \underline{t}}^{\left(\sigma_{t} s_{\mu}\right)} \cdot \frac{1-e^{s_{\mu} t_{m} \Lambda}}{\Lambda}, \\
\epsilon=\Lambda, \quad \text { and } \quad M_{\tau \underline{t}}=c_{3} U \quad \text { for any } \quad(\tau, \underline{t}) \in \mathcal{T}^{\prime} .
\end{gathered}
$$

Let us check the hypotheses of Proposition 10.5. We have

$$
2\left((m+1) S_{0}+1\right) \log E+\log \left(2 L^{\prime}\right)+\max _{(\tau, t) \in \mathcal{J}^{\prime}} M_{\tau \underline{t}} \leq \frac{c_{1}}{4} \cdot U \leq \frac{V}{4} .
$$

We now split the proof by considering two cases.
In the general case, we define

$$
\varphi_{\tau \underline{t} \mu}=\mathscr{D}_{w}^{\frac{\sigma_{\mu}}{\omega}} \varphi_{\tau \underline{t}},
$$

so that we have

$$
\tilde{\gamma}_{\tau \underline{t}}^{\left(\sigma_{\mu} s_{\mu}\right)}=\varphi_{\tau \underline{t} \mu}\left(\underline{\zeta}_{\mu}^{\prime}\right)+\Lambda \delta_{\tau \underline{t} \mu} .
$$

We need to check

$$
\sup _{|z|=E} \max _{1 \leq \mu \leq L^{\prime}}\left|\varphi_{\tau \underline{t} \mu}\left(z \underline{\zeta}_{\mu}^{\prime}\right)\right| \leq e^{M_{\tau \underline{-}}} \quad \text { and } \quad \max _{1 \leq \mu \leq L^{\prime}}\left|\delta_{\tau \underline{t} \mu}\right| \leq e^{M_{\tau-}} .
$$

Here

$$
\varphi_{\tau \underline{t} \mu}\left(z \underline{\zeta}_{\mu}^{\prime}\right)=\sum_{\kappa=0}^{\sigma_{\mu 0}}\binom{\sigma_{\mu 0}}{\kappa} \delta_{T_{0}^{\sharp}}(s z ; \tau, \kappa)\left(t_{m} \beta_{0}\right)^{\sigma_{\mu 0}-\kappa}\left(\prod_{i=1}^{m-1}\left(t_{i}+t_{m} \beta_{i}\right)^{\sigma_{\mu i}}\right) e^{\left(t_{1} \lambda_{1}+\cdots+t_{m} \lambda_{m}\right) s z}
$$

For $|z|=E,\left|t_{i}\right| \leq T_{i}$ and $|s| \leq(m+1) S_{1}$ we have

$$
\log \left|e^{\left(t_{1} \lambda_{1}+\cdots+t_{m} \lambda_{m}\right) s z}\right| \leq(m+1) S_{1} E \sum_{i=1}^{m} T_{i}\left|\lambda_{i}\right| \leq m(m+1) U
$$

and (recall Lemma 9.8)

$$
\left|\delta_{T_{0}^{\sharp}}(s z ; \tau, \kappa)\right| \leq \kappa!e^{T_{0}+T_{0}^{\sharp}}\left(1+\frac{E(m+1) S_{1}}{T_{0}^{\sharp}}\right)^{T_{0}} .
$$

Since $\kappa \leq(m+1) S_{0}$ we have

$$
\kappa!\leq\left((m+1) S_{0}\right)^{(m+1) S_{0}} \leq\left(B_{2} S_{0}\right)^{(m+1) S_{0}} .
$$

Using the assumptions

$$
E^{1 / D} \leq B_{1}, \quad \frac{S_{1}}{T_{0}^{\sharp}} \leq B_{1}, \quad T_{0}^{\sharp} \leq \log B_{2} \leq U \quad \text { and } \quad E \geq e,
$$

we deduce, for $|z|=E$,

$$
\log \left|\delta_{T_{0}^{\sharp}}(s z ; \tau, \kappa)\right| \leq T_{0}+T_{0}^{\sharp}+2(m+1) S_{0} \log B_{2}+3 D T_{0} \log B_{1} \leq(2 m+7) U .
$$

Recall that $\mathrm{h}\left(\beta_{j}\right) \leq \log B_{2}$, hence $\left|\beta_{j}\right| \leq B_{2}^{D}$. Using only the assumption $T_{i} \leq B_{2}^{D}$, we bound

$$
\sum_{\kappa=0}^{\sigma_{\mu 0}}\binom{\sigma_{\mu 0}}{\kappa}\left|t_{m} \beta_{0}\right|^{\sigma_{\mu 0}-\kappa} \prod_{i=1}^{m-1}\left|t_{i}+t_{m} \beta_{i}\right|^{\sigma_{\mu i}}
$$

from above by

$$
\left(\max _{1 \leq i \leq m} T_{i}\right)^{(m+1) S_{0}}\left(1+\max _{0 \leq j \leq m}\left|\beta_{j}\right|\right)^{(m+1) S_{0}} \leq\left(2 B_{2}\right)^{2(m+1) D S_{0}} \leq e^{4(m+1) U} .
$$

The estimate $\left|\delta_{\tau_{\underline{t}} \mu}\right| \leq e^{M_{\tau t}}$ is proved in the same way: since

$$
\left|\delta_{\tau \underline{t} \mu}\right| \leq 2\left|s_{\mu} t_{m} \widetilde{\gamma}_{\tau \underline{t}}^{\left(\underline{\sigma}_{\mu} s_{\mu}\right)}\right|,
$$

it suffices to use the inequalities

$$
2\left|s_{\mu} t_{m}\right| \leq 2(m+1) S_{1} T_{m} \leq 2(m+1) U<e^{U} .
$$

Consider now the homogeneous rational case. Define rational numbers $q_{\sigma \kappa}$ ( $\sigma \geq \kappa \geq 0$ ) by

$$
\Delta(z ; \sigma)=\sum_{\kappa=0}^{\sigma} q_{\sigma \kappa} z^{\kappa} .
$$

Set

$$
\varphi_{\tau \underline{t} \mu}=\frac{1}{\sigma_{\mu 0}!} \sum_{\kappa_{1}=0}^{\sigma_{\mu 1}} \cdots \sum_{\kappa_{m-1}=0}^{\sigma_{\mu, m-1}} q_{\sigma_{\mu 1} \kappa_{1}} \cdots q_{\sigma_{\mu, m-1} \kappa_{m-1}} b_{m}^{\|\kappa\|-\sigma_{\mu 0}} D_{\bar{w}}^{\frac{\kappa}{\tau}} \varphi_{\tau \underline{t}},
$$

where $\underline{\kappa}$ stands for $\left(\sigma_{\mu 0}, \kappa_{1}, \ldots, \kappa_{m-1}\right) \in \mathbb{N}^{m}$. We have

$$
\varphi_{\tau \underline{t} \mu}\left(z \underline{\zeta}_{\mu}^{\prime}\right)=\frac{1}{\sigma_{\mu 0}!} \delta_{T_{0}^{\sharp}}\left(s z ; \tau, \sigma_{\mu 0}\right)\left(\prod_{i=1}^{m-1} \Delta\left(t_{i} b_{m}-t_{m} b_{i} ; \sigma_{\mu i}\right)\right) e^{\left(t_{1} \lambda_{1}+\cdots+t_{m} \lambda_{m}\right) s z} .
$$

Therefore

$$
\tilde{\gamma}_{\tau \underline{L}}^{\left(\underline{\sigma}_{\mu} s_{\mu}\right)}=\varphi_{\tau \underline{t} \mu}\left(\underline{\zeta}_{\mu}^{\prime}\right)+\Lambda \delta_{\tau \underline{t} \mu} .
$$

Let us check

$$
\sup _{|z|=E} \max _{1 \leq \mu \leq L^{\prime}}\left|\varphi_{\tau \underline{t} \mu}\left(z \underline{\zeta}_{\mu}^{\prime}\right)\right| \leq e^{M_{\tau \underline{t}}} .
$$

We have

$$
\begin{gathered}
\frac{(m+1) S_{1}}{T_{0}^{\sharp}}+1 \leq(m+1) B_{1}+1 \leq B_{1}^{m+1}, \\
1+\frac{\left|t_{i} b_{m}-t_{m} b_{i}\right|}{(m+1) S_{0}} \leq B_{2} \quad(1 \leq i \leq m-1),
\end{gathered}
$$

and

$$
e^{T_{0}+T_{0}^{\sharp}+(m+1) S_{0}} B_{1}^{(m+1) T_{0}} B_{2}^{(m+1) S_{0}} \leq e^{(3 m+5) U} .
$$

From Lemma 9.11 we deduce, for $|z|=E$,

$$
\frac{1}{\sigma_{\mu 0}!}\left|\delta_{T_{0}^{\sharp}}\left(s z ; \tau, \sigma_{\mu 0}\right)\right| \prod_{i=1}^{m-1}\left|\Delta\left(t_{i} b_{m}-t_{m} b_{i} ; \sigma_{\mu i}\right)\right| \leq e^{(3 m+5) U} .
$$

The estimate $\left|\delta_{\tau \underline{t} \mu}\right| \leq e^{M_{\tau \underline{t}}}$ also follows.
From Proposition 10.5 we deduce

$$
\text { either }|\epsilon| \leq e^{-V} \text { or else }|\Delta| \leq e^{-L^{\prime} V / 4} \text {. }
$$

On the other hand, we claim that Liouville's inequality (Proposition 3.14) yields $|\Delta|>e^{-L^{\prime} V / 4}$. The arithmetic estimates are similar to the analytic estimates, apart from the fact that we need to take into account the denominator $\nu\left(T_{0}^{\sharp}\right)^{S_{0}}$ and the degree $D$. This is the place in the proof where we need the assumption $B_{2} \geq e^{T_{0}^{\sharp}}$, and also $B_{2} \geq T_{i}$ in the general case.

Hence $|\Lambda|>e^{-V}$.

### 10.2.6 Second Proof of Theorem 9.1

Assume the hypotheses of Theorem 9.1 are satisfied. Without loss of generality we may assume also $\beta_{m} \neq 0$. Define $\beta_{i}^{\prime}=-\beta_{i} / \beta_{m}(0 \leq i \leq m)$ and $\Lambda^{\prime}=-\Lambda / \beta_{m}$. Our goal is to deduce from Theorem 10.12 a lower bound for $\left|\Lambda^{\prime}\right|$.

Let $N$ be a sufficiently large integer which depends only on $m$. Define

$$
\begin{gathered}
B_{1}=\left(E^{*}\right)^{N}, \quad B_{2}=B^{N}, \\
T_{0}^{\sharp}=\left[\log B_{2}\right], \quad S_{1}=\left[\frac{N^{2} D \log B_{2}}{\log E}\right], \\
U=N^{2 m+1} D^{m+2}\left(\log B_{1}\right)\left(\log B_{2}\right)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)(\log E)^{-m-1}, \\
T_{0}=\left[\frac{U}{D \log B_{1}}\right], \quad S_{0}=\left[\frac{U}{D \log B_{2}}\right], \\
T_{i}=\left[\frac{U}{D S_{1} \log A_{i}}\right] \quad(1 \leq i \leq m)
\end{gathered}
$$

and

$$
L=\left(T_{0}+1\right)\left(2 T_{1}+1\right) \cdots\left(2 T_{m}+1\right) .
$$

Notice that each of the parameters $T_{0}^{\sharp}, T_{0}, \ldots, T_{m}, S_{0}, S_{1}$ and $L$ is a (large) positive integer, because

$$
D \log B \geq \log E, \quad D \log E^{*} \geq \log E \quad \text { and } \quad D \log A_{i} \geq \log E .
$$

It is plain that the following hypotheses of Theorem 10.12 are satisfied:

$$
D T_{0} \log B_{1} \leq U, \quad D S_{0} \log B_{2} \leq U, \quad D S_{1} \max _{1 \leq i \leq m} T_{i} \log A_{i} \leq U
$$

Also, for sufficiently large $N$, we check

$$
S_{0} \geq 2(m+1) \max _{1 \leq i \leq m} T_{i} \quad \text { because } \quad \log A_{i} \geq \frac{1}{D} \log E
$$

and

$$
\left(S_{0}+1\right)\left(2 S_{1}+1\right)>(m+1)!2^{m} T_{0} \quad \text { because } \quad \log E^{*} \geq \frac{1}{D} \log E .
$$

Define $V=c_{1} U$ where $c_{1}$ is the constant occurring in Theorem 10.12. We plainly have (again for sufficiently large $N$ )

$$
V \leq c_{2} S_{0} S_{1} \log E .
$$

From the estimates

$$
L \geq\left(\frac{U}{D \log B_{2}}\right)^{m} \cdot \frac{U(\log E)^{m}}{N^{2 m} D^{m+1}\left(\log B_{1}\right)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)}
$$

and

$$
2\binom{S_{0}+m-1}{m-1} \cdot \frac{V}{\log E} \leq 2\left(\frac{U}{D \log B_{2}}\right)^{m} \cdot \frac{c_{1} D \log B_{2}}{\log E}
$$

using the definition of $U$, we deduce

$$
L \geq 2\binom{S_{0}+m-1}{m-1} \cdot \frac{V}{\log E}
$$

We also deduce the estimates

$$
\begin{array}{ll}
B_{1} \geq \frac{S_{1}}{T_{0}^{\sharp}} \quad \text { from the assumption } & E^{*} \geq \frac{D}{\log E} \\
B_{1} \geq E^{1 / D} & \text { from the assumption }
\end{array} E^{*} \geq E^{1 / D},
$$

and

$$
B_{2} \geq e^{T_{0}^{\sharp}}
$$

In the general case, we have, for $1 \leq i \leq m$,

$$
\begin{aligned}
T_{i} & \leq 4 N^{2 m} \cdot \frac{D \log E^{*}}{\log E} \prod_{j \neq i} \frac{D \log A_{j}}{\log E} \\
& \leq 4 N^{2 m} B^{m} \log B \\
& \leq B_{2}
\end{aligned}
$$

In the homogeneous rational case, we have

$$
\frac{T_{i}}{S_{0}} \leq \frac{\log E}{D \log A_{i}} \quad(1 \leq i \leq m)
$$

hence the assumption

$$
B \geq \frac{\log E}{D} \cdot \max _{1 \leq i<m}\left(\frac{\left|b_{m}\right|}{\log A_{i}}+\frac{\left|b_{i}\right|}{\log A_{m}}\right)
$$

yields

$$
B_{2} \geq \frac{1}{S_{0}} \max _{1 \leq i<m}\left(\left|b_{m}\right| T_{i}+\left|b_{i}\right| T_{m}\right) .
$$

From Theorem 10.12 we deduce $\left|\Lambda^{\prime}\right|>e^{-V}$, and the conclusion of Theorem 9.1 easily follows with $C(m)=N^{2 m+4}$.

### 10.3 Baker's Method with Auxiliary Function

Baker's method involving an auxiliary function has been developed in a collection of original papers (references are given in the comments on methods 1 and 2 in § 14.4.6). A few monographs include a description of this method: [W 1974], Chap. 8, [B 1975], Chap. 2 and 3, [L 1978], Chap. 8, 10, 11, [W 1979a], Lectures 4 and 5, [F 1982], Chap. 10, [Sp 1982], Chap. III and [FNe 1998], Chap. 4, § 1.

Here we outline the main points of this method.
One introduces an auxiliary function

$$
F(\underline{z})=P\left(z_{0}, e^{z_{1}}, \ldots, e^{z_{m}}\right),
$$

where $P \in K\left[X, Y_{1}^{ \pm 1}, \ldots, Y_{m}^{ \pm 1}\right]$ is a nonzero polynomial with coefficients in the number field $K=\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{0}, \ldots, \beta_{m}\right)$. This polynomial $P$ is constructed by means of Dirichlet's box principle. To be more precise, $P$ is not explicitly constructed, but the mere existence of $P$ is sufficient for the proof. One requires

$$
D_{\bar{w}}^{\frac{\sigma}{w}} P\left(s, s \lambda_{1}, \ldots, s \lambda_{m}\right)=0
$$

for $\underline{\sigma} \in \mathbb{N}^{m},\|\underline{\sigma}\| \leq S_{0}$ and $s \in \mathbb{Z},|s| \leq S_{1}$. Like in § 10.2.1,

$$
\mathcal{D}_{\underset{w}{\frac{\sigma}{w}}=\left(\frac{\partial}{\partial z_{0}}+\beta_{0} \frac{\partial}{\partial z_{m}}\right)^{\sigma_{\mu 0}} \cdots\left(\frac{\partial}{\partial z_{m-1}}+\beta_{m-1} \frac{\partial}{\partial z_{m}}\right)^{\sigma_{\mu m-1}} . . . . . . .} .
$$

To prove the existence of such a polynomial $P \neq 0$ of degree $\leq T_{0}$ in $X$ and degree $\leq T_{i}$ in $Y_{i}^{ \pm 1}$ amounts to show that a system with $\binom{S_{0}+m}{m}\left(2 S_{1}+1\right)$ equations and $\left(T_{0}+1\right)\left(2 T_{1}+1\right) \cdots\left(2 T_{m}+1\right)$ unknowns has a nontrivial solution. The unknowns are nothing else than the coefficients of $P$. The equations are homogeneous and linear, and they have their coefficients in $K$ (these coefficients are just entries of our interpolation matrix $\boldsymbol{M}$ in $\S 10.2$.1). The existence of $P$ is guaranteed as soon as $\binom{S_{0}+m}{m}\left(2 S_{1}+1\right)$ is larger than the number $L=\left(T_{0}+1\right)\left(2 T_{1}+1\right) \cdots\left(2 T_{m}+1\right)$. Assuming the quotient of these two numbers not only is larger than 1 , but is a little bit bigger, enables one to get a good control of the height of the coefficients of $P$ in $K$. This control is necessary for checking several estimates occurring in the proof. We shall not tell more on this point, since we only give a sketch, but is suffices to say that Thue-Siegel's Lemma (see § 4.5) is the clue.

The goal of the extrapolation process is to prove that

$$
\mathscr{D}_{\bar{w}}^{\sigma^{\prime}} P\left(s^{\prime}, s^{\prime} \lambda_{1}, \ldots, s^{\prime} \lambda_{m}\right)=0
$$

for further values of $\underline{\sigma}^{\prime} \in \mathbb{N}^{m}$ and $s^{\prime} \in \mathbb{Z}$, say $\left\|\underline{\sigma}^{\prime}\right\| \leq S_{0}^{\prime}$ and $\left|s^{\prime}\right| \leq S_{1}^{\prime}$. If we succeed to show that these equations hold with $S_{0}^{\prime}$ and $S_{1}^{\prime}$ sufficiently large, namely such that $\binom{S_{0}^{\prime}+m}{m}\left(2 S_{1}^{\prime}+1\right)$ is somewhat bigger than $L$, then we shall be in a position to apply Proposition 10.9 with $S_{0}, S_{1}$ replaced by $S_{0}^{\prime}, S_{1}^{\prime}$.

To begin with, assume for a while $\Lambda=0$. Define, for $\underline{\sigma} \in \mathbb{N}^{m}$,

$$
F_{\underline{\sigma}}(\underline{z})=D_{\bar{w}}^{\frac{\sigma}{w}} P\left(z_{0}, e^{z_{1}}, \ldots, e^{z_{m}}\right),
$$

where, as in § 10.2.1,

$$
\mathscr{D}_{\bar{w}}^{\frac{\sigma}{w}}=\prod_{i=0}^{m-1}\left(\frac{\partial}{\partial z_{i}}+\beta_{i} \frac{\partial}{\partial z_{m}}\right)^{\sigma_{\mu i}} .
$$

A fundamental remark of Baker's is that, for $\left\|\underline{\sigma}^{\prime}\right\| \leq S_{0} / 2$, the function of a single variable

$$
\varphi_{{\underline{q^{\prime}}}}(z)=F_{{\underline{\sigma^{\prime}}}^{\prime}}\left(z, z \lambda_{1}, \ldots, z \lambda_{m}\right)
$$

has a zero of multiplicity $\geq S_{0} / 2$ at each point $s \in \mathbb{Z}$ with $|s| \leq S_{1}$.
We check this assertion as follows. Define

$$
f_{{\underline{\sigma^{\prime}}}}\left(z_{0}, \ldots, z_{m-1}\right)=F_{\underline{\sigma}^{\prime}}\left(z_{0}, \ldots, z_{m-1}, \beta_{0} z_{0}+\cdots+\beta_{m-1} z_{m-1}\right) .
$$

Since $\Lambda=0$, we have on one hand

$$
\varphi_{{\underline{\sigma^{\prime}}}}(z)=f_{{\underline{\sigma^{\prime}}}^{\prime}}\left(z, z \lambda_{1}, \ldots, z \lambda_{m-1}\right),
$$

and on the other hand, for $\underline{\kappa} \in \mathbb{N}^{m}$,

$$
\begin{aligned}
& \mathscr{D}_{\underline{w}}^{\underline{\kappa}} F_{\underline{\sigma}^{\prime}}\left(z_{0}, \ldots, z_{m-1}, \beta_{0} z_{0}+\cdots+\beta_{m-1} z_{m-1}\right)= \\
& \quad\left(\frac{\partial}{\partial z_{0}}\right)^{\kappa_{0}} \cdots\left(\frac{\partial}{\partial z_{m-1}}\right)^{\kappa_{m-1}} f_{{\underline{\sigma^{\prime}}}^{\prime}}\left(z_{0}, \ldots, z_{m-1}\right) .
\end{aligned}
$$

The chain rule for derivatives of the composite of functions gives

$$
\left(\frac{d}{d z}\right)^{\sigma^{\prime \prime}} \varphi_{\underline{\sigma}^{\prime}}=\sum_{\|\underline{k}\|=\sigma^{\prime \prime}} \frac{\sigma^{\prime \prime}!}{\underline{\kappa}!} \lambda_{1}^{\kappa_{1}} \cdots \lambda_{m-1}^{\kappa_{m-1}} \varphi_{\underline{\sigma}^{\prime}+\underline{\kappa}} .
$$

By assumption

$$
\varphi_{{\underline{\sigma^{\prime}}}^{\prime} \underline{\kappa}}(s)=0 \quad \text { for } \quad\left\|\underline{\sigma}^{\prime}\right\| \leq \frac{S_{0}}{2}, \quad\|\underline{\kappa}\| \leq \frac{S_{0}}{2} \quad \text { and } \quad|s| \leq S_{1} .
$$

Hence for $\left\|\underline{\sigma}^{\prime}\right\| \leq S_{0} / 2$ we have

$$
\left(\frac{d}{d z}\right)^{\sigma^{\prime \prime}} \varphi_{\underline{\sigma}^{\prime}}(s)=0 \quad \text { for } \quad 0 \leq \sigma^{\prime \prime} \leq \frac{S_{0}}{2} \quad \text { and } \quad|s| \leq S_{1}
$$

which means that $\varphi_{\underline{q}^{\prime}}$ has a zero of multiplicity $\geq S_{0} / 2$ at each point $s \in \mathbb{Z}$ with $|s| \leq S_{1}$.

From Schwarz' Lemma for a function of a single variable (for instance the case $n=1$ of Proposition 4.7) we deduce an upper bound for $\left|\varphi_{\underline{\sigma}^{\prime}}\left(s^{\prime}\right)\right|$ when $s^{\prime} \in \mathbb{Z}$ satisfies $\left|s^{\prime}\right| \leq S_{1}^{\prime}$, and $S_{1}^{\prime}$ is larger than $S_{1}$.

We insist here that it is crucial to deal with a function $\varphi_{\underline{a}^{\prime}}(z)$ which depends only on a single variable. Proposition 4.7 would yield an upper bound for the maximum modulus of a function vanishing on a Cartesian product, but the points

$$
\left(s, s \lambda_{1}, \ldots, s \lambda_{m}\right) \quad\left(s \in \mathbb{Z},|s| \leq S_{1}\right)
$$

do not constitute a Cartesian product in $\mathbb{C}^{m+1}$. Due to the lack of a suitable Schwarz Lemma in several variables, one would not be able to perform a similar argument with the method of Chapters 6,7 and 9 when $m \geq 3$.

The assumption $\Lambda=0$ is good enough for the proof of Baker's transcendence results (Theorems 1.5 and 1.6), but not for the quantitative refinements. Assume now only that $|\Lambda|$ is small. One still deduces an upper bound for $\left|\varphi_{\underline{\sigma}^{\prime}}\left(s^{\prime}\right)\right|$, but Schwarz' Lemma needs to be replaced by an interpolation formula. The point is that the function $\varphi_{\sigma^{\prime}}(z)$ (of a single variable) takes small values at the points $s \in \mathbb{Z},|s| \leq S_{1}$, and its derivatives of order $\leq S_{0} / 2$ also. An interpolation formula provides an upper bound for the maximum modulus of such a function on a disc.

If the upper bound for $\left|\varphi_{\sigma^{\prime}}\left(s^{\prime}\right)\right|$ is sufficiently sharp, Liouville's estimate implies $\varphi_{\underline{q}^{\prime}}\left(s^{\prime}\right)=0$, which was our goal.

It is not difficult to work out the details of this proof; one obtains in this way another proof of Theorem 9.1.

By the way, all the proofs given in Chap. 2 can also be worked out by means of an auxiliary function in place of an interpolation determinant, along the same lines. The method with an auxiliary function is in fact the older one, and there are many references for it, like [Si 1949], [G 1952], [Sch 1957], [L 1966], [W 1974], [B 1975], [W 1979a] and [W 1979b].

The proof of Schneider-Lang's criterion in Chap. 4 involved also an auxiliary function, but the construction was slightly different: we did not consider a system of equations, because we did not require the auxiliary function to have many zeroes. In place, we used the universal auxiliary function provided by Proposition 4.10. More precisely this function was constructed so that its first derivatives at the origin have small absolute values, and then from an interpolation formula (Lemma 4.13, involving several variables, but a single point) we deduced an upper bound for the maximum modulus of the function on a large disc.

The transcendence proofs in Chapters 6, 7, 9 and 10 could also be given by means of an auxiliary function like the one of Proposition 4.10 (see [W 1991a]), but we do not know how to work out the transcendence proofs of Chapters 6,7 and 9 with an auxiliary function constructed to have many zeroes, as in Baker's extrapolation argument. There is no interpolation lemma, let alone Schwarz' Lemma, in several variables, which would be suitable for this purpose.

One of the main interests of Baker's extrapolation technique is the following: if one computes the value of $C(m)$ by means of the interpolation determinant method where there is no extrapolation, we find a much larger number than the one given by Proposition 9.18. Some explanation for this difference between the outputs of two methods will be given in $\S 14.4$ (we shall see that it seems mainly due to a lack of symmetry in the multiplicity estimate). However, using an auxiliary function and an extrapolation, a much smaller value for $C(m)$ can be achieved (see Theorems 10.20, $10.21,10.23$ and 10.24).

The idea is the following. Starting from the system of relations $F_{\sigma}(s)=0$ $\left(\|\underline{\sigma}\| \leq S_{0},|s| \leq S_{1}\right)$, we have explained how to deduce $F_{\underline{\sigma}^{\prime}}\left(s^{\prime}\right)=0$ for $\left\|\sigma^{\prime}\right\| \leq S_{0}^{\prime}$
and $\left|s^{\prime}\right| \leq S_{1}^{\prime}$, where $S_{0}^{\prime}=S_{0} / 2$, while $S_{1}^{\prime}$ is larger than $S_{1}$. It may be wise to repeat the argument and to get $F_{\sigma^{\prime}}\left(s^{\prime}\right)=0$ for $\left\|\sigma^{\prime}\right\| \leq S_{0}^{(j)}$ and $\left|s^{\prime}\right| \leq S_{1}^{(j)}$, where $S_{0}^{(j)}=S_{0} / 2^{j}$ and $S_{1}^{(j)}$ is larger than $S_{1}^{(j-1)}$. One cannot repeat this argument forever, since $S_{0}^{(j)}$ decreases ${ }^{17}$. But performing this extrapolation several times is better than just once if one is interested in getting a sharp estimate for $C(m)$.

The above mentioned smallest known numerical values for $C(m)$ are achieved by a slight modification of this argument. The extrapolation is performed not only on the integers $s \in \mathbb{Z}$, but also on some rational numbers, after H. M. Stark [St 1971]. Several attempts have been made, and the best results nowadays are obtained by using the numbers $s / q$ with $s=0, \pm 1, \pm 2, \ldots$, while $q$ is a fixed prime, say $q=2$. For this purpose a strong independence condition on $\alpha_{1}, \ldots, \alpha_{m}$ is introduced.

Definition. Dealing with $\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m}$, we shall say that Kummer's condition is satisfied if the field $K=\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{0}, \ldots, \beta_{m}\right)$ satisfies

$$
\begin{equation*}
\left[K\left(\sqrt{\alpha_{1}}, \ldots, \sqrt{\alpha_{m}}\right): K\right]=2^{m} . \tag{10.13}
\end{equation*}
$$

This condition implies that $\alpha_{1}, \ldots, \alpha_{m}$ generate a multiplicative subgroup of $K^{\times}$ of rank $\geq m-1$ (see Exercise 10.6).

Once a measure of linear independence is proved in the special case where (10.13) holds, a final descent enables one to remove it; see for instance [LoxV 1976], [B 1977], § 8, [L 1978], Chap. XI, § 5 and [W 1980].

Thanks to assumption (10.13), each relation $F_{\underline{\sigma}^{\prime}}\left(s^{\prime} / 2\right)=0$ can be decomposed into $2^{m}$ relations ${ }^{18}$ (recall that the coefficients of $P$ are in $K$ ). After performing a sufficiently large number of steps for this extrapolation, one finally applies the multiplicity estimate, which produces an algebraic subgroup $G^{*}$ of $G=\mathbb{G}_{\mathrm{a}} \times \mathbb{G}_{\mathrm{m}}^{m}$. There are mainly three ways to conclude the proof.
(1) The simplest one, used in [B 1977], [W 1980] and [Mat 1998] for instance (see Theorems $10.19,10.20$ and 10.24), consists in pushing the extrapolation process sufficiently far so that $G^{*}$ is trivial. The drawback of this approach is that one needs to assume $E^{*} \geq \log A_{i}$ for $1 \leq i \leq m-1$.
(2) In [PW 1988a] (see Theorem 10.21), one starts the proof by selecting, among the algebraic subgroups of $G$, an obstruction subgroup, say $G^{-}$, which is maximal among the $G^{*}$ which could be produced by the zero estimate. The whole construction of the auxiliary function is performed on $G / G^{-}$in place of $G$. This is just what we did in § 10.2.1.
(3) The argument of [Wü 1988] and [BWü 1993] (see Theorem 10.23) is basically the same, but it is introduced in a slightly different way, involving an inductive

[^15]process starting with the algebraic subgroup $G^{*}$ produced by the multiplicity estimate.

### 10.4 The State of the Art

It is not so easy to give a survey of known explicit measures of linear independence for logarithms of algebraic numbers, since different authors use different notation: normalization for the height, choice of parameters, assumptions differ from one text to another. We shall keep here the notation and assumptions of Theorem 9.1 and try to give an idea of the state of the art on this topic.

As before we refer to the general case for

$$
\Lambda=\beta_{0}+\beta_{1} \lambda_{1}+\ldots+\beta_{m} \lambda_{m}
$$

where $\beta_{i}$ and $\alpha_{j}=e^{\lambda_{j}}$ are algebraic numbers in a number field of degree $D$, and to the homogeneous rational case when $\beta_{0}=0$ and $\beta_{1}, \ldots, \beta_{m}$ are rational integers; in such a situation we write $b_{i}$ for $\beta_{i}$ so that

$$
\Lambda=b_{1} \lambda_{1}+\ldots+b_{m} \lambda_{m}
$$

Surveys dealing with measures of linear independence of logarithms are given in [B 1977], § 1, [FNe 1998], Chap. 4, § 1.1 and [Mat 1998].

We now discuss some of the recent refinements. We start with the dependence on the main parameters, namely $B$ and $A_{j}$, next we look at $D$ and $E$, and finally at $m$ and the absolute constant. To finish with we quote a few recent estimates.

### 10.4.1 Dependence on $B$ and $\boldsymbol{A}_{\boldsymbol{j}}$

The most natural parameters to measure the height of $\beta_{0}, \ldots, \beta_{m}$ are either

$$
\mathrm{h}\left(1: \beta_{0}: \cdots: \beta_{m}\right) \quad \text { or } \quad \max \left\{\mathrm{h}\left(\beta_{0}\right), \ldots, \mathrm{h}\left(\beta_{m}\right)\right\} .
$$

It does not make much difference to choose one or the other (cf. Exercise 3.3.a). In the homogeneous rational case, there is no harm to assume that the integers $b_{1}, \ldots, b_{m}$ are relatively prime, and then both quantities are nothing else than

$$
\log \max \left\{\left|b_{1}\right|, \ldots,\left|b_{m}\right|\right\}
$$

Theorem 9.1 includes Fel'dman's estimate [F 1968], which, by Lemma 1.8, is best possible in terms of the maximal heights of the $\beta_{j}$ :

$$
|\Lambda| \geq \exp \left\{-C \max \left\{1, \mathrm{~h}\left(\beta_{0}\right), \ldots, \mathrm{h}\left(\beta_{m}\right)\right\}\right\}
$$

where $C$ does not depend on $B$ (it depends only on $m, \lambda_{1}, \ldots, \lambda_{m}$ and $D$ ).

Apart from the condition $B \geq \log \max _{1 \leq i \leq m} A_{i}$ which occurs in the general case, the final result is optimal also in terms of each $A_{i}$ separately (see Exercise 10.5).

However one would expect that the product $(\log B)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)$ could be replaced by the sum $\log B+\log A_{1}+\cdots+\log A_{m}$ - see Conjectures 1.11 and 14.25 .

Let us now restrict the discussion to the homogeneous rational case until the end of § 10.4.1. For convenience define

$$
B_{0}=\max \left\{e,\left|b_{1}\right|, \ldots,\left|b_{m}\right|\right\} .
$$

The choice of the constant $e$ is not important, but one should not exclude the case where all $b_{i}$ are $\pm 1$. In fact one might assume that $B_{0}$ is large, otherwise Liouville's estimate is stronger than what we can prove via transcendence methods (see Remark 2 in § 7.1.1).

In spite of the fact that Fel'dman's result yields a best possible estimate in terms of $B_{0}$, namely $B_{0}^{-C}$, one can improve this lower bound by introducing a smaller parameter than $B_{0}$ : this is what we did in Theorem 9.1 with the number

$$
\begin{equation*}
\max _{1 \leq j \leq m-1}\left\{\frac{\left|b_{m}\right|}{\log A_{j}}+\frac{\left|b_{j}\right|}{\log A_{m}}\right\} . \tag{10.14}
\end{equation*}
$$

Feld'man's polynomials are the main tool which enables one to replace $B_{0}$ by (10.14) The introduction of this quantity (10.14) has the following origin. As we already pointed out in § 1.2 , the estimates we are studying have dramatic consequences in several diophantine problems, in particular to diophantine equations. Typically, one wishes to prove that some diophantine equation has no solution, apart from those which are already known. Assuming a contrario that there is a nontrivial solution, one produces a number

$$
\Lambda=b_{1} \lambda_{1}+\cdots+b_{m} \lambda_{m}
$$

which satisfies $0<|\Lambda| \leq e^{-\delta B_{0}}$ with some $\delta$ in the range $0<\delta \leq 1$. Usually the number $\lambda_{1}, \ldots, \lambda_{m}$ (in $\mathcal{L}$ ) and $\delta$ (in $\mathbb{R}$ ) are explicitly known, while $b_{1}, \ldots, b_{m}$ (in $\mathbb{Z}$ ) depend on the exceptional solution we started from. From this information one wishes to deduce an upper bound for $B_{0}$, and usually this restricts the exceptional solution to belong to some finite set. Once $B_{0}$ will be bounded, the rest of the proof consists in checking that the given equation has no nontrivial solution in the finite set: it is a finite problem - which does not mean that it is always trivial! But we do not address this issue here: our concern is only to deduce from $0<|\Lambda| \leq e^{-\delta B_{0}}$ an upper bound for $B_{0}$.

Any nontrivial lower bound for $|\Lambda|$ (like Theorem 1.9, which Gel'fond proved in fact for algebraic $\alpha$ 's in place of rational $a$ 's) will do. For instance, from Fel'dman's estimate $|\Lambda| \geq B_{0}^{-C}$ with $C=C\left(m, \lambda_{1}, \ldots, \lambda_{m}\right)$ we deduce

$$
\frac{B_{0}}{\log B_{0}} \leq \frac{C}{\delta} .
$$

Before Fel'dman's result was available, in part IV of [B 1966], A. Baker proved, under the hypothesis $0<|\Lambda| \leq e^{-\delta B_{0}}$, the upper bound

$$
B_{0}<\left(4^{m^{2}} \delta^{-1} D_{+}^{2 m} \log A\right)^{(2 m+1)^{2}},
$$

where $A=\max \left\{4, A_{1}, \ldots, A_{m}\right\}$ and $D_{+}=\max \{4, D\}$.
Such an estimate has been refined by N. I. Feld'man in [F 1968], and then by A. Baker in part II of [B 1972], who proved an estimate of the form

$$
\begin{equation*}
|\Lambda|>\left(\frac{\delta}{B_{m}}\right)^{C \log A_{m}} e^{-\delta B^{\prime}} \quad \text { for any } \delta \text { with } \quad 0<\delta \leq \frac{1}{2} \tag{10.15}
\end{equation*}
$$

with

$$
B^{\prime}=\max \left\{2,\left|b_{1}\right|, \ldots,\left|b_{m-1}\right|\right\}, \quad B_{m}=\max \left\{2,\left|b_{m}\right|\right\}
$$

and $C$ depends only on $m, D, A_{1}, \ldots, A_{m-1}$. Our Corollary 9.24, is a refinement of (10.15).

Using (10.15) with $\delta=1 / B_{0}$ yields

$$
\begin{equation*}
|\Lambda| \geq e^{-C\left(\log B_{0}\right)\left(\log A_{m}\right)} \tag{10.16}
\end{equation*}
$$

with another constant $C$ which depends also on $m, D, A_{1}, \ldots, A_{m-1}$. We already remarked that in terms of either $B_{0}$ or $A_{m}$, the measure (10.16) is best possible.

Another consequence of (10.15) is the following: assume $b_{m}=-1$ and $0<$ $|\Lambda| \leq e^{-\epsilon B_{0}}$ with $0<\epsilon \leq 1$. Taking $\delta=\epsilon / 2$, one deduces from (10.15)

$$
B \leq \kappa \log A_{m}
$$

where $\kappa$ depends only on $m, D, A_{1}, \ldots, A_{m-1}$ and $\epsilon$. The estimate (10.16) would yield only $B \leq \kappa\left(\log A_{m}\right)\left(\log \log A_{m}\right)$; hence (10.15) produces a sharper conclusion than (10.16).

The next step goes back to [LoxVMW 1987]. One remarks that for any $\lambda>0$, the minimum of the function $x \mapsto e^{-x} x^{\lambda}$ is obtained for $x=\lambda$, hence there is an optimal value for $\delta$ which minimizes the right hand side of (10.15). In fact it is slightly more efficient to look directly where this $\delta$ appears in Baker's proof and to optimize at this point. This is how we included this refinement into the final estimate for the homogeneous rational case by introducing the number (10.14) as in Theorem 9.1 (see also [W 1993], [Lau 1994], [LauMN 1995] and [Mat 1998] for instance).

Let us describe an example where the refinement from $B_{0}$ to (10.14) is relevant. The following result is Corollary 1 in [LauMN 1995]:

Theorem 10.17. Let $\lambda_{1}, \lambda_{2}$ be two elements in $\mathcal{L}$ and $b_{1}, b_{2}$ two rational integers such that $\Lambda=b_{1} \lambda_{1}+b_{2} \lambda_{2}$ is not zero. Define

$$
\alpha_{1}=e^{\lambda_{1}}, \quad \alpha_{2}=e^{\lambda_{2}} \quad \text { and } \quad D=\left[\mathbb{Q}\left(\alpha_{1}, \alpha_{2}\right): \mathbb{Q}\right] .
$$

Let $A_{1}, A_{2}$ and $B$ be positive real numbers satisfying

$$
\log A_{i}=\max \left\{h\left(\alpha_{i}\right), \frac{\left|\lambda_{i}\right|}{D}, \frac{1}{D}\right\} \quad(i=1,2)
$$

and

$$
B \geq e, \quad B \geq \frac{\left|b_{2}\right|}{D \log A_{1}}+\frac{\left|b_{1}\right|}{D \log A_{2}} .
$$

Then

$$
|\Lambda| \geq \exp \left\{-C D^{4}\left(\log A_{1}\right)\left(\log A_{2}\right)(\log B)^{2}\right\}
$$

Theorem 10.17 follows from Theorem 9.1 with $m=2, E=e$ and $E^{*}=B$ (the main result of [LauMN 1995] includes also a parameter $E$, but we do not need it here). The proof of [LauMN 1995] is very close to the proof in Chap. 7 of Theorem 7.1 (in the special case $m=2$, so that only functions of a single variable are needed), but it uses Lemma 7.15 in the same way as we did in Chap. 9 (that means, more efficiently than the estimates in Chap. 7 where we were content with $B_{0}$ ).

Also [LauMN 1995] includes a very small numerical value for the absolute constant $C$ : assuming the two algebraic numbers $\alpha_{1}, \alpha_{2}$ are multiplicatively independent and

$$
B \geq e^{21 / D},
$$

then the conclusion of Theorem 10.17 holds with $C=31$.
Using an idea of E. Bombieri in [Bo 1993] and [BoCoh 1997], worked out by Y. Bilu and Y. Bugeaud in [BilBu 2000], we deduce from Theorem 10.17 the following result of N. I. Fel'dman [F 1971] (see also [F 1982], Chap. 10, Th. 7.10, [Sp 1982], Chap. 3, Lemma 1.1 and [FNe 1998], Chap. 4, § 1.6, Theorem 4.18):

Corollary 10.18. Given positive integers $n$ and $D$, a real number $\delta$ in the range $0<\delta \leq 1$ and elements $\lambda_{1}, \ldots, \lambda_{n}$ in $\mathcal{L}$, there exists a positive constant $\kappa$ with the following property. Let $\lambda$ be an element of $\mathcal{L}$ and let $b_{1}, \ldots, b_{n}$ be rational integers. Define $\alpha=e^{\lambda}$,

$$
\Lambda=b_{1} \lambda_{1}+\cdots+b_{n} \lambda_{n}-\lambda,
$$

$$
\log A=\max \{e, h(\alpha),|\lambda|\} \quad \text { and } \quad B_{0}=\max \left\{2,\left|b_{1}\right|, \ldots,\left|b_{n}\right|\right\} .
$$

Assume $[\mathbb{Q}(\alpha): \mathbb{Q}] \leq D$ and

$$
0<|\Lambda| \leq e^{-\delta B_{0}} .
$$

Then

$$
B_{0} \leq \kappa \log A
$$

In case $n=1$ one may use directly Theorem 10.17 with

$$
b_{2}=-1, \quad \lambda_{2}=\lambda, \quad B=\max \left\{e, 1+\frac{B_{0}}{\log A}\right\}
$$

and deduce an upper bound for $B$.

Similarly, for $n \geq 2$ one might apply Corollary 9.24. But the point is that we want to deduce Corollary 10.18 from Theorem 10.17, (the latter involves only two logarithms).

Proof of Corollary 10.18. Given $n, D, \delta$ and $\lambda_{1}, \ldots, \lambda_{n}$, select a sufficiently large integer $M$. The main condition which will be required for $M$ is

$$
M(\log M)^{-2}>6 C \delta^{-1}\left(D_{0} D\right)^{4}\left(1+n \log A_{0}\right)^{2}
$$

where $C$ is the constant in Theorem 10.17,

$$
D_{0}=\left[\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{n}\right): \mathbb{Q}\right], \quad \log A_{0}=\max _{1 \leq i \leq n} \max \left\{e, h\left(\alpha_{i}\right),\left|\lambda_{i}\right|\right\}
$$

and $\alpha_{i}=e^{\lambda_{i}} \quad(1 \leq i \leq n)$.
Assume now $b_{1}, \ldots, b_{m}$ and $\lambda$ are such that $\Lambda \neq 0$ and

$$
B_{0}>M^{2 n+1}, \quad B_{0}>M^{n+1} \log A .
$$

Our goal is to prove $|\Lambda|>e^{-\delta B_{0}}$. This will plainly imply the conclusion of Corollary 10.18 with, say, $\kappa=M^{2 n+1}$.

Denote by $N$ the smallest integer satisfying

$$
N^{2} \geq B_{0} M^{2 n+1} \quad \text { and } \quad N \geq M^{n+1} \log A
$$

From our assumption on $B_{0}$ we deduce $B_{0} \geq N$.
Using Dirichlet's box principle (see § 15.2), we deduce that there exist rational integers $p_{0}, \ldots, p_{n}$ such that $1 \leq p_{0}<M^{n}$ and

$$
\max _{1 \leq i \leq n}\left|p_{0} \frac{b_{i}}{N}-p_{i}\right| \leq \frac{1}{M}
$$

Let $r \in \mathbb{Z}$ be the integer in the range

$$
\frac{N}{p_{0}} \leq r<\frac{N}{p_{0}}+1
$$

We have for $1 \leq i \leq n$

$$
\left|b_{i}-r p_{i}\right| \leq \frac{r}{M}+\frac{b_{i}}{r-1} \leq \frac{r}{M}+\frac{2 B}{r} .
$$

Since $p_{0} \leq M^{n}$ and $N^{2} \geq B_{0} M^{2 n+1}$ we have

$$
\frac{B_{0}}{r} \leq \frac{B_{0} p_{0}}{N} \leq \frac{B_{0} M^{n}}{N} \leq \frac{N}{M^{n+1}} \leq \frac{N}{p_{0} M} \leq \frac{r}{M},
$$

hence

$$
\left|b_{i}-r p_{i}\right| \leq \frac{3 r}{M} \quad \text { and } \quad\left|p_{i}\right| \leq \frac{\left|b_{i}\right|}{r}+\frac{3}{M} \leq \frac{2 B_{0}}{r} .
$$

From $N>M^{n+1} \log A$ we deduce

$$
\frac{r}{M} \geq \frac{N}{M^{n+1}} \geq \log A
$$

Define

$$
\tilde{\lambda}_{1}=\sum_{i=1}^{n} p_{i} \lambda_{i}, \quad \tilde{\lambda}_{2}=\sum_{i=1}^{n}\left(b_{i}-r p_{i}\right) \lambda_{i}+\lambda,
$$

so that $\Lambda=r \tilde{\lambda}_{1}+\tilde{\lambda}_{2}$, and set

$$
\log \widetilde{A}_{1}=\frac{2 B_{0}}{r} \cdot n \log A_{0} \quad \text { and } \quad \log \tilde{A}_{2}=\frac{r}{M}\left(1+3 n \log A_{0}\right)
$$

Since $\log \widetilde{A}_{1} \geq 1$ and $\log \widetilde{A}_{2} \geq 2 r / M$, we have

$$
\frac{1}{\log \widetilde{A}_{1}}+\frac{r}{\log \widetilde{A}_{2}} \leq M
$$

Hence we may use Theorem 10.17 with

$$
\lambda_{1}, \quad \lambda_{2}, \quad b_{1}, \quad b_{2}, \quad D, \quad A_{1}, \quad A_{2}, \quad B,
$$

replaced respectively by

$$
\tilde{\lambda}_{1}, \quad \tilde{\lambda}_{2}, \quad r, \quad 1, \quad D_{0} D, \quad \tilde{A}_{1}, \quad \tilde{A}_{2}, \quad M .
$$

We deduce

$$
\begin{aligned}
|\Lambda| & \geq \exp \left\{-C\left(D_{0} D\right)^{4}\left(\log \widetilde{A}_{1}\right)\left(\log \widetilde{A}_{2}\right)(\log M)^{2}\right\} \\
& \geq \exp \left\{-C\left(D_{0} D\right)^{4} \cdot \frac{2 B_{0}}{r} \cdot\left(n \log A_{0}\right) \cdot \frac{r}{M} \cdot\left(1+3 n \log A_{0}\right)(\log M)^{2}\right\} \\
& >e^{-\delta B_{0}} .
\end{aligned}
$$

Among the applications of Corollary 10.18 is Fel'dman's improvement of Liouville's Theorem 1.1 (see for instance [Sp 1982], Chap. V, § 5 and [FNe 1998], Chap. 4, § 2.2):

- For any algebraic number $\alpha$ of degree $d \geq 3$, there exists two positive numbers $c$ and $\eta$, which are explicitly known, such that, for any $p / q \in \mathbb{Q}$,

$$
\left|\alpha-\frac{p}{q}\right|>\frac{c}{q^{d-\eta}} .
$$

It is a remarkable fact that Gel'fond knew how to deduce such a result from Corollary 10.18, and he also knew how to derive effective measures of linear independence for two logarithms; but his measures involved $B_{0}$, and not (10.14) like in Theorem 10.17 !

### 10.4.2 The Degree $D$

The degree $D$ has not been considered as an important parameter at the early stage of the subject (apart for questions dealing with transcendence measures). The first papers who achieved a strong dependence in $D$ involved Schneider's method for two logarithms [MiW 1978], thanks to the systematic use of Weil's absolute logarithmic height. However Baker's method also yields the best known estimate in this respect, namely $D^{m+2}$ (see Theorem 10.20). One should insist that the dependence on $D$ depends strongly on the choice of the height: we recall that here the parameters $A_{i}$ and $B$ are defined by means of Weil's absolute logarithmic height, as in Theorems 7.1 and 9.1.

### 10.4.3 The Parameter $E$

The idea of introducing the parameter $E$ in [MiW 1978] arose from a work by T. N. Shorey [Sho 1974] who got very sharp estimates when the algebraic numbers $\alpha_{i}$ are close to 1 . This happens in several applications, especially to some problems related to prime number theory. Two examples are Mignotte's paper A note on the equation $a x^{n}-b y^{n}=c$, Acta Arith. 75 (1997), 287-295 and the paper by Bennett and de Weger On the diophantine equation $\left|a x^{n}-b y^{n}\right|=1$, Math. Comp. 67 (1998), 413-438.

This parameter has been incorporated in Baker's method in [W 1980], and used also in [PW 1988a] and [BlaGMMS 1990] (see Theorem 10.20 and 10.21). It is useful not only when the $\left|\log \alpha_{i}\right|$ are very small, but even when they are not too large. In particular it plays an important role for getting sharp transcendence measures [W 1978].

There is a limitation for $E$ : for an algebraic number $\alpha \neq 1$ of degree $\leq D$, and for $A \geq e$ satisfying $\log A \geq \mathrm{h}(\alpha)$, Liouville's estimate (§ 3.5) yields

$$
|\alpha-1| \geq 2^{1-D} A^{-D}
$$

hence any logarithm $\lambda$ of $\alpha$ has $|\lambda| \geq(2 A)^{-D}$. On the other hand an extreme case where $E$ can be chosen quite large is given in Exercise 10.4.

This parameter turns out to be quite important in the work of E. Matveev [Mat 1998] for getting a sharp dependence on the number $m$ of logarithms. Also we shall see examples in Chap. 14 where $E$ plays a fundamental role for the dependence on the degree. For instance without the introduction of $E$ the dependence on the degree $D$ in the measure of simultaneous approximation for the two numbers $2^{\sqrt[3]{2}}$ and $2^{\sqrt[3]{4}}$ in § 14.1.3 would not be sharp enough to yield Gel'fond's result of algebraic independence of these two numbers in $\S 15.3 .2$. It is interesting to notice here that the $p$-adic analog of this algebraic independence result is not yet proved, and the main reason for that is the fact that $E$ cannot be chosen large enough in the $p$-adic case. A $p$-adic analog of the parameter $E$ has been obtained by Y. Bugeaud [Linear forms in p-adic logarithms and the Diophantine equation $\frac{x^{n}-1}{x-1}=y^{q}$, Math. Proc. Cambridge Phil. Soc., (1999) 127, 373-381]; notice however that this improvement
does not yield so spectacular results as in the Archimedean case and is useful only in some (very) particular cases.

### 10.4.4 The Number $\boldsymbol{m}$ of Logarithms

The number $C(m)$ occurring in the conclusion of Theorem 9.1 depends only on the number $m$ of logarithms.

In the early 70's, the estimates obtained by Baker and Stark for instance (in connection with Gauss' class number problem, which they solved for imaginary quadratic fields with class number one and two) involved a function $C(m)$ which grows like the exponential of $m^{2}$ (one should say that the rest of the estimate was not as sharp as it is now in Theorem 9.1, but this is a different issue). An improvement of this value of $C(m)$ has been achieved by T. N. Shorey [Sho 1976], who got $C(m)=m^{c m}$ for some absolute constant $c$ by introducing small steps in Baker's inductive argument. J. H. Loxton and A. J. van der Poorten [LoxV 1976] have shown that $c$ can be replaced by $2+\epsilon(m)$ with $\epsilon(m) \rightarrow 0$ as $m \rightarrow \infty$, and even by $1+\epsilon(m)$ under Kummer's condition (10.13).

In [W 1980] (see Theorem 10.20), it was shown that in the final estimate one needs only $m^{m} c^{m}$ under Kummer's condition (10.13), $m^{2 m} c^{m}$ without any Kummer's condition (here $c$ is an absolute constant with $c>1$ ). More precisely, the final descent costs $c^{m} m^{m}$ for the constant $C(m)$.

Using Matveev's arguments in [Mat 1998] (Theorem 10.24) one should be able to prove that the number $C(m)$ in Theorem 9.1 may be replaced by $c^{m}$ under Kummer's condition. Hence in that case the main dependence on $m$ will arise from the product $\log A_{1} \cdots \log A_{m}$.

Also one expects Theorem 9.1 holds with $C(m)=c^{m} m^{m}$ without Kummer's condition. However one should be careful here: removing hypothesis (10.13) requires to measure the height of the coefficients with the parameter $B_{0}$ and not with (10.14). Furthermore, this final descent introduces $\max \left\{B_{0}, \log A_{m}\right\}$ in place of $B_{0}$ in the estimate.

One conjectures that Theorem 9.1 holds with $C(m)=c^{m}$ without any further assumption like (10.13), but this is still an open problem.

### 10.4.5 The Numerical Constant

Computation of the numerical value of the constants appearing in the final estimates are particularly significant for applications, and several works have been devoted to get sharp estimates. The first completely explicit measure of linear independence of logarithms is due to A. Schinzel [S 1967] for two logarithms and to A. Baker [B 1966] for $m$ logarithms. Considerable improvements have been obtained later, motivated by the wide range of applications. Not all the arguments have been explained here. For instance Blaschke factors (see Exercise 4.3) have proved to be very efficient in this respect (see [MiW 1978] and [BWü 1993], § 18).

The smallest numerical constants so far occurring in the final estimate for two logarithms are given in [LauMN 1995] (an example is given in Theorem 10.17), for three logarithms in [BeBGMS 1997] (there is also some unpublished work by P. Voutier dealing with the case $m=3$ ), and for $m$ logarithms in [Mat 1998].

### 10.4.6 A Sample of Recent Estimates

We quote some linear independence measures from the literature. Each of the six theorems below refers to a text where a completely explicit estimate is provided. But the notation and assumptions (for $A_{1}, \ldots, A_{m}, B$ for instance) differ from one text to another. Here we use the same notation for all of the six results, but we do not give a numerical value for the absolute constant $C$. We insist that the results we quote are only consequences of the original statements, and we recommend the interested reader to see the corresponding paper for a more precise result.

Let $m \geq 1$ be a positive integer, $\alpha_{1}, \ldots, \alpha_{m}$ nonzero algebraic numbers, $\beta_{0}, \ldots, \beta_{m}$ algebraic numbers, $\lambda_{1}, \ldots, \lambda_{m}$ logarithms of $\alpha_{1}, \ldots, \alpha_{m}$ respectively, $D$ the degree over $\mathbb{Q}$ of the number field

$$
\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{0}, \ldots, \beta_{m}\right)
$$

Assume that the number

$$
\Lambda=\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m}
$$

is nonzero. As before, in the homogeneous rational case where $\beta_{0}=0$ and $\beta_{i} \in \mathbb{Z}$, we write $\beta_{i}=b_{i}$ and

$$
\Lambda=b_{1} \lambda_{1}+\cdots+b_{m} \lambda_{m}
$$

Let $A_{1}, \ldots, A_{m}, B, E$ and $E^{*}$ be positive numbers with $E \geq e$ and

$$
\log A_{i}=\max \left\{h\left(\alpha_{i}\right), \frac{E}{D}\left|\lambda_{i}\right|, \frac{\log E}{D}\right\} \quad(1 \leq i \leq m)
$$

Theorem 10.19 [B 1977]. Assume $\lambda_{i}=\log \alpha_{i}(1 \leq i \leq m)$, where the logarithms have their principal values. Assume also $A_{i} \geq e$. Define

$$
E=e \quad \text { and } \quad E^{*}=\max \left\{e, \log A_{1}, \ldots, \log A_{m-1}\right\} .
$$

In the general case, assume B satisfies

$$
\log B \geq \max _{0 \leq i \leq m} \mathrm{~h}\left(\beta_{i}\right) \quad B \geq E^{*} \quad \text { and } \quad B \geq \log A_{m}
$$

In the homogeneous rational case, define

$$
B=\max \left\{2,\left|b_{1}\right|, \ldots,\left|b_{m}\right|\right\}
$$

Then

$$
|\Lambda| \geq \exp \left\{-C^{m} m^{200 m} D^{200 m}\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)(\log B)\left(\log E^{*}\right)\right\} .
$$

This result, which is a consequence of Theorem 9.1 (taking Proposition 9.18 into account), includes most of the known results in 1977, apart from some already quoted (in § 10.4.1) refinements in the homogeneous rational case, providing an upper bound for $B$ under the assumption $|\Lambda|<e^{-\delta B}$ for some $\delta$ in the range $0<\delta \leq 1$.

Theorem 10.20* [W 1980]. Define

$$
E^{*}=\max \left\{E, D, \log A_{1}, \ldots, \log A_{m-1}\right\}
$$

and assume

$$
\log B \geq \max _{0 \leq i \leq m} \mathrm{~h}\left(\beta_{i}\right), \quad B \geq E^{*} \quad \text { and } \quad B \geq \log A_{m}
$$

Then

$$
|\Lambda| \geq \exp \left\{-C^{m} m^{2 m} D^{m+2}\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)(\log B)\left(\log E^{*}\right)(\log E)^{-m-1}\right\} .
$$

This is almost a consequence of Theorem 9.1: only the constant $C(m)$ in Theorem 9.1 is replaced here by $C^{m} m^{2 m}$.

Moreover, in the case where Kummer's condition (10.13) is satisfied, one may replace $m^{2 m}$ by $m^{m}$ in the conclusion of Theorem 10.20.

Theorem 10.21* [PW 1988a]. Define $E^{*}=\max \{E, D\}$ and assume

$$
\begin{gathered}
\log A_{j} \geq \frac{m}{D} \log E, \quad(1 \leq j \leq m) \\
\log B \geq \max _{0 \leq i \leq m} \mathrm{~h}\left(\beta_{i}\right) \quad \text { and } \quad B \geq \max \left\{E^{*}, \log A_{1}, \ldots, \log A_{m}\right\} .
\end{gathered}
$$

Then

$$
|\Lambda| \geq \exp \left\{-C^{m} m^{2 m} D^{m+2}\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)(\log B)\left(\log E^{*}\right)(\log E)^{-m-1}\right\}
$$

This result is Theorem 2.1 of [PW 1988a] and refers to the general case (as does Theorem 10.20). Here also, when Kummer's condition (10.13) holds, one may replace $m^{2 m}$ by $m^{m}$.

The conclusions of Theorems 10.20 and 10.21 are the same, but the term $\log E^{*}$ is smaller in Theorem 10.21.

A similar statement has been proved by G. Wüstholz in [Wü 1988]: he removes the factor $\log E^{*}$ in the conclusion of Theorem 10.19 (assuming $\beta_{0}=0$ ).

A sharp estimate for the numerical value of the constant $C$ in Theorem 10.21 is given in part I of [BlaGMMS 1990].

From now on we assume that we are in the homogeneous rational case.
A refinement of Theorem 10.21 is provided in Theorem 2.2 of [PW 1988a], but the dependence of the final constant in terms of $m$ is not explicitly given. This refinement reads as follows:

- Define $E^{*}=\max \{E, D\}$ and assume $b_{m} \neq 0$,

$$
B \geq e, \quad B \geq E^{1 / D} \quad \text { and } \quad B \geq \max _{1 \leq j \leq m-1}\left\{\frac{\left|b_{m}\right|}{\log A_{j}}+\frac{\left|b_{j}\right|}{\log A_{m}}\right\}
$$

Then

$$
|\Lambda| \geq \exp \left\{-C(m) D^{m+2}\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)(\log B)\left(\log E^{*}\right)(\log E)^{-m-1}\right\}
$$

where $C(m)$ depends only on $m$.
(This is a consequence of Theorem 9.1).
In part II of [BlaGMMS 1990], an explicit value for this constant $C(m)$ is computed, but only under additional restrictions: the authors assume

$$
B \geq \max \left\{E^{*}, \log A_{1}, \ldots, \log A_{m}\right\}
$$

and they also assume that Kummer's condition (10.13) is satisfied.
Theorem 10.22 [W 1993]. Assume $b_{m} \neq 0$,

$$
E^{*} \geq E^{1 / D}, \quad E^{*} \geq \frac{D}{\log E}
$$

and

$$
B \geq E^{*}, \quad B \geq \max _{1 \leq j \leq m-1}\left\{\frac{\left|b_{m}\right|}{\log A_{j}}+\frac{\left|b_{j}\right|}{\log A_{m}}\right\}
$$

Then

$$
|\Lambda| \geq \exp \left\{-C^{m} m^{3 m} D^{m+2}\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)(\log B)\left(\log E^{*}\right)(\log E)^{-m-1}\right\}
$$

A proof of Theorem 10.22 has been given in Chap. 9, using interpolation determinants. In [W 1993] the proof uses an auxiliary function, and for this reason the conclusion is (very marginally) weaker: either the stated lower bound for $|\Lambda|$ holds, or else

$$
|\Lambda| \geq \exp \left\{-C^{m} m^{3 m} D^{2} \log A\right\}
$$

where $A=\max \left\{A_{1}, \ldots, A_{m}\right\}$.
Theorem 10.23* [BWü 1993]. Define

$$
E=e, \quad E^{*}=e D \quad \text { and } \quad B=\max \left\{\left|b_{1}\right|, \ldots,\left|b_{m}\right|, e^{1 / D}\right\}
$$

Then

$$
|\Lambda| \geq \exp \left\{-C^{m} m^{2 m} D^{m+2}\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)(\log B)\left(\log E^{*}\right)\right\} .
$$

Theorem 10.24* [Mat 1998]. Assume $b_{m} \neq 0$ and $E=e$. Assume further that Kummer's condition (10.13) is satisfied. Define

$$
E^{*}=\max \left\{e, D, \log A_{1}, \ldots, \log A_{m-1}\right\}
$$

and assume furthermore

$$
B \geq e, \quad B \geq \max _{1 \leq j \leq m} \frac{\left|b_{j}\right| \log A_{j}}{\log A_{m}} .
$$

Then

$$
|\Lambda| \geq \exp \left\{-C^{m} D^{m+2}\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)(\log B)\left(\log E^{*}\right)\right\} .
$$

In [Y 1998], Yu Kunrui proves $p$-adic estimates which may be considered as ultrametric analogues to the results of [BWü 1993] and [Mat 1998].

## Exercises

## Exercise 10.1.

a) Let $K$ be an algebraically closed field of zero characteristic and $\beta_{1}, \ldots, \beta_{m-1}$ elements of $K$ such that $1, \beta_{1}, \ldots, \beta_{m-1}$ are linearly independent over $\mathbb{Q}$. On the ring $K\left[X_{1}^{ \pm 1}, \ldots, X_{m}^{ \pm 1}\right]$, introduce derivative operators by

$$
\mathscr{D}_{i}=X_{i} \frac{\partial}{\partial X_{i}}+\beta_{i} X_{m} \frac{\partial}{\partial X_{m}} \quad(1 \leq i \leq m-1)
$$

and, for $\underline{\sigma} \in \mathbb{N}^{m-1}$,

$$
\mathscr{D}^{\underline{\sigma}}=\mathscr{D}_{1}^{\sigma_{1}} \cdots \mathscr{D}_{m-1}^{\sigma_{m-1}} .
$$

Let $m \geq 2$ be an integer, $\alpha_{1}, \ldots, \alpha_{m}$ nonzero elements of $K$ which generate a multiplicative subgroup of $K^{\times}$of rank $\geq m-1$. Let $T, S_{0}, S_{1}$ be positive integers satisfying

$$
S_{0} \geq 2 m T, \quad\left(S_{0}+1\right)\left(2 S_{1}+1\right)>m!(m-1)!2 T
$$

and

$$
S_{0}^{m-1}\left(2 S_{1}+1\right)>m!(m-1)!(2 T)^{m}
$$

For $\underline{t} \in \mathbb{Z}^{m}, \underline{\sigma} \in \mathbb{N}^{m-1}$ and $s \in \mathbb{Z}$, define $\gamma_{\underline{-}}^{(\underline{\sigma})} \in K$ as the value, at the point

$$
\left(\alpha_{1}^{s}, \ldots, \alpha_{m}^{s}\right) \in\left(K^{\times}\right)^{m},
$$

of the polynomial

$$
D^{\underline{\sigma}}\left(X_{1}^{t_{1}} \cdots X_{m}^{t_{m}}\right) \in K\left[X_{1}^{ \pm 1}, \ldots, X_{m}^{ \pm 1}\right] .
$$

Consider the following matrix:

$$
\boldsymbol{M}=\left(\gamma_{\underline{t}}^{(\underline{\sigma})}\right)_{\underset{(\underline{\sigma}-s)}{\underline{-}}}
$$

where the index of rows $\underline{t}$ runs over the elements in $\mathbb{Z}^{m}$ with $|\underline{t}| \leq T$, while the index of columns ( $\underline{\sigma}, s$ ) runs over the elements of $\mathbb{N}^{m-1} \times \mathbb{Z}$ with $\|\underline{\sigma}\| \leq m S_{0}$ and $|s| \leq m S_{1}$.

Using Theorem 8.1, show that the matrix $\boldsymbol{M}$ has rank $(2 T+1)^{m}$.
b) Let $\lambda_{1}, \ldots, \lambda_{m}, \beta_{1}, \ldots, \beta_{m-1}$ be complex numbers, with $m \geq 2,\left(\lambda_{1}, \ldots, \lambda_{m}\right) \neq(0, \ldots, 0)$ and $1, \beta_{1}, \ldots, \beta_{m-1}$ linearly independent over $\mathbb{Q}$. Assume

$$
\lambda_{m}=\beta_{1} \lambda_{1}+\cdots+\beta_{m-1} \lambda_{m-1} .
$$

Let $E \geq e$ be a real number and $T, S_{0}, S_{1}, L$ be four integers, all greater than one, satisfying

$$
L=(2 T+1)^{m}, \quad S_{0} \geq 2(m!)^{2} T, \quad T \geq 8 m^{2}
$$

and

$$
S_{0}^{m-1} S_{1}>2^{m}(m!)^{2} T^{m}
$$

Using a) with $K=\mathbb{C}$ and $\alpha_{i}=e^{\lambda_{i}}$, show that there exists a polynomial $f$ in $\mathbb{Z}\left[\mathrm{X}_{1}^{ \pm 1}, \ldots, \mathrm{X}_{m}^{ \pm 1}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{m-1}\right]$ satisfying

$$
\operatorname{deg} f \leq m L\left(m(T+1) S_{1}+S_{0}\right), \quad \mathrm{L}(f) \leq L!(2 T)^{m L S_{0}}
$$

and

$$
\begin{aligned}
& 0<\left|f\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{1}, \ldots, \beta_{m-1}\right)\right| \leq \\
& \quad \exp \left\{-\frac{1}{3} L^{1+(1 /(m-1))} \log E+L\left(m S_{0} \log (T E)+c_{0} S_{0}+c_{0} T S_{1} E\right)\right\}
\end{aligned}
$$

where

$$
c_{0}=\max \left\{m \log \max _{1 \leq i \leq m-1}\left(1+\left|\beta_{i}\right|\right) ; 1+m\left(\left|\lambda_{1}\right|+\cdots+\left|\lambda_{m}\right|\right)\right\} .
$$

c) From b), using Lemmas 1.7 and 2.1, deduce Baker's Homogeneous Theorem 1.5.

## Exercise 10.2.

a) Under the assumptions of Proposition 10.3, compute an explicit positive number $\epsilon$ such that, for each $\underline{\theta} \in\left(\mathbb{C}^{\times}\right)^{m} \times \mathbb{C}^{m}$ satisfying

$$
\max _{1 \leq i \leq m}\left|\theta_{i}-\alpha_{i}\right| \leq \epsilon \quad \text { and } \quad \max _{0 \leq i \leq m-1}\left|\theta_{m+i}-\beta_{i}\right| \leq \epsilon
$$

there exists a polynomial $f$ satisfying the conclusion of Proposition 10.3 with the number

$$
f\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{0}, \ldots, \beta_{m-1}\right)
$$

replaced by $f(\underline{\theta})$.
b) Deduce an explicit measure of linear independence for logarithms of algebraic numbers.
c) Extend the result in a) including multiplicities and deduce an improved estimate for b).

Hint. Compare with Exercise 15.4.

Exercise 10.3. Let $\lambda_{1}, \ldots, \lambda_{m}$ be complex numbers and $\beta_{1}, \ldots, \beta_{m}$ algebraic numbers such that

$$
\Lambda=\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m} \neq 0
$$

For $i=1, \ldots, n$ define $\alpha_{i}=e_{i}^{\lambda}$ and $A_{i}=\max \left|\lambda_{i}\right|$. Let $D$ be the degree of a number field containing $\beta_{1}, \ldots, \beta_{m}$. Define $B$ by

$$
\log B=\max _{1 \leq i \leq m} \mathrm{~h}\left(\beta_{i}\right)
$$

Assume that there exists an algebraic subgroup $G^{*}$ of $\mathbb{G}_{\mathrm{m}}^{m}$, defined by equations of degree $\leq L$, and a positive integer $s \geq 1$, such that

$$
\left(\alpha_{1}^{s}, \ldots, \alpha_{m}^{s}\right) \in G^{*} \quad \text { and } \quad T_{e}\left(G^{*}\right) \subset\left\{\underline{z} \in \mathbb{C}^{m} ; \beta_{1} z_{1}+\cdots+\beta_{m} z_{m}=0\right\}
$$

Check

$$
|\Lambda| \geq \exp \left\{-m D \log B-m D \log (m L)-\log \left(m^{2} A s\right)\right\}
$$

Hint. See Lemma 3.7 of [PW 1988a].

Exercise 10.4. For any integer $m \geq 2$, show the existence of a number $c(m)>0$ with the following property.

Let $\alpha_{1}, \ldots, \alpha_{m}$ be nonzero algebraic numbers in a number field of degree $\leq D$ and $b_{1}, \ldots, b_{m}$ rational integers such that $\alpha_{1}^{b_{1}} \cdots \alpha_{m}^{b_{m}} \neq 1$. Let $A, B$ and $\kappa$ be positive real numbers with $A \geq e, B \geq e$ and $0<\kappa \leq 1$. Assume

$$
\left|\alpha_{i}-1\right| \leq A^{-D / \kappa} D \log A \quad \text { for } \quad 1 \leq i \leq m
$$

Assume further

$$
B \geq \max \{2, D, \log A\} \quad \text { and } \quad B \geq \max _{1 \leq i \leq m} \frac{2\left|b_{i}\right|}{\log A}
$$

Furthermore, assume

$$
A \geq \max _{1 \leq i \leq m} \mathrm{~h}\left(\alpha_{i}\right) .
$$

Then

$$
\left|\alpha_{1}^{b_{1}} \cdots \alpha_{m}^{b_{m}}-1\right| \geq B^{-c(m) D \kappa^{-m}}
$$

Hint. Using Exercise 1.1.b, check that the principal value $\lambda_{i}$ of the logarithm of $\alpha_{i}$ satisfies, for $1 \leq i \leq m$,

$$
\left|\lambda_{i}\right| \leq \frac{e}{e-1}\left|\alpha_{i}-1\right| \quad(1 \leq i \leq m)
$$

Use Theorem 9.1 with $E=A^{\kappa D}$ and $E^{*}=A^{\kappa}$.
Remark. See [Sho 1974] for arithmetical applications.

## Exercise 10.5.

a) For any $\vartheta \in \mathbb{R}$, there are infinitely many $(p, q) \in \mathbb{Z}^{2}$ with $p>0, q>0$ such that

$$
\left|\vartheta-\log \frac{p}{q}\right| \leq \frac{1}{p q} .
$$

b) Fix $\left(b_{1}, b_{2}\right) \in \mathbb{Z}^{2}$ with $b_{1}>0$ and $b_{2}<0$. For $A>2$, define

$$
\Phi(A)=\min \left\{\left|a_{1}^{b_{1}} a_{2}^{b_{2}}-1\right| ;\left(a_{1}, a_{2}\right) \in \mathbb{Z}^{2}, 2 \leq a_{i} \leq A, a_{1}^{b_{1}} a_{2}^{b_{2}} \neq 1\right\}
$$

Check

$$
\lim _{A \rightarrow \infty} \frac{\log \Phi(A)}{\log A}<0
$$

Exercise 10.6. Let $K$ be a number field and $\alpha_{1}, \ldots, \alpha_{m}$ elements in $K^{\times}$.
a) Check that the following two conditions are equivalent.
(i) $\left[K\left(\sqrt{\alpha_{1}}, \ldots, \sqrt{\alpha_{m}}\right): K\right]=2^{m}$.
(ii) For $\left(h_{1}, \ldots, h_{m}\right) \in \mathbb{Z}^{m}$ and $\gamma \in K^{\times}$, the relation $\alpha_{1}^{h_{1}} \cdots \alpha_{m}^{h_{m}}=\gamma^{2}$ implies that each of the integers $h_{1}, \ldots, h_{m}$ is even.

Hint. The field $K\left(\sqrt{\alpha_{1}}, \ldots, \sqrt{\alpha_{m}}\right)$ is an abelian extension of $K$ whose Galois group is described by Kummer's theory; see for instance [L 1993], Chap. VI, § 8, Th. 8.1.
b) Deduce that if Kummer's condition is satisfied for $\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m}$, then $\lambda_{1}, \ldots, \lambda_{m}$ are linearly independent over $\mathbb{Q}$.
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## 11. Points Whose Coordinates are Logarithms of Algebraic Numbers

The main result of this chapter (Theorem 11.5) includes Baker's Theorems 1.5 and 1.6 (hence also Hermite-Lindemann's Theorem 1.2 as well as Gel'fond-Schneider's Theorem 1.4), the six exponentials Theorem 1.12, and much more (especially extensions of these results to several variables). It provides information on the distribution of elements of $\mathscr{L}^{d}$ into the vector space $\mathbb{C}^{d}$, and more generally on the distribution of elements of $\mathbb{C}^{d}$ whose coordinates are linear combinations of logarithms of algebraic numbers.

### 11.1 Introduction

### 11.1.1 The $\mathbb{Q}$-Vector Subspace $\mathscr{L}^{d}$ of $\mathbb{C}^{d}$

The set $\mathcal{L}^{d}$ is a $\mathbb{Q}$-vector subspace of $\mathbb{C}^{d}$ :

$$
\mathcal{L}^{d}=\left\{\left(\log \alpha_{1}, \ldots, \log \alpha_{d}\right) ;\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in\left(\overline{\mathbb{Q}}^{\times}\right)^{d}\right\} .
$$

Our first goal is to study the intersection of $\mathcal{L}^{d}$ with a $\mathbb{C}$-vector subspace $\mathcal{V}$ of $\mathbb{C}^{d}$.
A preliminary remark is that if $\mathcal{V}$ is a vector subspace of $\mathbb{C}^{d}$ which contains a nonzero rational point, that means an element $\underline{b}=\left(b_{1}, \ldots, b_{d}\right) \neq 0$ of $\mathbb{Q}^{d}$, then $\mathcal{V}$ contains $\left(b_{1} \lambda, \ldots, b_{d} \lambda\right)$ for any $\lambda \in \mathcal{L}$; therefore in this case the $\mathbb{Q}$-vector space $\mathcal{V} \cap \mathscr{L}^{d}$ has infinite dimension.

Next, assume that $\mathcal{V}$ is a complex vector subspace of $\mathbb{C}^{d}$ which is rational over $\overline{\mathbb{Q}}$ and such that $\mathcal{V} \cap \mathbb{Q}^{d}=\{0\}$. One deduces from Baker's Theorem that $\mathcal{V} \cap \mathcal{L}^{d}=\{0\}$. In fact it is not difficult (see Exercise 1.5) to check that this statement is equivalent to Baker's homogeneous Theorem 1.5. This settles the problem in the case of a vector space which is rational over $\overline{\mathbb{Q}}$ :

- If $\mathcal{V}$ is is rational over $\overline{\mathbb{Q}}$ and $\mathcal{V} \cap \mathbb{Q}^{d}=\{0\}$, then $\mathcal{V} \cap \mathcal{L}^{d}=\{0\}$, and otherwise $\mathcal{V} \cap \mathcal{L}^{d}$ has infinite dimension over $\mathbb{Q}$.

Consider now a vector subspace $\mathcal{V}$ of $\mathbb{C}^{d}$ which is not assumed to be rational over $\overline{\mathbb{Q}}$. Of course $\mathcal{V} \cap \mathscr{L}^{d}$ may contain nonzero elements even if $\mathcal{V} \cap \mathbb{Q}^{d}=\{0\}$ : the most obvious example is a complex line $\mathbb{C} \underline{\lambda}$ spanned by an element $\underline{\boldsymbol{\lambda}}=\left(\lambda_{1}, \ldots, \lambda_{d}\right)$ in $\mathcal{L}^{d}$ with $\operatorname{dim}_{\mathbb{Q}}\left(\mathbb{Q} \lambda_{1}+\cdots+\mathbb{Q} \lambda_{d}\right) \geq 2$.

In $\S 11.2$ we deal with the special case $\operatorname{dim}_{\mathbb{C}}(\mathcal{V})=1$ and show that the six exponentials Theorem 1.12 is equivalent to the following result:

- If $\mathcal{V}$ is a vector subspace of $\mathbb{C}^{2}$ such that $\operatorname{dim}_{\mathbb{C}}(\mathcal{V})=1$ and $\mathcal{V} \cap \mathbb{Q}^{2}=\{0\}$, then

$$
\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{V} \cap \mathcal{L}^{2}\right) \leq 2 .
$$

On the other hand, the four exponentials Conjecture 1.13 is equivalent to:
(?) If $\mathcal{V}$ is a vector subspace of $\mathbb{C}^{d}$ such that $\operatorname{dim}_{\mathbb{C}}(\mathcal{V})=1$ and $\mathcal{V} \cap \mathbb{Q}^{d}=\{0\}$, then $\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{V} \cap \mathscr{L}^{d}\right) \leq 1$.
The hypotheses imply $d \geq 2$. Plainly, it would be sufficient to prove the conclusion in the case $d=2$. One can establish this estimate for $d \geq 3$, but some extra hypothesis is needed (otherwise one would deduce the four exponentials Conjecture 1.13), namely that $\mathcal{V}$ is not contained in a subspace of $\mathbb{C}^{d}$ of dimension $<d$ rational over $\mathbb{Q}$ :

- Let $\mathcal{V}$ be a $\mathbb{C}$-vector subspace of $\mathbb{C}^{d}$ of dimension 1 . Assume that $\mathbb{C}^{d}$ itself is the only subspace of $\mathbb{C}^{d}$ rational over $\mathbb{Q}$ which contains $\mathcal{V}$. If $d \geq 3$, then $\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{V} \cap \mathcal{L}^{d}\right) \leq 1$.
Again, this statement is equivalent to the six exponentials Theorem 1.12.
The situation concerning higher dimensional vector subspaces of $\mathbb{C}^{d}$ will be dealt with in $\S 11.5$. We shall prove (Corollary 11.6) that the condition $\mathcal{V} \cap \mathbb{Q}^{d}=\{0\}$ is necessary and sufficient for $\mathcal{V} \cap \mathcal{L}^{d}$ to be of finite dimension over $\mathbb{Q}$. Moreover,
- if $\mathcal{V} \cap \mathbb{Q}^{d}=\{0\}$, then

$$
\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{V} \cap \mathscr{L}^{d}\right) \leq n(n+1)
$$

where $n=\operatorname{dim}_{\mathbb{C}}(\mathcal{V})$.
It is expected that this dimension is at most $n(n+1) / 2$ and this would be best possible.

### 11.1.2 The $\mathbb{Q}$-Vector Subspace $\mathscr{L}_{G}$ of $\mathbb{C}^{d}$

A more general situation will be considered in § 11.3. Let $d_{0}$ and $d_{1}$ be two nonnegative rational integers with $d=d_{0}+d_{1}>0$ (in fact the case $d_{1}=0$ will turn out not to be interesting). Consider the linear algebraic groups

$$
G_{0}=\mathbb{G}_{\mathrm{a}}^{d_{0}}, \quad G_{1}=\mathbb{G}_{\mathrm{m}}^{d_{1}} \quad \text { and } \quad G=G_{0} \times G_{1}
$$

The exponential map

$$
\exp _{G}: \mathbb{C}^{d} \longrightarrow G(\mathbb{C})=\mathbb{C}^{d_{0}} \times\left(\mathbb{C}^{\times}\right)^{d_{1}}
$$

is a surjective morphism of groups, with kernel the group of periods:

$$
\Omega_{G}=\{0\} \times(2 i \pi \mathbb{Z})^{d_{1}} \subset \mathbb{C}^{d_{0}} \times \mathbb{C}^{d_{1}}
$$

The $\mathbb{Q}$-vector space

$$
\mathcal{L}_{G}=\exp _{G}^{-1} G(\overline{\mathbb{Q}})=\overline{\mathbb{Q}}^{d_{0}} \times \mathscr{L}^{d_{1}}
$$

consists of all elements in $\mathbb{C}^{d}$ whose images under the exponential map of $G(\mathbb{C})$ are in the group of algebraic points of $G$ over $\overline{\mathbb{Q}}$, namely in $\overline{\mathbb{Q}}^{d_{0}} \times\left(\overline{\mathbb{Q}}^{\times}\right)^{d_{1}}$. An element in $\mathscr{L}_{G}$ can be written

$$
\left(\beta_{1}, \ldots, \beta_{d_{0}}, \lambda_{1}, \ldots, \lambda_{d_{1}}\right)
$$

where $\beta_{1}, \ldots, \beta_{d_{0}}$ are algebraic numbers, while $\lambda_{1}, \ldots, \lambda_{d_{1}}$ are logarithms of algebraic numbers. We now repeat the previous discussion in this more general framework.

The set $\mathscr{L}_{G}$ is a $\mathbb{Q}$-vector subspace of $\mathbb{C}^{d}$. Our second goal is to study the intersection of $\mathscr{L}_{G}$ with a $\mathbb{C}$-vector subspace $\mathcal{V}$ of $\mathbb{C}^{d}$.

A preliminary remark is that if $\mathcal{V}$ is a vector subspace of $\mathbb{C}^{d}$ which contains a point $\underline{b}=\left(0, \ldots, 0, b_{1}, \ldots, b_{d_{1}}\right) \neq 0$ in $\{0\} \times \mathbb{Q}^{d_{1}}$, then $\mathcal{V}$ contains $\left(0, \ldots, 0, b_{1} \lambda, \ldots, b_{d_{1}} \lambda\right)$ for any $\lambda \in \mathcal{L}$; therefore in this case the $\mathbb{Q}$-vector space $\mathcal{V} \cap \mathscr{L}_{G}$ has infinite dimension. Another circumstance where $\mathcal{V} \cap \mathscr{L}_{G}$ has infinite dimension over $\mathbb{Q}$ is when $\mathcal{V}$ contains a nonzero element $\underline{\beta}=$ $\left(\beta_{1}, \ldots, \beta_{d_{0}}, 0, \ldots, 0\right)$ of $\overline{\mathbb{Q}}^{d_{0}} \times\{0\}$, since in this case $\mathcal{V}$ contains all elements of the form $\left(\beta_{1} \gamma, \ldots, \beta_{d_{0}} \gamma, 0, \ldots, 0\right)$ with $\gamma \in \overline{\mathbb{Q}}$.

Therefore it is natural to consider first the $\mathbb{C}$-subspaces $\mathcal{V}$ of $\mathbb{C}^{d}$ for which

$$
\begin{equation*}
\mathcal{V} \cap\left(\{0\} \times \mathbb{Q}^{d_{1}}\right)=\{0\} \quad \text { and } \quad \mathcal{V} \cap\left(\overline{\mathbb{Q}}^{d_{0}} \times\{0\}\right)=\{0\} \tag{11.1}
\end{equation*}
$$

Notice that this condition means exactly that no algebraic subgroup $G^{*}$ of $G$ of positive dimension has its tangent space contained in $\mathcal{V}$.

Any subspace $\mathcal{V}$ of $\mathbb{C}^{d}$ contains a unique maximal subspace of the form $E_{0} \times E_{1}$, where $E_{0}$ is a subspace of $\mathbb{C}^{d_{0}}$ rational over $\overline{\mathbb{Q}}$ and $E_{1}$ is a subspace of $\mathbb{C}^{d_{1}}$ rational over $\mathbb{Q}$. We denote this maximal subspace by $\mathcal{V}_{\max }$. It is also defined as follows: $\mathcal{V}_{\text {max }}=E_{0} \times E_{1}$, where $E_{0}$ is the subspace of $\mathbb{C}^{d_{0}}$ which is spanned by $\mathcal{V} \cap\left(\overline{\mathbb{Q}}^{d_{0}} \times\{0\}\right)$, while $E_{1}$ is the subspace of $\mathbb{C}^{d_{1}}$ which is spanned by $\mathcal{V} \cap\left(\{0\} \times \mathbb{Q}^{d_{1}}\right)$. Hence

$$
\text { condition (11.1) holds if and only if } \mathcal{V}_{\max }=\{0\}
$$

Warning. This subspace $\mathcal{V}_{\text {max }}$ depends on $\left(d_{0}, d_{1}\right)$, not only on $d$.
For a complex vector subspace $\mathcal{V}$ of $\mathbb{C}^{d}$ which is rational over $\overline{\mathbb{Q}}$ and such that (11.1) holds, $\mathcal{V} \cap \mathscr{L}_{G}=\{0\}$, as shown by Baker's Theorem 1.6 (see Exercise 1.5).

Consider now a vector subspace $\mathcal{V}$ of $\mathbb{C}^{d}$ which is not assumed to be rational over $\overline{\mathbb{Q}}$. We shall prove (Corollary 11.6) that (11.1) is a necessary and sufficient condition for $\mathcal{V} \cap \mathscr{L}_{G}$ to be of finite dimension over $\mathbb{Q}$.

The next goal is to produce an upper bound for this dimension, when it is finite (that is under condition (11.1)). In order to include both the situation where the given space is rational over $\overline{\mathbb{Q}}$ and the general case, we introduce a complex vector subspace $\mathcal{W}$ of $\mathbb{C}^{d}$, rational over $\overline{\mathbb{Q}}$, of dimension say $\ell_{0}$, which is contained into $\mathcal{V}$.

The case $\mathcal{W}=\{0\}, \ell_{0}=0$ will of course not be excluded, while the other extreme case $\mathcal{W}=\mathcal{V}, \ell_{0}=\operatorname{dim}_{\mathbb{C}}(\mathcal{V})$ occurs when $\mathcal{V}$ itself is rational over $\overline{\mathbb{Q}}$ (this will be related with Baker's method ). The upper bound for the dimension will be, roughly speaking,

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{V} \cap \mathscr{L}_{G}\right) \leq \frac{d_{1}\left(n-\ell_{0}\right)}{d-n}, \tag{11.2}
\end{equation*}
$$

with $n=\operatorname{dim}_{\mathbb{C}}(\mathcal{V})$, but this will be shown to be true only under some extra conditions. One example where hypothesis (11.1) is sufficient for (11.2) to hold is when $\mathcal{V}$ is a hyperplane (that is $n=d-1$ - see Corollary 11.6 in § 11.3).

In general, we shall require that $d_{0}$ and $d_{1}$ are minimal in the following sense:
(11.3) If $E_{0}$ is a $\mathbb{C}$-vector subspace of $\mathbb{C}^{d_{0}}$ which is rational over $\overline{\mathbb{Q}}$ and $E_{1}$ is a $\mathbb{C}$-vector subspace of $\mathbb{C}^{d_{1}}$ which is rational over $\mathbb{Q}$, such that $\mathcal{V} \subset E_{0} \times E_{1}$, then $E_{0}=\mathbb{C}^{d_{0}}$ and $E_{1}=\mathbb{C}^{d_{1}}$.

This condition means that $\exp _{G} \mathcal{V}$ is Zariski dense in $G(\mathbb{C})$; this is certainly a natural condition, for otherwise one would replace $G$ by the Zariski closure of $\exp _{G} \mathcal{V}$.

In § 11.2, we show that the estimate (11.2) is valid under condition (11.3) when $\mathcal{V}$ is a complex line (that is $n=1$ - see Theorem 11.4).

Concerning condition (11.3), one may notice that there is a unique minimal subspace of $\mathbb{C}^{d}$ of the form $E_{0} \times E_{1}$, with $E_{0} \subset \mathbb{C}^{d_{0}}$ rational over $\overline{\mathbb{Q}}$ and $E_{1} \subset \mathbb{C}^{d_{1}}$ rational over $\mathbb{Q}$, which contains $\mathcal{V}$. We denote it by $\mathcal{V}_{\min }$. Explicitly, $\mathcal{V}_{\min }=E_{0} \times E_{1}$, where $E_{0}$ is the intersection of all hyperplanes of $\mathbb{C}^{d_{0}}$, rational over $\overline{\mathbb{Q}}$, which contain the projection of $\mathcal{V}$ onto $\mathbb{C}^{d_{0}}$, and similarly, $E_{1}$ is the intersection of the hyperplanes of $\mathbb{C}^{d_{1}}$ rational over $\mathbb{Q}$, which contain the projection of $\mathcal{V}$ onto $\mathbb{C}^{d_{1}}$. Since orthogonality $\mathcal{V} \mapsto \mathcal{V}^{\perp}$ for the scalar product $(\underline{z}, \underline{w}) \mapsto \underline{z w}$, preserves rationality and reverses inclusions, we can write

$$
\left(\mathcal{V}_{\min }\right)^{\perp}=\left(\mathcal{V}^{\perp}\right)_{\max } .
$$

From the definition of $\mathcal{V}_{\text {min }}$ we deduce:

$$
\text { condition (11.3) holds if and only if } \mathcal{V}_{\min }=\mathbb{C}^{d}
$$

On the other hand, if (11.3) is not satisfied, then one can apply the results conditional to (11.3) but with $d$ replaced by $d_{\text {min }}=\operatorname{dim}_{\mathbb{C}}\left(\mathcal{V}_{\text {min }}\right)$, with $d_{0}$ replaced by $\operatorname{dim}_{\mathbb{C}}\left(E_{0}\right)$ and $d_{1}$ by $\operatorname{dim}_{\mathbb{C}}\left(E_{1}\right)$, where $\mathcal{V}_{\text {min }}=E_{0} \times E_{1}$.

Remark. Assume $d \geq 2$. For a complex line $\mathcal{V}$, condition (11.1) means that $\mathcal{V}$ is not spanned by an element in $\overline{\mathbb{Q}}^{d_{0}} \times\{0\}$, nor by an element in $\{0\} \times \mathbb{Q}^{d_{1}}$. In dimension $n=1$ condition (11.3) implies (11.1).

For a hyperplane $\mathcal{V}$, condition (11.3) means that $\mathcal{V}$ is not defined by an equation

$$
\beta_{1} z_{1}+\cdots+\beta_{d_{0}} z_{d_{0}}=0 \quad \text { for some } \quad\left(\beta_{1}, \ldots, \beta_{d_{0}}\right) \in \overline{\mathbb{Q}}^{d_{0}} \backslash\{0\}
$$

nor by an equation

$$
b_{1} z_{d_{0}+1}+\cdots+b_{d_{1}} z_{d}=0 \quad \text { for some } \quad\left(b_{1}, \ldots, b_{d_{1}}\right) \in \mathbb{Q}^{d_{1}} \backslash\{0\} .
$$

In codimension $d-n=1$ condition (11.1) implies (11.3).
The very general result we shall state in § 11.3 does not involve any condition like (11.1) nor (11.3). As we know, if we remove condition (11.1), we cannot expect $\mathcal{V} \cap \mathscr{L}_{G}$ to be of finite dimension; but we show that most elements in $\mathcal{V} \cap \mathscr{L}_{G}$ belong to a set $\mathscr{L}_{G^{*}}$ for some algebraic subgroup $G^{*}$ of $G$, of positive dimension. This is the meaning of the Linear Subgroup Theorem 11.5.

### 11.1.3 The $\mathbb{Q}$-Vector Subspace $\widetilde{\mathscr{L}}^{d}$ of $\mathbb{C}^{d}$

Our last goal (§ 11.6) is to study the $\overline{\mathbb{Q}}$-vector space $\widetilde{\mathscr{L}}$ spanned by 1 and $\mathcal{L}$. As above, we start with a preliminary remark: if $\mathcal{V}$ is a vector subspace of $\mathbb{C}^{d}$ such that $\mathcal{V} \cap \overline{\mathbb{Q}}^{d} \neq\{0\}$, say

$$
\underline{\beta}=\left(\beta_{1}, \ldots, \beta_{d}\right) \in \mathcal{V} \cap \overline{\mathbb{Q}}^{d} \backslash\{0\}
$$

then $\mathcal{V}$ contains $\left(\beta_{1} \lambda, \ldots, \beta_{d} \lambda\right)$ for any $\lambda \in \widetilde{\mathcal{L}}$. Therefore in this case the $\overline{\mathbb{Q}}$-vector space $\mathcal{V} \cap \widetilde{\mathscr{L}}^{d}$ has infinite dimension. We shall prove conversely that if $\mathcal{V} \cap \overline{\mathbb{Q}}^{d}=\{0\}$, then the dimension over $\overline{\mathbb{Q}}$ of $\mathcal{V} \cap \widetilde{\mathscr{L}}^{d}$ is finite. Moreover, when this condition is fulfilled, we shall give an upper bound for this dimension in Corollary 11.15. In particular we have

$$
\operatorname{dim}_{\overline{\mathbb{Q}}}\left(\mathcal{V} \cap \widetilde{\mathscr{L}}^{d}\right) \leq n(n+1)
$$

where $n$ is the dimension of $\mathcal{V}$. It is expected that this dimension is at most $n(n+1) / 2$ and this would be best possible (Lemma 11.20).

### 11.2 One Parameter Subgroups

Here we restrict the discussion of the previous section § 11.1 to the special case where $\mathcal{V}$ has dimension 1 .

Let, as before, $d_{0}$ and $d_{1}$ be two nonnegative integers with $d=d_{0}+d_{1} \geq 2$.

### 11.2.1 The Main Result in Dimension 1

We shall show that the following result is equivalent to the conjunction of the Theorem of Hermite-Lindemann 1.2, the Theorem of Gel'fond-Schneider 1.4 and the six exponentials Theorem 1.12.

Theorem 11.4. Let $\mathcal{V}$ be a vector subspace of $\mathbb{C}^{d}$ of dimension 1.
(1) The $\mathbb{Q}$-vector space $\mathcal{V} \cap \mathscr{L}_{G}$ has finite dimension if and only if (11.1) holds.
(2) Assume (11.3). Then

$$
\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{V} \cap \mathcal{L}_{G}\right) \leq \frac{d_{1}}{d-1}
$$

(3) Assume (11.1). Assume further that $\mathcal{V}$ is rational over $\overline{\mathbb{Q}}$. Then

$$
\mathcal{V} \cap \mathscr{L}_{G}=\{0\} .
$$

We now deduce corollaries from Theorem 11.4. As a matter of fact one can, conversely, deduce Theorem 11.4 from these special cases.

### 11.2.2 On Hermite-Lindemann's Theorem

Assume $\alpha$ is a nonzero algebraic number and $\beta$ an algebraic number such that $e^{\beta}=\alpha$. Hence $\beta$ is a logarithm of an algebraic number, i.e. $\beta$ belongs to $\mathcal{L}$. We want to deduce $\beta=0$.

Take $d_{0}=d_{1}=1$ so that $d=2$ and $\mathscr{L}_{G}=\overline{\mathbb{Q}} \times \mathscr{L}$. The complex line $\mathcal{V}=\mathbb{C}(1,1)$ in $\mathbb{C}^{2}$ is rational over $\overline{\mathbb{Q}}$ and contains $(\beta, \beta) \in \mathscr{L}_{G}$. Notice that $\mathcal{V}$ is neither $\mathbb{C} \times\{0\}$ nor $\{0\} \times \mathbb{C}$; hence condition (11.1) holds. By part 3 ) of Theorem 11.4, we have $\mathcal{V} \cap \mathscr{L}_{G}=\{0\}$, which gives $\beta=0$.

### 11.2.3 On Schneider's Solution to Hilbert's Seventh Problem

Assume $\lambda_{1}$ and $\lambda_{2}$ are two elements of $\mathscr{L}$ and $\beta$ is an algebraic number such that $\lambda_{2}=\beta \lambda_{1}$. Assume $\lambda_{1} \neq 0$. We want to prove $\beta \in \mathbb{Q}$.

We choose again $d_{0}=d_{1}=1$ so that $d=2$ and $\mathscr{L}_{G}=\overline{\mathbb{Q}} \times \mathcal{L}$. Now let $\mathcal{V}$ be the complex line in $\mathbb{C}^{2}$ of equation $z_{2}=\lambda_{1} z_{1}$. Notice that $\mathcal{V} \cap \mathscr{L}_{G}$ contains the points $\left(1, \lambda_{1}\right)$ and $\left(\beta, \lambda_{2}\right)$. Clearly, $\mathcal{V} \neq\{0\} \times \mathbb{C}$. Since $\lambda_{1} \neq 0$, we also have $\mathcal{V} \neq \mathbb{C} \times\{0\}$. Therefore (11.3) holds. From part 2 ) of Theorem 11.4 we deduce $\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{V} \cap \mathcal{L}_{G}\right) \leq 1$. Hence $\left(1, \lambda_{1}\right)$ and $\left(\beta, \lambda_{2}\right)$ are linearly dependent over $\mathbb{Q}$ in $\mathscr{L}_{G}$, which implies that $\beta$ is rational.

### 11.2.4 On Gel'fond's Solution to Hilbert's Seventh Problem

Again, $\lambda_{1}$ and $\lambda_{2}$ are two elements of $\mathcal{L}$ and $\beta$ is an algebraic number such that $\lambda_{2}=\beta \lambda_{1}$. Assume $\beta \notin \mathbb{Q}$. We want to prove $\lambda_{1}=0$.

Take $d_{0}=0$ and $d_{1}=2$, so that $d=2$ and $\mathscr{L}_{G}=\mathcal{L}^{2}$. Let $\mathcal{V}$ be the complex line in $\mathbb{C}^{2}$ of equation $z_{2}=\beta z_{1}$, that is $\mathcal{V}=\mathbb{C}(1, \beta)$. Condition (11.1) follows from the assumption $\beta \notin \mathbb{Q}$. From part 3 ) of Theorem 11.4 one deduces $\mathcal{V} \cap \mathscr{L}_{G}=\{0\}$. Now $\left(\lambda_{1}, \lambda_{2}\right) \in \mathcal{V} \cap \mathscr{L}_{G}$, hence $\lambda_{1}=\lambda_{2}=0$.

### 11.2.5 On the Six Exponentials Theorem 1.12

Let $x_{1}, \ldots, x_{d}$ be $\mathbb{Q}$-linearly independent complex numbers and $y_{1}, \ldots, y_{\ell}$ also $\mathbb{Q}$ linearly independent complex numbers. Assume that the $d \ell$ numbers $x_{i} y_{j}(1 \leq i \leq$ $d, 1 \leq j \leq \ell$ ) all belong to $\mathcal{L}$. We want to deduce $d \ell \leq d+\ell$.

One may obviously assume $d \geq 2$ and $\ell \geq 2$, otherwise the conclusion is plain. Take $d_{0}=0$, so that $d_{1}=d$ and $\mathcal{L}_{G}=\mathscr{L}^{d}$. Define $\mathcal{V}$ as the complex line in $\mathbb{C}^{d}$ spanned by the point $\left(x_{1}, \ldots, x_{d}\right)$. Condition (11.3) holds, since it is equivalent to the hypothesis of linear independence of $x_{1}, \ldots, x_{d}$ over $\mathbb{Q}$. Now $\mathcal{V} \cap \mathscr{L}_{G}$ contains the $\ell$ points $\left(x_{1} y_{j}, \ldots, x_{d} y_{j}\right)(1 \leq j \leq \ell)$, which are linearly independent over $\mathbb{Q}$. From part 2) of Theorem 11.4 one deduces

$$
\ell \leq \frac{d}{d-1}
$$

Remark. Theorem 11.4 can be stated in an equivalent way as follows.

- Let $m$ and $n$ be two positive integers, $\left\{x_{1}, \ldots, x_{m}\right\}$ and $\left\{y_{1}, \ldots, y_{n}\right\}$ two families of $\mathbb{Q}$-linearly independent complex numbers. Define

$$
\begin{aligned}
& E_{1}=\left\{e^{x_{i} y_{j}}, 1 \leq i \leq m, 1 \leq j \leq n\right\}, \quad \kappa_{1}=m n, \\
& E_{2}=E_{1} \cup\left\{x_{1}, \ldots, x_{m}\right\}, \quad \kappa_{2}=\kappa_{1}+m, \\
& E_{3}=E_{2} \cup\left\{y_{1}, \ldots, y_{n}\right\}, \quad \kappa_{3}=\kappa_{2}+n .
\end{aligned}
$$

Let $h \in\{1,2,3\}$. Assume $\kappa_{h}>m+n$. Then one at least of the $\kappa_{h}$ elements of $E_{h}$ is transcendental.
Extensions of this statement to algebraic independence are considered in § 15.3.3 and § 15.4.

### 11.3 Six Variants of the Main Result

Let $d_{0}$ and $d_{1}$ be two nonnegative integers with $d=d_{0}+d_{1} \geq 2$. Let $Y$ be a subgroup of $\mathscr{L}_{G}$ of finite rank $\ell_{1}>0$ over $\mathbb{Z}$, let $\mathcal{W}$ be a vector subspace of $\mathbb{C}^{d}$, rational over $\overline{\mathbb{Q}}$, of dimension $\ell_{0} \geq 0$ over $\mathbb{C}$ and let $\mathcal{V}$ be a vector subspace of $\mathbb{C}^{d}$ of dimension $n$ over $\mathbb{C}$ which contains both $Y$ and $\mathcal{W}$.

We want to show that $\ell_{1}$ and $\ell_{0}$ cannot be too large with respect to $n$ and $d$, unless most elements in $Y$ and $\mathcal{W}$ belong to a subspace $T_{e}\left(G^{*}\right)$ of $\mathbb{C}^{d}$, where $G^{*}$ is a connected algebraic subgroup of $G$ of positive dimension. The best estimate we can reach turns out to be

$$
\ell_{1}(d-n) \leq d_{1}\left(n-\ell_{0}\right) .
$$

This is the expected conclusion in a general situation, and there are several equivalent formulations for this result.

### 11.3.1 The Main Result

In the next statement, $G^{*}$ is a connected algebraic subgroup of $G$, defined over $\overline{\mathbb{Q}}$; for each such $G^{*}$ we define

$$
Y^{*}=Y \cap T_{e}\left(G^{*}\right), \quad \mathcal{V}^{*}=\mathcal{V} \cap T_{e}\left(G^{*}\right), \quad \mathcal{W}^{*}=\mathcal{W} \cap T_{e}\left(G^{*}\right)
$$

and

$$
d^{*}=\operatorname{dim}\left(G^{*}\right), \quad \ell_{1}^{*}=\operatorname{rank}_{\mathbb{Z}}\left(Y^{*}\right), \quad n^{*}=\operatorname{dim}_{\mathbb{C}}\left(\mathcal{V}^{*}\right), \quad \ell_{0}^{*}=\operatorname{dim}_{\mathbb{C}}\left(\mathcal{W}^{*}\right) .
$$

By Theorem 5.13, we may write $G^{*}=G_{0}^{*} \times G_{1}^{*}$ where $G_{0}^{*}$ is an algebraic subgroup of $G_{0}$ and $G_{1}^{*}$ is an algebraic subgroup of $G_{1}$. Define

$$
d_{0}^{*}=\operatorname{dim}\left(G_{0}^{*}\right), \quad d_{1}^{*}=\operatorname{dim}\left(G_{1}^{*}\right),
$$

so that $d^{*}=d_{0}^{*}+d_{1}^{*}$.
Further, we introduce

$$
\begin{gathered}
G_{0}^{\prime}=\frac{G_{0}}{G_{0}^{*}}, \quad G_{1}^{\prime}=\frac{G_{1}}{G_{1}^{*}}, \quad G^{\prime}=\frac{G}{G^{*}}=G_{0}^{\prime} \times G_{1}^{\prime}, \\
Y^{\prime}=\frac{Y}{Y^{*}}, \quad \mathcal{V}^{\prime}=\frac{\mathcal{V}}{\mathcal{V}^{*}}, \quad \mathcal{W}^{\prime}=\frac{\mathcal{W}}{\mathcal{W}^{*}},
\end{gathered}
$$

and

$$
\begin{gathered}
d_{0}^{\prime}=\operatorname{dim}\left(G_{0}^{\prime}\right), \quad d_{1}^{\prime}=\operatorname{dim}\left(G_{1}^{\prime}\right), \quad d^{\prime}=\operatorname{dim}\left(G^{\prime}\right), \\
\ell_{1}^{\prime}=\operatorname{rank}_{\mathbb{Z}}\left(Y^{\prime}\right), \quad n^{\prime}=\operatorname{dim}_{\mathbb{C}}\left(\mathcal{V}^{\prime}\right), \quad \ell_{0}^{\prime}=\operatorname{dim}_{\mathbb{C}}\left(\mathcal{W}^{\prime}\right) .
\end{gathered}
$$

The relations

$$
\begin{array}{rlr}
d_{0}=d_{0}^{*}+d_{0}^{\prime}, & d_{1}=d_{1}^{*}+d_{1}^{\prime}, & d=d^{*}+d^{\prime}, \\
\ell_{1}=\ell_{1}^{*}+\ell_{1}^{\prime}, & n=n^{*}+n^{\prime}, & \ell_{0}=\ell_{0}^{*}+\ell_{0}^{\prime}
\end{array}
$$

plainly hold.

## Theorem 11.5 - The Linear Subgroup Theorem.

(1) Assume $d>n$. Then there exists a connected algebraic subgroup $G^{*}$ of $G$ such that

$$
d^{\prime}>\ell_{0}^{\prime} \quad \text { and } \quad \frac{\ell_{1}^{\prime}+d_{1}^{\prime}}{d^{\prime}-\ell_{0}^{\prime}} \leq \frac{d_{1}}{d-n} .
$$

(1') Assume $\ell_{1}>0$. Then there is a $G^{*}$ for which

$$
\left(d_{1}^{*}, \ell_{1}^{*}\right) \neq(0,0) \quad \text { and } \quad \frac{d^{*}-\ell_{0}^{*}}{d_{1}^{*}+\ell_{1}^{*}} \leq \frac{n-\ell_{0}}{\ell_{1}} .
$$

(2) Assume $d>n$ and $\ell_{1}>0$. Assume further that for any $G^{*}$ for which $Y^{*} \neq\{0\}$, we have

$$
\frac{n^{*}-\ell_{0}^{*}}{\ell_{1}^{*}} \geq \frac{n-\ell_{0}}{\ell_{1}}
$$

Assume also that there is no $G^{*}$ for which the three conditions $\ell_{1}^{\prime}=0, n^{\prime}=\ell_{0}^{\prime}$ and $d^{\prime}>0$ simultaneously hold. Then

$$
d_{1}>0 \quad \text { and } \quad \ell_{1}(d-n) \leq d_{1}\left(n-\ell_{0}\right) .
$$

(2') Assume $d>n$ and $\ell_{1}>0$. Assume further that for any $G^{*}$ for which $d^{\prime}>n^{\prime}$, we have

$$
\frac{d_{1}}{d-n} \leq \frac{d_{1}^{\prime}}{d^{\prime}-n^{\prime}}
$$

Assume also that there is no $G^{*}$ for which the three conditions $d_{1}^{*}=0, d^{*}=n^{*}$ and $d^{*}>0$ simultaneously hold. Then

$$
n>\ell_{0} \quad \text { and } \quad \ell_{1}(d-n) \leq d_{1}\left(n-\ell_{0}\right)
$$

(3) Assume $\ell_{1}>0$. Then the family of $G^{*}$ for which $\ell_{1}^{*} \neq 0$ and $\left(n^{*}-\ell_{0}^{*}\right) / \ell_{1}^{*}$ is minimal is not empty. Let $G^{*}$ be such an element for which $d^{*}$ is minimal. Then either $d^{*}=n^{*}$ or else

$$
d_{1}^{*}>0 \quad \text { and } \quad \frac{n-\ell_{0}}{\ell_{1}} \geq \frac{n^{*}-\ell_{0}^{*}}{\ell_{1}^{*}} \geq \frac{d^{*}-n^{*}}{d_{1}^{*}}
$$

(3') Assume $d>n$. Then the family of $G^{*}$ for which $d^{\prime}>n^{\prime}$ and $d_{1}^{\prime} /\left(d^{\prime}-n^{\prime}\right)$ is minimal is not empty. Let $G^{*}$ be such an element for which $d^{\prime}$ is minimal. Then either $\ell_{1}^{\prime}=0$ or else

$$
n^{\prime}>\ell_{0}^{\prime} \quad \text { and } \quad \frac{d_{1}}{d-n} \geq \frac{d_{1}^{\prime}}{d^{\prime}-n^{\prime}} \geq \frac{\ell_{1}^{\prime}}{n^{\prime}-\ell_{0}^{\prime}} .
$$

The proof of Theorem 11.5 will be given in § 11.7. Notice that there is a duality (explained in [Roy 1990]) which relates (1) and (1'), as well as (2) and (2') and also (3) and (3') (see § 11.7).

### 11.3.2 A Second Proof of Theorem 11.4

Here we deduce Theorem 11.4 from the case $n=1$ of Theorem 11.5. We assume that $\mathcal{V}$ is a complex line in $\mathbb{C}^{d}$ for which (11.3) holds (this is no loss of generality). Under this assumption we prove that the number

$$
\ell_{1}=\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{V} \cap \mathscr{L}_{G}\right)
$$

is bounded by

$$
\ell_{1} \leq \frac{d_{1}\left(1-\ell_{0}\right)}{d-1} \quad \text { where } \quad \ell_{0}= \begin{cases}1 & \text { if } \mathcal{V} \text { is rational over } \overline{\mathbb{Q}} \\ 0 & \text { otherwise }\end{cases}
$$

Part (2) of Theorem 11.4 will follow from the case $\mathcal{W}=\{0\}, \ell_{0}=0$ and part (3) from the case $\mathcal{W}=\mathcal{V}, \ell_{0}=1$.

Since $n=1$ and $d \geq 2$, part (1) of Theorem 11.5 shows the existence of $G^{*} \subset G$ such that $d^{\prime}>\ell_{0}^{\prime}$ and

$$
\left(\ell_{1}^{\prime}+d_{1}^{\prime}\right)(d-1) \leq d_{1}\left(d^{\prime}-\ell_{0}^{\prime}\right) .
$$

Since $d^{\prime}>0$, we have $G^{*} \neq G$. Assumption (11.3) then gives $\mathcal{V} \not \subset T_{e}\left(G^{*}\right)$. Hence $n^{\prime}=n=1, \ell_{0}^{\prime}=\ell_{0}, \ell_{1}^{\prime}=\ell_{1}$ and we get

$$
\left(\ell_{1}+d_{1}^{\prime}\right)(d-1) \leq d_{1}\left(d^{\prime}-\ell_{0}\right) .
$$

Since $d=d_{1}+d_{0}$ and $d^{\prime}=d_{1}^{\prime}+d_{0}^{\prime}$ with $d_{0}^{\prime} \leq d_{0} \leq 1$, we have

$$
d_{0}^{\prime} d_{1}-d_{0} d_{1}^{\prime} \leq d_{0}\left(d_{1}-d_{1}^{\prime}\right) \leq d_{1}-d_{1}^{\prime}
$$

and therefore

$$
\left(d^{\prime}-1\right) d_{1}=\left(d_{1}^{\prime}+d_{0}^{\prime}-1\right) d_{1} \leq d_{1}^{\prime}\left(d_{1}+d_{0}-1\right)=d_{1}^{\prime}(d-1) .
$$

Hence

$$
\ell_{1}(d-1) \leq d_{1} d^{\prime}-d_{1}^{\prime}(d-1)-d_{1} \ell_{0} \leq d_{1}\left(1-\ell_{0}\right)
$$

### 11.3.3 The $\mathbb{Q}$-Vector Space $\mathcal{V} \cap \mathscr{L}_{G}$

Corollary 11.6. Let $\mathcal{V}$ be a vector subspace of $\mathbb{C}^{d}$. Then the $\mathbb{Q}$-vector space $\mathcal{V} \cap \mathscr{L}_{G}$ has finite dimension if and only if (11.1) holds. If this condition is satisfied, then

$$
\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{V} \cap \mathscr{L}_{G}\right) \leq d_{1}\left(n-\ell_{0}\right)
$$

where $n$ denotes the dimension of $\mathcal{V}$ and $\ell_{0}$ the dimension of the $\overline{\mathbb{Q}}$-vector space spanned by $\mathcal{V} \cap \overline{\mathbb{Q}}$.

This result includes not only the six exponentials Theorem 1.12, but also the five exponentials Theorem (Example 1 in § 11.3.3).

Proof. We first recall why (11.1) is a necessary condition for $\mathcal{V} \cap \mathscr{L}_{G}$ to have finite dimension: if $G^{*}$ is an algebraic subgroup of $G$ such that $T_{e}\left(G^{*}\right) \subset \mathcal{V}$, then $\mathcal{V} \cap \mathscr{L}_{G} \supset \mathscr{L}_{G^{*}}$. Further, if $G^{*}$ has positive dimension over $\mathbb{C}$, then $\mathscr{L}_{G^{*}}$ has infinite dimension over $\mathbb{Q}$.

Conversely, if the dimension of the $\mathbb{Q}$-vector space $\mathcal{V} \cap \mathscr{L}_{G}$ is not finite, then part (3) of Theorem 11.5 shows that there exists a $G^{*}$ such that $d^{*}=n^{*}$, hence such that $\mathcal{V} \supset T_{e}\left(G^{*}\right)$, and in this case (11.1) does not hold.

Assume now condition (11.1) holds (so that $d>n$ ) and denote by $\ell_{1}$ the dimension of $\mathcal{V} \cap \mathscr{L}_{G}$ over $\mathbb{Q}$. Plainly we may assume $\ell_{1}>0$. We prove the estimate by induction on $d$. For $d=2$ the result follows from Theorem 11.4.

We use conclusion (3') of Theorem 11.5: there exists an algebraic subgroup $G^{*}$ of $G$ such that $d^{\prime}>n^{\prime}$ and

$$
\ell_{1}^{\prime} \leq \frac{d_{1}}{d-n}\left(n^{\prime}-\ell_{0}^{\prime}\right) \leq d_{1}\left(n^{\prime}-\ell_{0}^{\prime}\right)
$$

If $G^{*}=G$, then $d^{\prime}=d, n^{\prime}=n, \ell_{0}^{\prime}=\ell_{0}, \ell_{1}^{\prime}=\ell_{1}$ and the desired estimate $\ell_{1} \leq d_{1}\left(n-\ell_{0}\right)$ holds.

Otherwise we have $d^{*}<d$, and $\mathcal{V}^{*}=\mathcal{V} \cap T_{e}\left(G^{*}\right)$ satisfies (11.1) as a subspace of $T_{e}\left(G^{*}\right)$. Therefore we may apply the inductive hypothesis:

$$
\ell_{1}^{*} \leq d_{1}^{*}\left(n^{*}-\ell_{0}^{*}\right) .
$$

However we have $d_{1}^{*} \leq d_{1}, \ell_{0}=\ell_{0}^{\prime}+\ell_{0}^{*}$ and $n=n^{\prime}+n^{*}$, so that

$$
\ell_{1}=\ell_{1}^{\prime}+\ell_{1}^{*} \leq d_{1}\left(n^{\prime}-\ell_{0}^{\prime}\right)+d_{1}^{*}\left(n^{*}-\ell_{0}^{*}\right) \leq d_{1}\left(n-\ell_{0}\right) .
$$

The following examples turn out to be special cases of Corollary 11.15 below.
Example 1. Here is the Five Exponentials Theorem of [W 1988], Corollary 2.2.

- Let $x_{1}, x_{2}$ be two $\mathbb{Q}$-linearly independent complex numbers and $y_{1}, y_{2}$ be also two $\mathbb{Q}$-linearly independent complex numbers. Further let $\gamma$ be a nonzero algebraic number. Then one at least of the five numbers

$$
e^{x_{1} y_{1}}, e^{x_{1} y_{2}}, e^{x_{2} y_{1}}, e^{x_{2} y_{2}}, e^{\gamma x_{1} / x_{2}}
$$

is transcendental.
Proof. We deduce this result from Corollary 11.6 by taking $d_{0}=1, d_{1}=2$, while $\mathcal{V}$ is the hyperplane of $\mathbb{C}^{3}$ of equation

$$
\gamma x_{1} z_{0}-x_{2} z_{1}+x_{1} z_{2}=0
$$

which contains the point $(1,0,-\gamma)$ of $\overline{\mathbb{Q}}^{3}$. Since $x_{1}, x_{2}$ are $\mathbb{Q}$-linearly independent and $\gamma \neq 0, \mathcal{V}$ satisfies (11.1), hence $\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{V} \cap \mathscr{L}_{G}\right) \leq 2$. The three points

$$
\left(1, \gamma x_{1} / x_{2}, 0\right), \quad\left(0, x_{1} y_{1}, x_{2} y_{1}\right), \quad\left(0, x_{1} y_{2}, x_{2} y_{2}\right)
$$

are $\mathbb{Q}$-linearly independent and in $\mathcal{V}$, therefore one at least of them does not belong to $\mathscr{L}_{G}=\overline{\mathbb{Q}} \times \mathscr{L}^{2}$.

Without loss of generality we may set $x_{2}=1$, in which case the five exponentials become

$$
e^{y_{1}}, e^{y_{2}}, e^{x_{1} y_{1}}, e^{x_{1} y_{2}}, e^{\gamma x_{1}}
$$

Therefore the five exponentials Theorem can be stated as follows:

- Let $\lambda_{0}$ be a nonzero element of $\mathcal{L}, \lambda_{1}, \lambda_{2}$ two $\mathbb{Q}$-linearly independent elements of $\mathscr{L}$ and $\beta$ a nonzero algebraic number. Then one at least of the two numbers

$$
e^{\beta \lambda_{0} \lambda_{1}}, e^{\beta \lambda_{0} \lambda_{2}}
$$

is transcendental.

Example 2. The following result was called the strong six exponentials Theorem in [W 1988], Corollary 2.1 and [W 1990], Corollary 2.3 - but it is now a special case of the more general Corollary 11.16 who deserves this name.

- Let $x_{1}, x_{2}$ be two $\mathbb{Q}$-linearly independent complex numbers and $y_{1}, y_{2}, y_{3}$ be three $\mathbb{Q}$-linearly independent complex numbers. Further let $\beta_{i j}(i=1,2, j=1,2,3)$ be six algebraic numbers. Assume that the six numbers

$$
e^{x_{i} y_{j}-\beta_{i j}}, \quad i=1,2, \quad j=1,2,3
$$

are algebraic. Then

$$
x_{i} y_{j}=\beta_{i j} \quad \text { for } \quad i=1,2, \quad \text { and } \quad j=1,2,3 .
$$

This result clearly contains the five exponentials Theorem: take $\beta_{i j}=0$ for $(i, j) \neq(1,3), \beta_{13}=\gamma, y_{3}=\gamma / x_{1}$, and use Baker's Theorem to deduce the linear independence of $x_{1} y_{1}, x_{1} y_{2}, \gamma$.

Proof. By assumption the six numbers $\lambda_{i j}=x_{i} y_{j}-\beta_{i j}(i=1,2, j=1,2,3)$ are in $\mathcal{L}$. Put $d_{0}=d_{1}=2$. The hyperplane $\mathcal{V}$ of $\mathbb{C}^{4}$ of equation

$$
x_{2}\left(z_{1}+z_{3}\right)=x_{1}\left(z_{2}+z_{4}\right)
$$

contains the points $(1,0,-1,0)$ and $(0,-1,0,1)$ of $\overline{\mathbb{Q}}^{4}$ as well as the three points

$$
\left(\beta_{1 j}, \beta_{2 j}, \lambda_{1 j}, \lambda_{2 j}\right) \quad(j=1,2,3)
$$

of $\mathscr{L}_{G}=\overline{\mathbb{Q}}^{2} \times \mathcal{L}^{2}$. These three points are $\mathbb{Q}$-linearly independent, because $y_{1}, y_{2}, y_{3}$ are $\mathbb{Q}$-linearly independent. From Corollary 11.6 we deduce that $\mathcal{V}$ does not satisfy (11.1). It follows that $x_{1}, x_{2}$ are $\overline{\mathbb{Q}}$-linearly dependent, so that $\gamma=x_{2} / x_{1}$ is an irrational algebraic number. The relations

$$
\lambda_{2 j}+\beta_{2 j}=\gamma\left(\lambda_{1 j}+\beta_{1 j}\right) \quad(j=1,2,3)
$$

together with Baker's Theorem 1.6 imply $\lambda_{i j}=0$ for $i=1,2$ and $j=1,2,3$.

### 11.3.4 Subspaces which are Rational over $\overline{\mathbb{Q}}$

A simple statement can be deduced from Theorem 11.5 in the case where $\mathcal{V}$ is rational over $\overline{\mathbb{Q}}$, that is $\ell_{0}=n$ and $\mathcal{W}=\mathcal{V}$. We fix $d_{0} \geq 0$ and $d_{1} \geq 1$ and we set $d=d_{0}+d_{1}$, as before.

Corollary 11.7. Let $\mathcal{V}$ be a subspace of $\mathbb{C}^{d}$ which is rational over $\overline{\mathbb{Q}}$. Then

$$
\mathcal{V} \cap \mathscr{L}_{G}=\mathcal{V}_{\max } \cap \mathscr{L}_{G} .
$$

Proof. For a subspace $\mathcal{V}$ of $\mathbb{C}^{d}$ which is rational over $\overline{\mathbb{Q}}$ and satisfies (11.1), we have $\mathcal{V} \cap \mathscr{L}_{G}=\{0\}$ : this follows from Corollary 11.6 with $\ell_{0}=n$.

For the general case, write

$$
\mathcal{V}_{\max }=E_{0} \times E_{1}, \quad d_{0}^{\prime}=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathbb{C}^{d}}{E_{0}}\right), \quad d_{1}^{\prime}=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathbb{C}^{d}}{E_{1}}\right)
$$

Define $G^{\prime}=\mathbb{G}_{a}^{d_{0}^{\prime}} \times \mathbb{G}_{m}^{d_{1}^{\prime}}$. Let $\mathbb{C}^{d_{0}} \rightarrow \mathbb{C}^{d_{0}^{\prime}}$ be a surjective linear map, rational over $\overline{\mathbb{Q}}$, with kernel $E_{0}$ and let $\mathbb{C}^{d_{1}} \rightarrow \mathbb{C}^{d_{1}^{\prime}}$ be a surjective linear map, rational over $\mathbb{Q}$, with kernel $E_{1}$. Denote by

$$
\varphi: \mathbb{C}^{d_{0}} \times \mathbb{C}^{d_{1}} \rightarrow \mathbb{C}^{d_{0}^{\prime}} \times \mathbb{C}^{d_{1}^{\prime}}
$$

their product, so that $\operatorname{ker} \varphi=\mathcal{V}_{\text {max }}$. Notice that $\varphi\left(\mathscr{L}_{G}\right)=\mathcal{L}_{G^{\prime}}$. From the definition of $\mathcal{V}_{\text {max }}$ we deduce that condition (11.1) holds for the subspace $\mathcal{V}^{\prime}=\varphi(\mathcal{V})$ of $\mathbb{C}^{d_{0}^{\prime}} \times \mathbb{C}^{d_{1}^{\prime}}$, hence $\mathcal{V}^{\prime} \cap \mathscr{L}_{G^{\prime}}=\{0\}$. Therefore

$$
\mathcal{V} \cap \mathscr{L}_{G} \subset \varphi^{-1}\left(\mathcal{V}^{\prime} \cap \mathscr{L}_{G^{\prime}}\right)=\operatorname{ker} \varphi=\mathcal{V}_{\max } .
$$

### 11.4 Linear Independence of Logarithms

There are different ways to recover Baker's Theorem 1.5 (homogeneous case) from Theorem 11.5. Two of them (§ 11.4.1) involve the special case $\ell_{0}=n$, which means that $\mathcal{V}$ is rational over $\overline{\mathbb{Q}}$. They correspond to Gel'fond-Baker's method. Two others (§ 11.4.2) are dual (in the sense of § 13.7) of the previous ones and correspond to Schneider's method. We also deduce in § 11.4.3 Baker's nonhomogeneous Theorem 1.6 from Theorem 11.5.

We display values for the parameters $d_{0}, d_{1}, \ell_{0}, \ell_{1}$ and $n$ for which

$$
\ell_{1}(d-n)>d_{1}\left(n-\ell_{0}\right) .
$$

By Theorem 11.5, some degeneracy should take place, which will yield the desired result.

### 11.4.1 Gel'fond-Baker's Method

We give two proofs of Baker's Theorem 1.5.
Assume

$$
\begin{equation*}
\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m}=0 \tag{11.8}
\end{equation*}
$$

where $\lambda_{1}, \ldots, \lambda_{m}$ are elements in $\mathcal{L}$, while $\beta_{1}, \ldots, \beta_{m}$ are algebraic numbers.

1 Set $d_{0}=0, d_{1}=m, \ell_{0}=m-1, \ell_{1}=1, n=m-1$
Assume $\left(\beta_{1}, \ldots, \beta_{m}\right) \neq(0, \ldots, 0)$ and consider the hyperplane $\mathcal{V}$ in $\mathbb{C}^{m}$ of equation

$$
\beta_{1} z_{1}+\cdots+\beta_{m} z_{m}=0
$$

which is plainly defined over $\overline{\mathbb{Q}}$. Since $d_{0}=0, \mathcal{V}_{\text {max }}$ is the maximal vector subspace of $\mathbb{C}^{m}$ which is rational over $\mathbb{Q}$. This is nothing else than the vector subspace of $\mathcal{V}$ spanned by

$$
\mathcal{V} \cap \mathbb{Q}^{m}=\left\{\underline{b} \in \mathbb{Q}^{m} ; b_{1} \beta_{1}+\cdots+b_{m} \beta_{m}=0\right\} .
$$

Therefore

$$
\mathcal{V}_{\max }=\{0\} \Longleftrightarrow \beta_{1}, \ldots, \beta_{m} \text { are } \mathbb{Q} \text {-linearly independent. }
$$

Assume now that in (11.8) the numbers $\beta_{1}, \ldots, \beta_{m}$ are $\mathbb{Q}$-linearly independent. Since $\left(\lambda_{1}, \ldots, \lambda_{m}\right) \in \mathcal{V} \cap \mathcal{L}^{m}$, we deduce from Corollary $11.7 \lambda_{1}=\cdots=\lambda_{m}=0$ and Baker's Theorem 1.5 follows (see Lemma 1.7).

$$
2 \text { Set } \quad d_{0}=1, d_{1}=m, \ell_{0}=m, \ell_{1}=1, n=m
$$

Consider the hyperplane $\mathcal{V}$ in $\mathbb{C}^{m+1}$ of equation

$$
z_{0}+\beta_{1} z_{1}+\cdots+\beta_{m} z_{m}=0
$$

Again $\mathcal{V}$ is defined over $\overline{\mathbb{Q}}$. Now $d_{0}=1$ and $d_{1}=m$. Since $(1,0, \ldots, 0) \notin \mathcal{V}, \mathcal{V}_{\text {max }}$ is the vector subspace of $\mathcal{V}$ spanned by

$$
\left\{(0, \underline{b}) \in\{0\} \times \mathbb{Q}^{m} ; b_{1} \beta_{1}+\cdots+b_{m} \beta_{m}=0\right\} .
$$

Therefore we still have

$$
\mathcal{V}_{\max }=\{0\} \Longleftrightarrow \beta_{1}, \ldots, \beta_{m} \text { are } \mathbb{Q} \text {-linearly independent. }
$$

Since $\left(0, \lambda_{1}, \ldots, \lambda_{m}\right) \in \mathcal{V} \cap \mathcal{L}_{G}$, Corollary 11.7 yields $\lambda_{1}=\cdots=\lambda_{m}=0$, and Baker's Theorem 1.5 follows as before.

### 11.4.2 Schneider's Method

Here are two other proofs of Baker's Theorem 1.5.

$$
1^{\prime} \quad \text { Set } \quad d_{0}=m-1, d_{1}=1, \ell_{0}=0, \ell_{1}=m, n=m-1
$$

We shall prove, by induction on $m$, that if $\lambda_{1}, \ldots, \lambda_{m}$ are $\overline{\mathbb{Q}}$-linearly dependent elements of $\mathcal{L}$, then they are linearly dependent over $\mathbb{Q}$. Assume now $\lambda_{1}, \ldots, \lambda_{m}$ are $\overline{\mathbb{Q}}$-linearly dependent: they satisfy a relation (11.8) with $\left(\beta_{1}, \ldots, \beta_{m}\right) \neq 0$. Without loss of generality we may assume $\beta_{m}=-1$. Also, thanks to the induction hypothesis, we may assume that $\lambda_{1}, \ldots, \lambda_{m-1}$ are $\overline{\mathbb{Q}}$-linearly independent.

For $d_{0}=m-1$ and $d_{1}=1$, we have $d=m$ and $\mathscr{L}_{G}=\overline{\mathbb{Q}}^{m-1} \times \mathscr{L}$. Let $\mathcal{V}$ be the hyperplane in $\mathbb{C}^{m}$ of equation

$$
z_{1} \lambda_{1}+\cdots+z_{m-1} \lambda_{m-1}=z_{m}
$$

and let $\mathcal{W}=\{0\}$. We have $\mathcal{V} \cap(\{0\} \times \mathbb{C})=\{0\}$. Moreover, since $\lambda_{1}, \ldots, \lambda_{m-1}$ are $\overline{\mathbb{Q}}$-linearly independent, we also have $\mathcal{V} \cap\left(\overline{\mathbb{Q}}^{m-1} \times\{0\}\right)=\{0\}$. This shows that condition (11.1) is fulfilled.

Using Kronecker's symbol $\delta_{i j}$, we check that the elements

$$
\underline{\eta}_{j}=\left(\delta_{1 j}, \ldots, \delta_{m-1, j}, \lambda_{j}\right) \quad(1 \leq j \leq m-1), \quad \underline{\eta}_{m}=\left(\beta_{1}, \ldots, \beta_{m-1}, \lambda_{m}\right)
$$

belong to $\mathcal{V} \cap \mathcal{L}_{G}$. From Corollary 11.6 one deduces that $\underline{\eta}_{1}, \ldots, \underline{\eta}_{m}$ are $\mathbb{Q}$-linearly dependent, hence $\lambda_{1}, \ldots, \lambda_{m}$ are $\mathbb{Q}$-linearly dependent.
$2{ }^{2}$ Set $d_{0}=m, d_{1}=1, \ell_{0}=1, \ell_{1}=m, n=m$
Let $\lambda_{1}, \ldots, \lambda_{m}$ be $\mathbb{Q}$-linearly independent elements of $\mathscr{L}$ which satisfy (11.8) for some $\left(\beta_{1}, \ldots, \beta_{m}\right) \neq 0$. We want to get a contradiction.

Since $d_{0}=m$ and $d_{1}=1$, we have $d=m+1$ and $\mathscr{L}_{G}=\overline{\mathbb{Q}}^{m} \times \mathscr{L}$. Consider the hyperplane $\mathcal{V}$ of equation $z_{1} \lambda_{1}+\cdots+z_{m} \lambda_{m}=z_{m+1}$ in $\mathbb{C}^{m+1}$. Further, let $\mathcal{W}$ be the $\mathbb{C}$-vector space of dimension 1 , rational over $\overline{\mathbb{Q}}$, spanned by $\left(\beta_{1}, \ldots, \beta_{m}, 0\right)$. The points

$$
\underline{\eta}_{j}=\left(\delta_{1 j}, \ldots, \delta_{m j}, \lambda_{j}\right) \quad(1 \leq j \leq m)
$$

belong to $\mathcal{V} \cap \mathscr{L}_{G}$ and they are linearly independent over $\mathbb{C}$ (hence also over $\mathbb{Q}$ ). We use part (3') of Theorem 11.5 with $Y=\mathbb{Z} \underline{\eta}_{1}+\cdots+\mathbb{Z} \underline{\eta}_{m}$. Consider the $G^{*}$ for which $d^{\prime}>n^{\prime}$. They satisfy $d^{*}=n^{*}$, hence $T_{e}\left(G^{*}\right) \subset \mathcal{V}$. Since $\mathcal{V} \cap(\{0\} \times \mathbb{C})=\{0\}$, we have $d_{1}^{*}=0$ and $d_{1}^{\prime}=1$. Moreover $d^{\prime}-n^{\prime}=1$, so that

$$
\frac{d_{1}^{\prime}}{d^{\prime}-n^{\prime}}=1=\frac{d_{1}}{d-n} .
$$

An example of such a $T_{e}\left(G^{*}\right)$ is $\mathbb{C}\left(\beta_{1}, \ldots, \beta_{m}, 0\right)$, whose codimension $d^{\prime}$ is $m$. Consider such a $G^{*}$ with $d^{\prime}$ minimal. Our example shows that $d^{\prime} \leq m$. The conclusion (3') of Theorem 11.5 yields $\ell_{0}^{\prime}+\ell_{1}^{\prime} \leq n^{\prime}$. Since $\lambda_{1}, \ldots, \lambda_{m}$ are $\mathbb{Q}$-linearly independent, $Y \cap\left(\mathbb{C}^{m} \times\{0\}\right)=\{0\}$, hence $\ell_{1}^{*}=0$ and $\ell_{1}^{\prime}=m$. We deduce $m \leq m+\ell_{0}^{\prime} \leq n^{\prime}$ and $d^{\prime}=n^{\prime}+1 \geq m+1$, which is the desired contradiction.

### 11.4.3 Affine Linear Forms

Our goal is to show that any relation

$$
\begin{equation*}
\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m}=0, \tag{11.9}
\end{equation*}
$$

with $\lambda_{1}, \ldots, \lambda_{m}$ in $\mathcal{L}$ and $\beta_{0}, \ldots, \beta_{m}$ in $\overline{\mathbb{Q}}$ implies $\beta_{0}=0$. This will complete the proof of Baker's Theorem 1.6.

It will be convenient to argue by contradiction: assume $\beta_{0} \neq 0$ and consider such a relation with $m$ minimal. Therefore $\lambda_{1}, \ldots, \lambda_{m}$ are $\overline{\mathbb{Q}}$-linearly independent and at the same time $\beta_{1}, \ldots, \beta_{m}$ are $\mathbb{Q}$-linearly independent.

We give two proofs which are just slight modifications of proofs in §§ 11.4.1 and 11.4.2 respectively.

$$
2 \text { Set } d_{0}=1, d_{1}=m, \ell_{0}=m, \ell_{1}=1, n=m
$$

The hyperplane $\mathcal{V}$ in $\mathbb{C}^{m+1}$ of equation

$$
\beta_{0} z_{0}+\beta_{1} z_{1}+\cdots+\beta_{m} z_{m}=0
$$

is rational over $\overline{\mathbb{Q}}$ and satisfies property (11.1), because $\beta_{1}, \ldots, \beta_{m}$ are linearly independent over $\mathbb{Q}$. However it contains the nonzero element $\left(1, \lambda_{1}, \ldots, \lambda_{m}\right)$ of $\mathcal{L}_{G}=\overline{\mathbb{Q}} \times \mathscr{L}^{m}$, which contradicts Corollary 11.7.

Replacing $z_{0}$ by $z_{0} / \beta_{0}$ one might as well consider the hyperplane $z_{0}+\beta_{1} z_{1}+$ $\cdots+\beta_{m} z_{m}=0$ and the point $\left(\beta_{0}, \lambda_{1}, \ldots, \lambda_{m}\right)$.

$$
2^{\prime} \quad \text { Set } d_{0}=m, d_{1}=1, \ell_{0}=1, \ell_{1}=m, n=m
$$

Since $\lambda_{1}, \ldots, \lambda_{m}$ are $\overline{\mathbb{Q}}$-linearly independent, the hyperplane $\mathcal{V}$ of $\mathbb{C}^{m+1}$ of equation $z_{1} \lambda_{1}+\cdots+z_{m} \lambda_{m}=z_{m+1}$ satisfies condition (11.1). Let $\mathcal{W}$ be the $\mathbb{C}$-vector subspace of $\mathbb{C}^{m+1}$, rational over $\overline{\mathbb{Q}}$, of dimension 1 , spanned by $\left(\beta_{1}, \ldots, \beta_{m},-\beta_{0}\right)$.

Since the points

$$
\underline{\eta}_{j}=\left(\delta_{1 j}, \ldots, \delta_{m j}, \lambda_{j}\right) \in \overline{\mathbb{Q}}^{m} \times \mathcal{L} \quad(1 \leq j \leq m)
$$

belong to $\mathcal{V} \cap \mathscr{L}_{G}$ and are linearly independent over $\mathbb{C}$, we deduce our contradiction from Corollary 11.6.

Another description of the same method (involving the same values for $d_{0}, d_{1}$, $\ell_{0}, \ell_{1}$ and $m$ ) arises from the following change of variables

$$
\left(z_{1}, \ldots, z_{m+1}\right) \longmapsto\left(Z_{0}, Z_{1}, \ldots, Z_{m}\right)
$$

with

$$
Z_{0}=\beta_{0} z_{m}, \quad Z_{i}=z_{i}+\beta_{i} z_{m} \quad(1 \leq i \leq m-1), \quad Z_{m}=z_{m+1} .
$$

Assume $\beta_{m}=-1$, so that

$$
\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m-1} \lambda_{m-1}=\lambda_{m} .
$$

The hyperplane $\mathcal{V}$ in $\mathbb{C}^{m+1}$ of equation

$$
Z_{0}+\lambda_{1} Z_{1}+\cdots+\lambda_{m-1} Z_{m-1}=Z_{m}
$$

satisfies (11.1) (recall that $m$ is minimal for (11.9)) and contains the complex vector subspace $\mathcal{W}$ of $\mathbb{C}^{m+1}$ spanned by $(1,0, \ldots, 0,1)$. Moreover $\mathcal{V} \cap \mathscr{L}_{G}$ contains the $m$ points

$$
\underline{\eta}_{j}=\left(0, \delta_{1 j}, \ldots, \delta_{m-1, j}, \lambda_{j}\right) \quad(1 \leq j \leq m-1)
$$

and

$$
\underline{\eta}_{m}=\left(\beta_{0}, \beta_{1}, \ldots, \beta_{m-1}, \lambda_{m}\right) .
$$

### 11.4.4 Exponential Polynomials

One may analyze the underlying principle to each of the previous proofs by writing the functions and the points (as well as derivatives, if applicable):

1 Assume $\beta_{m}=-1$; we work with $m$ functions of $m-1$ complex variables:

$$
e^{z_{1}}, \ldots, e^{z_{m-1}}, e^{\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}}
$$

take the derivatives with respect to $m-1$ variables $z_{1}, \ldots, z_{m-1}$ and consider the values at the points of the subgroup $\mathbb{Z}\left(\lambda_{1}, \ldots, \lambda_{m-1}\right)$ which has rank 1 .

Due to the fact that these points span a $\mathbb{C}$-vector space of dimension 1 , one may introduce Baker's method without mentioning several complex variables. Indeed, for $\underline{t}=\left(t_{1}, \ldots, t_{m}\right) \in \mathbb{Z}^{m}$, consider the exponential monomial

$$
\begin{aligned}
\Phi_{\underline{t}}\left(z_{1}, \ldots, z_{m-1}\right) & =e^{t_{1} z_{1}+\cdots+t_{m-1} z_{m-1}+t_{m}\left(\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}\right)} \\
& =e^{\left(t_{1}+t_{m} \beta_{1}\right) z_{1}+\cdots+\left(t_{m-1}+t_{m} \beta_{m-1}\right) z_{m-1}} .
\end{aligned}
$$

Let $\phi_{\underline{t}}$ be the restriction of $\Phi_{\underline{t}}$ to the complex line $\mathbb{C}\left(\lambda_{1}, \ldots, \lambda_{m-1}\right)$ :

$$
\phi_{\underline{t}}(z)=e^{z\left(\left(t_{1}+t_{m} \beta_{1}\right) \lambda_{1}+\cdots+\left(t_{m-1}+t_{m} \beta_{m-1}\right) \lambda_{m-1}\right)} .
$$

For $\kappa \in \mathbb{N}$, we have the relations

$$
\left(\frac{d}{d z}\right)^{\kappa} \phi_{\underline{t}}(z)=\sum_{\|\underline{\|}\|=\kappa} \frac{\kappa!}{\sigma!} \lambda_{1}^{\sigma_{1}} \cdots \lambda_{m-1}^{\sigma_{m-1}} \mathscr{D}^{\underline{\sigma}} \Phi_{\underline{t}}\left(\lambda_{1} z, \ldots, \lambda_{m-1} z\right),
$$

where $\underline{\sigma}$ runs over the elements $\left(\sigma_{1}, \ldots, \sigma_{m-1}\right)$ in $\mathbb{N}^{m-1}$ satisfying $\|\underline{\sigma}\|=\kappa$ and

$$
\mathscr{D}^{\underline{\sigma}}=\left(\frac{\partial}{\partial z_{1}}\right)^{\sigma_{1}} \cdots\left(\frac{\partial}{\partial z_{m-1}}\right)^{\sigma_{m-1}} .
$$

Specializing $z=s \in \mathbb{Z}$, the number $(d / d z)^{k} \phi_{\underline{t}}(s)$ is a polynomial in $\lambda_{1}, \ldots, \lambda_{m-1}$, and this is not so nice since these numbers are transcendental. However the numbers $\mathscr{D}^{\underline{\sigma}} \Phi_{\underline{t}}\left(\lambda_{1} s, \ldots, \lambda_{m-1} s\right)$ are algebraic, and the main feature of Baker's method is to work with these algebraic numbers.

2 Let us start with the homogeneous situation of § 11.4.1:

$$
\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m}=0 .
$$

We consider $m+1$ functions of $m$ variables, namely

$$
\beta_{1} z_{1}+\cdots+\beta_{m} z_{m}, e^{z_{1}}, \ldots, e^{z_{m}}
$$

We differentiate them in all directions and evaluate their derivatives at the points of the set $\mathbb{Z}\left(\lambda_{1}, \ldots, \lambda_{m}\right)$.

Let us assume $\beta_{m}=-1$ and perform the change of variables

$$
-z_{0}=\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}-z_{m}
$$

Take the derivatives of the functions

$$
z_{0}, e^{z_{1}}, \ldots, e^{z_{m-1}}, e^{z_{0}+\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}}
$$

with respect to the $m$ variables $z_{0}, \ldots, z_{m-1}$ and consider their values at the points of the subgroup $\mathbb{Z}\left(\beta_{0}, \lambda_{1}, \ldots, \lambda_{m-1}\right)$ which has rank 1 .

For $(\tau, \underline{t}) \in \mathbb{N} \times \mathbb{Z}^{m}$, define

$$
\Phi_{\tau \underline{t}}\left(z_{0}, \ldots, z_{m-1}\right)=z_{0}^{\tau} e^{t_{m} z_{0}+\left(t_{1}+t_{m} \beta_{1}\right) z_{1}+\cdots+\left(t_{m-1}+t_{m} \beta_{m-1}\right) z_{m-1}}
$$

and

$$
\begin{aligned}
\phi_{\tau \underline{t}}(z) & =\Phi_{\tau \underline{t}}\left(z, \lambda_{1} z, \ldots, \lambda_{m-1} z\right) \\
& =z^{\tau} e^{z\left(t_{m}+\left(t_{1}+t_{m} \beta_{1}\right) \lambda_{1}+\cdots+\left(t_{m-1}+t_{m} \beta_{m-1}\right) \lambda_{m-1}\right)}
\end{aligned}
$$

The derivatives of $\phi_{t \underline{t}}$ can be written

$$
\left(\frac{d}{d z}\right)^{\kappa} \phi_{\tau \underline{t}}(z)=\sum_{\|\underline{\sigma}\|=\kappa} \frac{\kappa!}{\underline{\sigma}!} \lambda_{1}^{\sigma_{1}} \cdots \lambda_{m-1}^{\sigma_{m-1}} D^{\underline{\sigma}} \Phi_{\tau \underline{t}}\left(z, \lambda_{1} z, \ldots, \lambda_{m-1} z\right)
$$

for $\underline{\sigma}=\left(\sigma_{0}, \ldots, \sigma_{m-1}\right) \in \mathbb{N}^{m}$. For $s \in \mathbb{Z}$, the numbers

$$
D^{\underline{\sigma}} \Phi_{\tau \underline{t}}\left(s, \lambda_{1} s, \ldots, \lambda_{m-1} s\right)
$$

are algebraic, while $(d / d z)^{\kappa} \phi_{\tau \underline{t}}(s)$ is a polynomial in $\lambda_{1}, \ldots, \lambda_{m-1}$.
In the situation of § 11.4.3 with a linear form

$$
\beta_{0} z_{0}+\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}-z_{m}
$$

which vanishes at $\left(1, \lambda_{1}, \ldots, \lambda_{m}\right)$, we consider the functions

$$
z_{0}, e^{z_{1}}, \ldots, e^{z_{m-1}}, e^{\beta_{0} z_{0}+\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}}
$$

so that we replace $\Phi_{\tau \underline{t}}(\underline{z})$ by

$$
z_{0}^{\tau} e^{t_{m} \beta_{0} z_{0}+\left(t_{1}+t_{m} \beta_{1}\right) z_{1}+\cdots+\left(t_{m-1}+t_{m} \beta_{m-1}\right) z_{m-1}}
$$

Notice that we do not recover the previous discussion of the homogeneous case if we just set $\beta_{0}=0$ ! See $\S 14.4 .3$ for a further discussion of this point.

1 1 Again assume $\beta_{m}=-1$. We deal with $m$ functions of $m-1$ variables:

$$
z_{1}, \ldots, z_{m-1}, e^{\lambda_{1} z_{1}+\cdots+\lambda_{m-1} z_{m-1}}
$$

we take no derivative at all (this is why we speak of Schneider's method) and we consider the values at the points of the subgroup $\mathbb{Z}^{m-1}+\mathbb{Z}\left(\beta_{1}, \ldots, \beta_{m-1}\right)$ of $\mathbb{C}^{m-1}$.
$2^{2}$ In the homogeneous situation of § 11.4.2 as well as in the affine case of § 11.4.1, we work with $m+1$ functions of $m$ variables. We can

- either consider

$$
z_{1}, \ldots, z_{m}, e^{\lambda_{1} z_{1}+\cdots+\lambda_{m} z_{m}}
$$

in this case we introduce a single derivative

$$
\mathcal{D}=\frac{\beta_{1} \partial}{\partial z_{1}}+\cdots+\beta_{m} \frac{\partial}{\partial z_{m}}
$$

and we take the values at the points in $\mathbb{Z}^{m}$.

- or else, assuming $\beta_{m}=-1$, deal with

$$
z_{0}, z_{1}, \ldots, z_{m-1}, e^{z_{0}+\lambda_{1} z_{1}+\cdots+\lambda_{m-1} z_{m-1}}
$$

then we consider one derivative $\partial / \partial z_{0}$, and we evaluate our functions at the points of the subgroup $\{0\} \times \mathbb{Z}^{m-1}+\mathbb{Z}\left(\beta_{0}, \beta_{1}, \ldots, \beta_{m-1}\right)$ of $\mathbb{C}^{m-1}$.
As we saw in § 11.4.3, a simple change of variables passes from one option to the other.

### 11.4.5 Comparison

Methods 1 and 2 correspond to Baker's method. They involve several exponential functions (that is several factors $\mathbb{G}_{\mathrm{m}}$ ) and several derivatives, but one point $\underline{\eta}$ is sufficient (together with its multiples). In method 1 , there is no factor $\mathbb{G}_{\mathrm{a}}$ (since $d_{0}=0$ ), so that one works on a torus $\mathbb{G}_{\mathrm{m}}^{m}$.

In the case $m=2$, method 1 reduces to Gel'fond's solution of Hilbert's seventh problem.

Methods 1 , and 2 are dual (see § 13.7) of 1 and 2 respectively. They involve only one multiplicative factor, but several additive factors $\mathbb{G}_{\mathrm{a}}$. Also several independent points of $G(\overline{\mathbb{Q}})$ are needed (not just a rank one subgroup). In 1 ' there is no derivative (and in $2^{\prime}$ there is just a single direction for multiplicities).

When one restricts to only two logarithms, 1 ' is Schneider's solution to Hilbert's seventh problem.

In the nonhomogeneous case (11.9) with $m=1$, methods 2 and 2 coincide: they just reduce to the proof of Lindemann-Weierstraß' Theorem by means of Gel'fond's method, involving one additive factor, one multiplicative factor, one derivative and one point:

$$
d_{0}=d_{1}=\ell_{0}=\ell_{1}=1
$$

It may seem pointless to produce several proofs for the same result. However it will turn out that our variants lead to a few differences in the diophantine estimates which are obtained as quantitative refinements of the transcendence result. We refer to § 14.4 for a detailed discussion of this matter.

### 11.5 Complex Toruses

By the case $d_{0}=0, d_{1}=d$ of Corollary 11.6 , for a $\mathbb{C}$-vector subspace $\mathcal{V}$ of $\mathbb{C}^{d}$, the $\mathbb{Q}$-vector space $\mathcal{V} \cap \mathscr{L}^{d}$ has finite dimension if and only if $\mathcal{V} \cap \mathbb{Q}^{d}=\{0\}$. This point of view was initiated by M. Emsalem [E 1987] and his estimates were refined by D. Roy.

For $d$ and $n$ positive integers satisfying $0 \leq n<d$, define

$$
\Psi(n, d)= \begin{cases}1 & \text { for } n=1, d \geq 3 \\ n(n-1)+1 & \text { for } 2 \leq n \leq d-3 \\ n(n-1)+2 & \text { for } n=d-2 \geq 2 \\ n(n+1) & \text { for } n=d-1\end{cases}
$$

and $\Psi(0, d)=0$ for $d>0$.
Here is Th. 5 of [Roy 1992b], which we shall deduce from Theorem 11.5 applied to the torus $G=\mathbb{G}_{\mathrm{m}}^{d}$.

For $\mathcal{V} \subset \mathbb{C}^{d}$, recall that $\mathcal{V}_{\text {min }}$ is the least vector subspace of $\mathbb{C}^{d}$ which is rational over $\mathbb{Q}$ and contains $\mathcal{V}$, while $d_{\text {min }}$ is the dimension of $\mathcal{V}_{\text {min }}$.

Corollary 11.10. Let $\mathcal{V}$ be a vector subspace of $\mathbb{C}^{d}$ of dimension $n$ such that $\mathcal{V} \cap \mathbb{Q}^{d}=\{0\}$. Then

$$
\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{V} \cap \mathscr{L}^{d}\right) \leq \Psi\left(n, d_{\min }\right)
$$

Since $\Psi(1,2)=2$ and $\Psi(1, d)=1$ for $d \geq 3$, taking $n=1$ and either $d=2$ or $d=3$, we deduce from Corollary 11.10 the six exponentials Theorem 1.12.

Before going into the proof of Corollary 11.10, we state a property of the function $\Psi$, whose proof is left as an exercise (Exercise 11.4).

Lemma 11.11. For $0<n<d$ we have

$$
\begin{equation*}
\Psi(n, d) \geq\left[\frac{n d}{d-n}\right] \tag{11.12}
\end{equation*}
$$

Moreover, if $n=n^{\prime}+n^{*}$ and $d=d^{\prime}+d^{*}$ with $0<n^{\prime}<d^{\prime}$ and $0<n^{*}<d^{*}$, then

$$
\begin{equation*}
\Psi\left(n^{\prime}, d^{\prime}\right)+\Psi\left(n^{*}, d^{*}\right) \leq \Psi(n, d) . \tag{11.13}
\end{equation*}
$$

For the proof of Corollary 11.10 we shall apply only the following consequence of Theorem 11.5.

Corollary 11.14. Let $\mathcal{V}$ be a vector subspace of $\mathbb{C}^{d}$ of dimension $n<d$. Among the subspaces $S$ of $\mathbb{C}^{d}$ which are rational over $\mathbb{Q}$ and distinct from $\mathbb{C}^{d}$, we select one for which the quantity $n^{\prime} / d^{\prime}$ is minimal, with

$$
n^{\prime}=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathcal{V}}{\mathcal{V} \cap S}\right), \quad d^{\prime}=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathbb{C}^{d}}{S}\right)
$$

Then the dimension $\ell^{\prime}$ of the $\mathbb{Q}$-vector space $\mathcal{V} \cap \mathcal{L}^{d} / \mathcal{V} \cap S \cap \mathcal{L}^{d}$ is finite and satisfies

$$
\frac{\ell^{\prime}}{d^{\prime}+\ell^{\prime}} \leq \frac{n^{\prime}}{d^{\prime}} \leq \frac{n}{d}
$$

Proof of Corollary 11.14. Corollary 11.14 would immediately follow from part (3') of Theorem 11.5 if we were asking $S$ to have minimal $d^{\prime}$. Since we did not include this condition, we shall proceed by induction on $d$ and we split the proof in three cases.

The first case is when the only subspace $S$ which satisfies the assumptions is $S=\{0\}$. We use part ( $3^{\prime}$ ) of Theorem 11.5 with $d_{0}=0, d_{1}=d, \ell_{0}=0$ : the only $G^{*}$ for which $n^{\prime} / d^{\prime} \leq n / d$ is $G^{*}=\{e\}$. Hence $d^{\prime}=d, n^{\prime}=n$, and the dimension $\ell$ of the $\mathbb{Q}$-vector space $\mathcal{V} \cap \mathcal{L}^{d}$ is finite and bounded above by $d n /(d-n)$.

The second case is when the selected subspace $S$ has positive dimension. We use the induction hypothesis with $\mathbb{C}^{d}, \mathcal{V}, S$ replaced respectively by $\mathbb{C}^{d} / S, \mathcal{V} /(\mathcal{V} \cap S)$ and $\{0\}$. We need to check that the subspace $\{0\}$ of $\mathbb{C}^{d} / S$ satisfies the assumption with respect to $\mathcal{V} /(\mathcal{V} \cap S)$. A subspace of $\mathbb{C}^{d} / S$, rational over $\mathbb{Q}$, can be written $S^{\prime} / S$ where $S^{\prime}$ is a subspace of $\mathbb{C}^{d}$, rational over $\mathbb{Q}$, containing $S$. The required inequality

$$
\frac{\operatorname{dim}_{\mathbb{C}}\left((\mathcal{V} / \mathcal{V} \cap S) /\left(\mathcal{V} \cap S^{\prime} / \mathcal{V} \cap S\right)\right)}{\operatorname{dim}_{\mathbb{C}}\left(\left(\mathbb{C}^{d} / S\right) /\left(S^{\prime} / S\right)\right)} \geq \frac{\operatorname{dim}_{\mathbb{C}}(\mathcal{V} / \mathcal{V} \cap S)}{\operatorname{dim}_{\mathbb{C}}\left(\mathbb{C}^{d} / S\right)}
$$

follows from our assumption that $n^{\prime} / d^{\prime}$ is minimal, namely

$$
\frac{\operatorname{dim}_{\mathbb{C}}\left(\mathcal{V} / \mathcal{V} \cap S^{\prime}\right)}{\operatorname{dim}_{\mathbb{C}}\left(\mathbb{C}^{d} / S^{\prime}\right)} \geq \frac{\operatorname{dim}_{\mathbb{C}}(\mathcal{V} / \mathcal{V} \cap S)}{\operatorname{dim}_{\mathbb{C}}\left(\mathbb{C}^{d} / S\right)}
$$

Hence in this second case we may use the induction hypothesis and the desired result follows at once.

Finally we need to consider the case where $S=\{0\}$, but there exists a nonzero subspace, say $S^{*}$, for which $n^{\prime} / d^{\prime}=n / d$, where $d^{\prime}=d-d^{*}, n^{\prime}=n-n^{*}, d^{*}$ is the dimension of $S^{*}$ and $n^{*}$ the dimension of $\mathcal{V} \cap S^{*}$.

From the induction hypothesis with $\mathbb{C}^{d}, \mathcal{V}, S$ replaced respectively by $\mathbb{C}^{d} / S^{*}$, $\mathcal{V} /\left(\mathcal{V} \cap S^{*}\right)$ and $\{0\}$, we deduce (like in the second case) that the dimension $\ell^{\prime}$ of $\left(\mathcal{V} \cap \mathcal{L}^{d}\right) /\left(\mathcal{V} \cap S^{*} \cap \mathcal{L}^{d}\right)$ is bounded by

$$
\ell^{\prime} \leq \frac{d^{\prime} n^{\prime}}{d^{\prime}-n^{\prime}}=\frac{d^{\prime} n}{d-n}
$$

Next we use the induction hypothesis with $\mathbb{C}^{d}, \mathcal{V}, S$ replaced respectively by $S^{*}$, $\mathcal{V} \cap S^{*}$ and $\{0\}$. We need to check the hypothesis: if $S^{\prime}$ is a rational subspace of $\mathbb{C}^{d}$ contained in $S^{*}$ and distinct from $S^{*}$, then we have by assumption

$$
\frac{n-\operatorname{dim}_{\mathbb{C}}\left(\mathcal{V} \cap S^{\prime}\right)}{d-\operatorname{dim}_{\mathbb{C}}\left(S^{\prime}\right)} \geq \frac{n}{d}
$$

and this implies

$$
\frac{n^{*}-\operatorname{dim}_{\mathbb{C}}\left(\mathcal{V} \cap S^{\prime}\right)}{d^{*}-\operatorname{dim}_{\mathbb{C}}\left(S^{\prime}\right)} \geq \frac{n^{*}}{d^{*}}
$$

Hence the dimension $\ell^{*}$ of $\mathcal{V} \cap S^{*} \cap \mathcal{L}^{d}$ is bounded by

$$
\ell^{*} \leq \frac{d^{*} n^{*}}{d^{*}-n^{*}}=\frac{\left(d-d^{\prime}\right) n}{d-n}
$$

Therefore the number $\ell=\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{V} \cap \mathcal{L}^{d}\right)=\ell^{*}+\ell^{\prime}$ satisfies the desired upper bound:

$$
\ell \leq \frac{d n}{d-n}
$$

Proof of Corollary 11.10.
We first notice that the assumption $\mathcal{V} \cap \mathbb{Q}^{d}=\{0\}$ is nothing else that (11.1).
Without loss of generality we may assume $d_{\min }=d$ : otherwise we just replace $\mathbb{C}^{d}$ by $\mathcal{V}_{\text {min }}$, which is a subspace of $\mathbb{C}^{d}$ rational over $\mathbb{Q}$ of dimension $d_{\text {min }}$ containing $\mathcal{V}$. When (11.3) holds, the result we want to prove can be stated as follows:

Let $\mathcal{V}$ be a vector subspace of $\mathbb{C}^{d}$ of dimension $n$ such that $\mathcal{V} \cap \mathbb{Q}^{d}=\{0\}$. Assume that the only subspace of $\mathbb{C}^{d}$ which is rational over $\mathbb{Q}$ and contains $\mathcal{V}$ is $\mathbb{C}^{d}$ itself. Then $\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{V} \cap \mathcal{L}^{d}\right) \leq \Psi(n, d)$.

The proof is by induction on $d$. The case $d=1$ is trivial. Assume $d \geq 2$ and define

$$
Y=\mathcal{V} \cap \mathcal{L}^{d}, \quad \ell=\operatorname{dim}_{\mathbb{Q}}(Y)
$$

We use Corollary 11.14: there exists a subspace $S$ of $\mathbb{C}^{d}$, rational over $\mathbb{Q}$ of codimension $d^{\prime}>0$ in $\mathbb{C}^{d}$ such that, if we set

$$
n^{\prime}=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathcal{V}}{\mathcal{V} \cap S}\right) \quad \text { and } \quad \ell^{\prime}=\operatorname{dim}_{\mathbb{Q}}\left(\frac{Y \cap \mathscr{L}^{d}}{Y \cap S \cap \mathscr{L}^{d}}\right)
$$

then

$$
\ell^{\prime} \leq \frac{n^{\prime} d^{\prime}}{d^{\prime}-n^{\prime}}
$$

If $S=\{0\}$, then $\ell^{\prime}=\ell, n^{\prime}=n, d^{\prime}=d$, we obtain $\ell \leq \psi(n, d)$, and in this case the result is proved.

If $\operatorname{dim}(S)>0$, we may apply the induction hypothesis to $Y \cap S$ and deduce that the numbers

$$
d^{*}=\operatorname{dim}_{\mathbb{C}}(S), \quad n^{*}=\operatorname{dim}_{\mathbb{C}}(\mathcal{V} \cap S), \quad \ell^{*}=\ell-\ell^{\prime}=\operatorname{dim}_{\mathbb{Q}}\left(Y \cap S \cap \mathcal{L}^{d}\right)
$$

satisfy

$$
\ell^{*} \leq \frac{n^{*} d^{*}}{d^{*}-n^{*}}
$$

hence $\ell^{*} \leq \psi\left(n^{*}, d^{*}\right)$. We conclude

$$
\ell=\ell^{\prime}+\ell^{*} \leq \psi\left(n^{\prime}, d^{\prime}\right)+\psi\left(n^{*}, d^{*}\right) \leq \psi(n, d) .
$$

This completes the proof of Corollary 11.10.

Consider now the special case of vector subspaces of $\mathbb{C}^{d}$ which are rational over $\overline{\mathbb{Q}}$. Baker's homogeneous Theorem 1.5 says that for such a space $\mathcal{W}$,

$$
\mathcal{W} \cap \mathscr{L}^{d}=\bigcup_{V} V \cap \mathcal{L}^{d}
$$

where $V$ ranges over the vector subspaces of $\mathbb{C}^{d}$ which are rational over $\mathbb{Q}$ and contained in $\mathcal{W}$ (see Exercise 1.5). Baker's nonhomogeneous Theorem 1.6 can be stated in the same way, replacing $\mathcal{W}$ by a linear affine subvariety of $\mathbb{C}^{d}$ defined over $\overline{\mathbb{Q}}$.

Conjecture 1.15 on algebraic independence of logarithms can be stated as follows (see [Roy 1995]):

Any affine algebraic subvariety $\mathfrak{V}$ of $\mathbb{C}^{d}$ defined over $\overline{\mathbb{Q}}$ satisfies the following property:

$$
\begin{equation*}
\mathfrak{V} \cap \mathscr{L}^{d}=\bigcup_{V} V \cap \mathscr{L}^{d} \tag{a.i.}
\end{equation*}
$$

where $V$ ranges over the vector subspaces of $\mathbb{C}^{d}$ which are rational over $\mathbb{Q}$ and contained in $\mathfrak{V}$.

The first examples of nonlinear algebraic varieties for which property (a.i.) holds are given by D. Roy in [Roy 1995]. Let $\mathcal{V}$ be a $\mathbb{C}$-vector space of finite dimension equipped with a $\mathbb{Q}$-structure (see Exercise 1.4.c). For each integer $k \geq 1$, the external product $\bigwedge^{k} \mathcal{V}$ has a natural $\mathbb{Q}$-structure ([Roy 1995], § 1). Denote by $G(k, \mathcal{V})$ the image of the map

$$
\begin{array}{ccc}
\mathcal{V}^{k} & \longrightarrow & \wedge^{k} \mathcal{V} \\
\left(v_{1}, \ldots, v_{k}\right) & \longmapsto & v_{1} \wedge \cdots \wedge v_{k}
\end{array}
$$

Hence $G(k, \mathcal{V})$ is an algebraic subvariety of $\bigwedge^{k} \mathcal{V}$ defined over $\mathbb{Q}$ : it is the affine cone over the Grassmannian of subspaces of $\mathcal{V}$ of dimension $k$. By [Roy 1995],

- If property (a.i.) holds for $G\left(2, \mathbb{C}^{4}\right)$, then it also holds for $G(k, \mathcal{V})$ for any $\mathcal{V}$ and any $k \geq 1$.

It remains to deal with $G\left(2, \mathbb{C}^{4}\right)$, which amounts to prove that property (a.i.) holds for the hypersurface

$$
x_{1} y_{1}+x_{2} y_{2}+x_{3} y_{3}=0
$$

in $\mathbb{C}^{6}$ (see Exercise 12.12). Compare with the four exponentials conjecture which raises the question of proving property (a.i.) for the hypersurface

$$
x_{1} y_{1}+x_{2} y_{2}=0
$$

in $\mathbb{C}^{4}$ (see Exercise 1.8).

Further examples involving tensor products or symmetric products have been worked out by S. Fischler. The general context is that of an affine algebraic group, defined over $\mathbb{Q}$, acting on a vector space $W$ over $\mathbb{C}$ endowed with a $\mathbb{Q}$-structure. The action is given by a representation $\varrho$, which is a morphism, defined over $\mathbb{Q}$, between the algebraic groups $G$ and $\operatorname{GL}(W)$. Let $X$ be an orbit for the action of $G$ over $W$. From Conjecture 1.15 one deduces that, if $X$ is not of maximal dimension among the orbits of $\varrho$, then any element of $X(L)$ belongs to a hyperplane of $W$ defined over $\mathbb{Q}$.

A simple example of one of Fischler's results is the following.

- Let $k$ and $m$ be two positive integers with $k m>k+m$. Let $L=a_{1} X_{1}+\ldots+a_{m} X_{m}$ be a linear form in $m$ variables with complex coefficients. Assume that the coefficients $\lambda_{\underline{i}} \quad(\|\underline{i}\|=k)$ of the polynomial

$$
L^{k}=\sum_{\|\underline{i}\|=k} \lambda_{\underline{i}} \underline{X^{i}}
$$

are in $\mathcal{L}$. Then these coefficients are $\mathbb{Q}$-linearly dependent.

### 11.6 Linear Combinations of Logarithms with Algebraic Coefficients

We extend the results of § 11.5 in two directions. On one hand one replaces $\mathcal{L}$ by $\mathbb{Q}+\mathcal{L}$ : we consider points in $\mathbb{C}^{d}$ with coordinates $\left(b_{i}+\lambda_{i}\right)_{1 \leq i \leq d}$, where $b_{i}$ are rational numbers and $\lambda_{i}$ are logarithms of algebraic numbers. On the other hand we replace the $\mathbb{Q}$-vector space $\mathcal{L}$ by the $\overline{\mathbb{Q}}$-vector space $\widetilde{\mathcal{L}}$ : we consider points in $\mathbb{C}^{d}$ whose coordinates are linear combinations of 1 and logarithms of algebraic numbers.

We denote by $(\mathbb{K}, \boldsymbol{L})$ either $(\mathbb{Q}, \mathbb{Q}+\mathcal{L})$ or else $(\overline{\mathbb{Q}}, \widetilde{\mathcal{L}})$. One could also take $(\mathbb{Q}$, $\mathcal{L})$ : one would just recover previous results. In any case $L$ is a $\mathbb{K}$-vector subspace of C.

### 11.6.1 Results and Conjectures

Following [Roy 1992b], we deduce from Theorem 11.5 the next result (compare with Corollary 11.10 above).

Corollary 11.15. Let $\mathcal{V}$ be a vector subspace of $\mathbb{C}^{d}$ of dimension $n$ such that $\mathcal{V} \cap \mathbb{K}^{d}=\{0\}$; denote by $d_{\min }$ the dimension of the least vector subspace of $\mathbb{C}^{d}$ which is rational over $\mathbb{K}$ and contains $\mathcal{V}$. Then

$$
\operatorname{dim}_{\mathbb{K}}\left(\mathcal{V} \cap \boldsymbol{L}^{d}\right) \leq \Psi\left(n, d_{\min }\right)
$$

One deduces from Corollary 11.15 the strong six exponentials Theorem of D. Roy [Roy 1992b], Corollary 2 § 4 p. 38:

Corollary 11.16 - Strong Six Exponentials Theorem. Let $x_{1}, \ldots, x_{d}$ be $\overline{\mathbb{Q}}$ linearly independent complex numbers and $y_{1}, \ldots, y_{\ell}$ be also $\overline{\mathbb{Q}}$-linearly independent complex numbers. Assume $d \ell>d+\ell$. Then one at least of the $d \ell$ numbers $x_{i} y_{j}$ $(1 \leq i \leq d, 1 \leq j \leq \ell)$ does not belong to $\widetilde{\mathcal{L}}$.

In other terms, for $d=2$ and $\ell=3$ the six numbers $e^{x_{i} y_{j}}$ cannot all be of the form

$$
e^{\beta_{0}} \alpha_{1}^{\beta_{1}} \cdots \alpha_{s}^{\beta_{s}} .
$$

Remark. One deduces the six exponentials Theorem 1.12 as well as the five exponentials Theorem (Example 1 of § 11.3.3) from Corollary 11.16 using the following fact: if the $d$ numbers $x_{i} y_{1}(1 \leq i \leq d)$ are logarithms of algebraic numbers with $x_{1}, \ldots, x_{d}$ linearly independent over $\mathbb{Q}$ and $y_{1} \neq 0$, then Baker's Theorem shows that $x_{1}, \ldots, x_{d}$ are also linearly independent over $\overline{\mathbb{Q}}$.

One expects that Corollary 11.16 also holds in the limit case $d \ell=d+\ell$, i.e. $d=\ell=2$ :

Conjecture 11.17 - Strong Four Exponentials Conjecture. Let $x_{1}, x_{2}$ be two $\overline{\mathbb{Q}}$ linearly independent complex numbers and $y_{1}, y_{2}$ be also two $\overline{\mathbb{Q}}$-linearly independent complex numbers. Then at least one of the four numbers $x_{1} y_{1}, x_{1} y_{2}, x_{2} y_{1}, x_{2} y_{2}$ does not belong to $\widetilde{\mathcal{L}}$.

Again, using Gel'fond-Schneider's Theorem 1.4, it is easy to check that Conjecture 11.17 includes the four exponentials Conjecture 1.13.

As pointed out by G. Diaz (see [Di 1997a]), the strong four exponentials Conjecture implies the following refinement of the Hermite-Lindemann's Theorem, which is an open problem:
(?) For any $\lambda \in \mathscr{L}$ with $\lambda \neq 0$, the number $|\lambda|$ is transcendental.
In other terms, for any nonzero complex number $u \in \mathbb{C}$, if $|u|$ is algebraic, then $e^{u}$ should be transcendental. This follows from Conjecture 11.17 by taking

$$
\lambda=e^{u}, \quad x_{1}=1, \quad x_{2}=\lambda, \quad y_{1}=1, \quad y_{2}=\bar{\lambda} .
$$

In the same way, the following conjectural refinement of the Gel'fond-Schneider's Theorem is also a consequence of the strong four exponentials Conjecture:
(?) Let $\lambda \in \mathcal{L}, \lambda \neq 0$ and let $u \in \mathbb{C}$ with $|u| \in \overline{\mathbb{Q}}$. If the number $e^{u \lambda}$ is algebraic, then either $u \in \mathbb{Q}$, or else $u \lambda / \bar{\lambda} \in \mathbb{Q}$.
(Compare with Exercise 1.8)

### 11.6.2 Proof

The proof of Corollary 11.15 (following [Roy 1992b]) will rest on two preliminary results.

Let $k$ be a number field of degree $m$. We choose a basis $\left(\omega_{1}, \ldots, \omega_{m}\right)$ of $k$ as a $\mathbb{Q}$-vector space. The mapping

$$
\begin{array}{ccc}
\mathbb{Q}^{m} & \longrightarrow & k=\mathbb{Q} \omega_{1}+\cdots+\mathbb{Q} \omega_{m} \\
\left(a_{1}, \ldots, a_{m}\right) & \longmapsto & a_{1} \omega_{1}+\cdots+a_{m} \omega_{m}
\end{array}
$$

is an isomorphism of $\mathbb{Q}$-vector spaces from $\mathbb{Q}^{m}$ to $k$.
Denote by $\widetilde{\mathscr{L}}_{k}$ the $k$-vector subspace of $\mathbb{C}$ spanned by 1 and $\mathscr{L}$ : this is the set of numbers of the form

$$
\beta+\omega_{1} \lambda_{1}+\cdots+\omega_{m} \lambda_{m}
$$

where $\beta$ runs over the elements of $k$ and $\lambda_{1}, \ldots, \lambda_{m}$ over the elements of $\mathcal{L}$.
The linear map

$$
\begin{array}{ccc}
\Upsilon: & \mathbb{C}^{d} \times\left(\mathbb{C}^{d}\right)^{m} & \longrightarrow \\
\\
\left(\underline{x}, \underline{y}_{1}, \ldots, \underline{y}_{m}\right) & \longmapsto & \mathbb{C}^{d} \\
\underline{x}^{2}+\omega_{1} \underline{y}_{1}+\cdots+\omega_{m} \underline{y}_{m}
\end{array}
$$

will play a fundamental role. We define

$$
\underline{d}_{0}=d, \quad \underline{d}_{1}=d m, \quad \underline{d}=\underline{d}_{0}+\underline{d}_{1}=(m+1) d
$$

and we introduce the algebraic group $G=G_{0} \times G_{1}$ with $G_{0}=\mathbb{G}_{\mathrm{a}}^{\underline{d}_{0}}, G_{1}=\mathbb{G}_{\mathrm{m}}^{\underline{d}_{1}}$.

## Lemma 11.18.

1.- The kernel of $\Upsilon$ is the $\mathbb{C}$-vector subspace of $\mathbb{C} \frac{d}{}$, rational over $k$, of dimension $m d$, defined by the equation

$$
\underline{x}+\omega_{1} \underline{y}_{1}+\cdots+\omega_{m} \underline{y}_{m}=0 .
$$

2.- Let $\mathcal{U}$ be a $\mathbb{C}$-vector subspace of $\mathbb{C}^{d}$ and let $\mathcal{V}=\Upsilon^{-1}(\mathcal{U})$. Then

$$
\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathbb{C}^{d}}{\mathcal{V}}\right)=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathbb{C}^{d}}{u}\right) .
$$

Hence $\operatorname{dim}_{\mathbb{C}}(\mathcal{V})=\operatorname{dim}_{\mathbb{C}}(\mathcal{U})+m d$. Moreover, if $\mathcal{U} \cap k^{d}=\{0\}$, then

$$
\mathcal{V} \cap\left(\{0\} \times \mathbb{Q}^{d_{1}}\right)=\{0\} \quad \text { and } \quad \mathcal{V} \cap\left(\overline{\mathbb{Q}}^{d_{0}} \times\{0\}\right)=\{0\} .
$$

3.- Let $G^{*}=G_{0}^{*} \times G_{1}^{*}$ be a connected algebraic subgroup $G^{*}$ of $G$, defined over $\overline{\mathbb{Q}}$. The tangent space $S=T_{e}\left(G^{*}\right)$ is a subspace of $\mathbb{C}$ d and $T=\Upsilon(S)$ is a subspace of $\mathbb{C}^{d}$ which is rational over $\overline{\mathbb{Q}}$. Define

$$
\underline{d}_{1}^{\prime}=\operatorname{dim}\left(\frac{G_{1}}{G_{1}^{*}}\right) \quad \text { and } \quad d^{\prime}=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathbb{C}^{d}}{T}\right) .
$$

Then $\underline{d}_{1}^{\prime} \geq m d^{\prime}$. Moreover if $\mathcal{U}$ is a $\mathbb{C}$-vector subspace of $\mathbb{C}^{d}$ and if we set

$$
\begin{gathered}
\underline{d^{\prime}}=\operatorname{dim}\left(\frac{G}{G^{*}}\right), \quad n^{\prime}=\operatorname{dim}_{\mathbb{C}}\left(\frac{U}{\mathcal{U} \cap T}\right), \\
\mathcal{V}=\Upsilon^{-1}(\mathcal{U}), \quad \underline{n}^{\prime}=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathcal{V}}{\mathcal{V} \cap S}\right),
\end{gathered}
$$

we have $\underline{d}^{\prime}-\underline{n}^{\prime}=d^{\prime}-n^{\prime}$.
4.- The restriction of $\Upsilon$ to $k^{d_{0}} \times \mathcal{L}^{d_{1}}$ defines an isomorphism of $\mathbb{Q}$-vector spaces:

$$
v: k^{d_{0}} \times \mathscr{L}^{\underline{d}_{1}} \longrightarrow \widetilde{\mathscr{L}}_{k}^{d} .
$$

Therefore, if $Z$ is a $k$-vector subspace of $\widetilde{\mathscr{L}}_{k}^{d}$ and if we set $Y=v^{-1}(Z)$, we have $\operatorname{dim}_{\mathbb{Q}}(Y)=m \operatorname{dim}_{k}(Z)$.

Proof of Lemma 11.18. The first property is trivial. The second one follows from the fact that the spaces $\mathbb{C}^{d} / \mathcal{V}$ and $\mathbb{C}^{d} / U$ are isomorphic.

Before going further, we make two remarks.
a) If $k$ is a field, $K$ an extension of $k$ and if $\underline{x}_{1}, \ldots, \underline{x}_{n}$ are $k$-linearly independent elements in $k^{n}$, then in $K^{n}$ the elements $\underline{x}_{1}, \ldots, \underline{x}_{n}$ are $K$-linearly independent (the rank of a matrix does not change under scalar extension).
b) If $Z$ is a $k$-vector space of finite dimension, then $Z$ is a $\mathbb{Q}$-vector space of finite dimension $m \operatorname{dim}_{k}(Z)$.

We now prove the estimate $\underline{d}_{1}^{\prime} \geq m d^{\prime}$ in part 3 of Lemma 11.18. Let us define

$$
S=T_{e}\left(G^{*}\right) \subset \mathbb{C}^{\underline{d}} \quad \text { and } \quad S_{1}=T_{e}\left(G_{1}^{*}\right) \subset \mathbb{C}^{d_{1}} .
$$

The subspace $S_{1}$ of $\mathbb{C}^{d_{1}}$ is rational over $\mathbb{Q}$; hence its codimension in $\mathbb{C}^{\underline{d}_{1}}$, namely $\underline{d}_{1}^{\prime}$, is the same as the codimension in $\{0\} \times \mathbb{Q}^{d_{1}}$ of the $\mathbb{Q}$-vector space $E=S \cap\left(\{0\} \times \mathbb{Q}^{\underline{d}_{1}}\right)$. Since $\Upsilon$ induces an $\mathbb{Q}$-isomorphism between $\{0\} \times \mathbb{Q}^{\underline{d}_{1}}$ and $k^{d}$, the $\mathbb{Q}$-vector subspace $\Upsilon(E)$ of $k^{d}$ is isomorphic to $E$. Moreover $\Upsilon(E)$ is contained in the $\mathbb{Q}$-vector space $T \cap k^{d}$. Hence

$$
\operatorname{dim}_{\mathbb{Q}}(E) \leq \operatorname{dim}_{\mathbb{Q}}\left(T \cap k^{d}\right) .
$$

Since $T \cap k^{d}$ is a $k$-vector space, we have $\operatorname{dim}_{\mathbb{Q}}\left(T \cap k^{d}\right)=m \operatorname{dim}_{k}\left(T \cap k^{d}\right)$. From remark a) above we deduce $\operatorname{dim}_{k}\left(T \cap k^{d}\right) \leq \operatorname{dim}_{\mathbb{C}}(T)$. Finally we conclude $\operatorname{dim}_{\mathbb{Q}}(E) \leq m \operatorname{dim}_{\mathbb{C}}(T)$, which means $d m-\operatorname{dim}_{\mathbb{Q}}(E) \geq m \operatorname{dim}_{\mathbb{C}}\left(\mathbb{C}^{d} / T\right)$, hence $\underline{d}_{1}^{\prime} \geq m d^{\prime}$.

We deduce $\underline{d}^{\prime}-\underline{n}^{\prime}=d^{\prime}-n^{\prime}$ as follows: since $\mathcal{V} \supset \operatorname{ker} \Upsilon$, using property 2 for $\mathcal{V}+S$ yields $\Upsilon^{-1}(U+T)=\mathcal{V}+S$. Hence

$$
\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathbb{C}^{d}}{\mathcal{V}+S}\right)=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathbb{C}^{d}}{\mathcal{U}+T}\right)
$$

with $(\mathcal{V}+S) / S \simeq \mathcal{V} / \mathcal{V} \cap S$ and $(\mathcal{U}+T) / T \simeq \mathcal{U} / \mathcal{U} \cap T$.
Finally the fact that $v$ is surjective is a consequence of the very definition of $\widetilde{\mathcal{L}}_{k}$, while the injectivity uses Baker's Theorem: if $\lambda_{1}, \ldots, \lambda_{m}$ belong to $\mathscr{L}$ and if $\beta$ belongs to $k$, then the relation $\beta+\omega_{1} \lambda_{1}+\cdots+\omega_{m} \lambda_{m}=0$ implies $\beta=0$ and $\lambda_{1}=\cdots=\lambda_{m}=0$.

The main tool for the proof of Corollary 11.15 is the following (see [Roy 1992b], Th. 4).

Proposition 11.19. Let $\mathcal{U}$ be a vector subspace of $\mathbb{C}^{d}$ of dimension $n<d$. Among the subspaces of $T$ which are rational over $\mathbb{K}$ and distinct from $\mathbb{C}^{d}$, we select one for which the quantity $n^{\prime} / d^{\prime}$ is minimal, with

$$
n^{\prime}=\operatorname{dim}_{\mathbb{C}}\left(\frac{U}{U \cap T}\right), \quad d^{\prime}=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathbb{C}^{d}}{T}\right)
$$

Then the dimension $\ell^{\prime}$ of the $\mathbb{K}$-vector space $\boldsymbol{U} \cap \boldsymbol{L}^{d} / \boldsymbol{U} \cap T \cap \boldsymbol{L}^{d}$ is finite and satisfies

$$
\frac{\ell^{\prime}}{d^{\prime}+\ell^{\prime}} \leq \frac{n^{\prime}}{d^{\prime}} \leq \frac{n}{d}
$$

In particular if the inequality $n^{\prime} / d^{\prime} \geq n / d$ holds for any $\mathbb{K}$-rational subspace $T$, then the hypothesis holds with $T=\{0\}$. In this case we deduce that the dimension $\ell$ of the $\mathbb{K}$-vector space $\boldsymbol{U} \cap \boldsymbol{L}^{d}$ is finite and satisfies $\ell d \leq n(\ell+d)$.

Proof of Proposition 11.19. The statement of Proposition 11.19 is obtained from Corollary 11.14 by replacing $\mathbb{Q}, \mathcal{L}, \mathcal{V}$ and $S$ by $\mathbb{K}, \boldsymbol{L}, \mathcal{U}$ and $T$ respectively. The proof of Corollary 11.14 was by induction on $d$, and the general case was a formal consequence of the so-called first case, where $S=\{0\}$ is the only subspace of $\mathbb{C}^{d}$, rational over $\mathbb{Q}$ and distinct from $\mathbb{C}^{d}$, for which $n^{\prime} / d^{\prime} \leq n / d$. In exactly the same way, for the proof of Proposition 11.19, we may restrict to the case where the space $T=\{0\}$ is the only one which satisfies the assumptions. Therefore we assume that for any $\mathbb{K}$-rational subspace $T$ of dimension $d^{*}$ in the range $0<d^{*}<d$,

$$
\frac{\operatorname{dim}_{\mathbb{C}}(U / U \cap T)}{\operatorname{dim}_{\mathbb{C}}\left(\mathbb{C}^{d} / T\right)}>\frac{d^{*}}{d}
$$

This implies $U \cap \mathbb{K}^{d}=\{0\}$.
Let $Z_{1}$ be a $\mathbb{K}$-vector subspace of $\boldsymbol{U} \cap \boldsymbol{L}^{d}$ of finite dimension $\ell$. We want to prove the upper bound $\ell(d-n) \leq n d$. Choose a basis of $Z_{1}$ over $\mathbb{K}$. The elements of this basis belong to $L$ : they are linear combinations $\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{s} \lambda_{s}$ with algebraic coefficients $\beta_{i}$ of elements in $\mathcal{L}$; these coefficients $\beta_{i}$ generate a number field $k$ (in the case $(\mathbb{K}, \boldsymbol{L})=(\mathbb{Q}, \mathbb{Q}+\mathscr{L})$ we have $k=\mathbb{Q})$. Let $Z$ be the $k$-vector subspace of $\widetilde{\mathcal{L}}_{k}$ which is spanned by our selected basis of $Z_{1}$. Then $\operatorname{dim}_{k}(Z)=\operatorname{dim}_{\mathbb{K}}\left(Z_{1}\right)=\ell$.

Thanks to Lemma 11.18, we may apply part ( $3^{\prime}$ ) of Theorem 11.5 with $d_{0}, d_{1}$, $d, n$ and $\ell_{0}$ replaced respectively by

$$
\underline{d}_{0}=d, \quad \underline{d}_{1}=d m, \quad \underline{d}=\underline{d}_{0}+\underline{d}_{1}=(m+1) d, \quad \underline{n}=n+m d, \quad \underline{\ell}_{0}=m d,
$$

and with

$$
Y=v^{-1}(Z), \quad W=\operatorname{ker} \Upsilon \subset \mathcal{V}=\Upsilon^{-1}(U) \subset \mathbb{C}^{d}
$$

The rank of $Y$ is at least $\underline{\ell}_{1}=m \ell$. Since $\underline{d}>\underline{n}$, we deduce $\underline{\ell}_{1}(\underline{d}-\underline{n}) \leq \underline{d}_{1}\left(\underline{n}-\underline{\ell}_{0}\right)$, which yields the desired inequality $\ell(d-n) \leq d n$.

Proof of Corollary 11.15. The proof is now exactly the same as the proof of Corollary 11.10, using Proposition 11.19 in place of Corollary 11.14 and $\mathbb{K}, \boldsymbol{L}, \mathcal{U}, T$ in place of $\mathbb{Q}, \mathcal{L}, \mathcal{V}, S$ respectively.

### 11.6.3 Are we Far from the Truth?

As shown by D. Roy [Roy 1992b], § 5 Th. 6, the estimates in Corollaries 11.10 and 11.15 are optimal up to a coefficient $1 / 2$. More precisely, set

$$
\phi(n, d)= \begin{cases}\frac{n(n-1)}{2}+1 & \text { for } 1 \leq n \leq d-2 \\ \frac{n(n+1)}{2} & \text { for } n=d-1\end{cases}
$$

Lemma 11.20. Let $n$ and $d$ be two positive integers with $1 \leq n<d$. There exists a vector subspace $\mathcal{V}$ of $\mathbb{C}^{d}$, of dimension $n$, which is not contained in any subspace of $\mathbb{C}^{d}$ rational over $\mathbb{Q}$ distinct from $\mathbb{C}^{d}$, and such that $\mathcal{V} \cap \overline{\mathbb{Q}}^{d}=\{0\}, \quad \operatorname{dim}_{\mathbb{Q}}\left(\mathcal{V} \cap \mathcal{L}^{d}\right) \geq \phi(n, d) \quad$ and $\quad \operatorname{dim}_{\overline{\mathbb{Q}}}\left(\mathcal{V} \cap \widetilde{\mathcal{L}}^{d}\right) \geq \phi(n, d)$.

Proof. The proof of Lemma 11.20 uses the following consequence of Baker's Theorem (see Exercise 1.5):

- Let $y_{1}, \ldots, y_{\ell}$ be $\mathbb{Q}$-linearly independent elements in $\mathcal{L}^{d}$. Then $y_{1}, \ldots, y_{\ell}$ are $\overline{\mathbb{Q}}$-linearly independent.
Hence for any subspace $\mathcal{V}$ of $\mathbb{C}^{d}$ we have

$$
\operatorname{dim}_{\overline{\mathbb{Q}}}\left(\mathcal{V} \cap \widetilde{\mathscr{L}}^{d}\right) \geq \operatorname{dim}_{\mathbb{Q}}\left(\mathcal{V} \cap \mathcal{L}^{d}\right)
$$

The problem now is to construct $\mathcal{V}$ with $\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{V} \cap \mathscr{L}^{d}\right) \geq \phi(n, d)$. Let $\lambda_{1}, \ldots, \lambda_{d}$ be $\mathbb{Q}$-linearly independent elements of $\mathcal{L}$.
a) If $n=1$ we take for $\mathcal{V}$ the complex line $\mathbb{C}\left(\lambda_{1}, \ldots, \lambda_{d}\right)$ in $\mathbb{C}^{d}$, so that $\operatorname{dim}_{\mathbb{Q}}(\mathcal{V} \cap$ $\left.\mathcal{L}^{d}\right) \geq 1$.
b) For $n=d-1$ we take for $\mathcal{V}$ the hyperplane of equation $\lambda_{1} z_{1}+\cdots+\lambda_{d} z_{d}=0$ in $\mathbb{C}^{d}$, which contains the $d(d-1) / 2$ points $\lambda_{i} \underline{e}_{j}-\lambda_{j} \underline{e}_{i}$ of $\mathscr{L}^{d}(1 \leq i<j \leq d)$ (here $\left(\underline{e}_{1}, \ldots, \underline{e}_{d}\right)$ denotes the canonical basis in $\left.\mathbb{C}^{d}\right)$.
c) Finally, for $2 \leq n \leq d-2$ we take $\mathcal{V}=\mathcal{V}_{1} \times \mathcal{V}_{2}$ where $\mathcal{V}_{1}$ is the line $\mathbb{C}\left(\lambda_{1}, \ldots, \lambda_{d-n}\right)$ in $\mathbb{C}^{d-n}$ while $\mathcal{V}_{2}$ is the hyperplane $\lambda_{d-n+1} z_{1}+\cdots+\lambda_{d} z_{n}=0$ in $\mathbb{C}^{n}$. Then $\mathcal{V}_{1}$ contains a nonzero element in $\mathcal{L}^{d} ;$ moreover $\mathcal{V}_{2}$ contains $n(n-1) / 2$ elements of $\mathcal{L}^{d}$ which are $\mathbb{Q}$-linearly independent. Therefore $\mathcal{V}$ contains $1+n(n-1) / 2$ elements of $\mathscr{L}$ which are $\mathbb{Q}$-linearly independent.

Remark. Assuming Conjecture 1.15 on algebraic independence of logarithms of algebraic numbers, Lemma 11.20 is optimal; see Exercise 12.8.

### 11.7 Proof of the Linear Subgroup Theorem

We split the proof of Theorem 11.5 in three parts. In the first one we apply the transcendence method and produce a variant of part (1) (it seems weaker than (1), but it will turn out to be equivalent). Next we establish the equivalence between the six statements. Finally we complete the proof by taking possible periods into account. It may be worthwhile to point out that the same method works more generally for commutative algebraic groups (and not only for the linear ones).

### 11.7.1 The Transcendence Argument

We first prove the following statement (compare with Theorem 4.1 of [W 1988]):
Theorem 11.21. Let $d_{0}$ and $d_{1}$ be two nonnegative integers with $d=d_{0}+d_{1} \geq 2$. Let $\mathcal{V}$ be a complex subspace of $\mathbb{C}^{d}$ of dimension $n$ with $1 \leq n<d$, let $\mathcal{W}$ be a $\mathbb{C}$-vector subspace of $\mathbb{C}^{d}$, rational over $\overline{\mathbb{Q}}$, of dimension $\ell_{0} \geq 0$, contained in $\mathcal{V}$ and let $Y$ be a subgroup of $\mathscr{L}_{G}$, of finite rank $\ell_{1}>0$ over $\mathbb{Z}$, also contained in $\mathcal{V}$. Consider the subgroup $\Gamma=\exp _{G}(Y)$ of $G(\overline{\mathbb{Q}})$. Then there exists a connected algebraic subgroup $G^{*}=G_{0}^{*} \times G_{1}^{*}$ of $G$, defined over $\overline{\mathbb{Q}}$, such that

$$
d^{\prime}>\ell_{0}^{\prime} \quad \text { and } \quad \frac{\lambda^{\prime}+d_{1}^{\prime}}{d^{\prime}-\ell_{0}^{\prime}} \leq \frac{d_{1}}{d-n}
$$

where

$$
\begin{aligned}
d^{\prime} & =\operatorname{dim}\left(\frac{G}{G^{*}}\right),
\end{aligned} \quad \lambda^{\prime}=\operatorname{rank}_{\mathbb{Z}}\left(\frac{\Gamma}{\Gamma \cap G^{*}(\mathbb{C})}\right), ~ 子 \begin{array}{ll}
d_{1}^{\prime}=\operatorname{dim}\left(\frac{G_{1}}{G_{1}^{*}}\right), & \ell_{0}^{\prime}=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathcal{W}}{\mathcal{W} \cap T_{e}\left(G^{*}\right)}\right) .
\end{array}
$$

Proof.
Step 1. Preliminary Reduction
It will be convenient (at the end of the proof) to assume $d_{0} \leq n$. So let us start by proving the conclusion in the alternative case.

Assume $d_{0}>n$. Denote by $\pi_{0}$ the projection of $\mathbb{C}^{d}$ onto $\mathbb{C}^{d_{0}}$ with kernel $\{0\} \times \mathbb{C}^{d_{1}}$. The complex vector subspace of $\mathbb{C}^{d_{0}}$ spanned by $\pi_{0}(Y \cup \mathcal{W})$ is contained in $\pi_{0}(\mathcal{V})$, hence has dimension $\leq n<d_{0}$. Therefore $Y \cup \mathscr{W} \subset T_{e}\left(G^{*}\right)$ where $G^{*}=G_{0}^{*} \times G_{1}$, and $G_{0}^{*}$ is an algebraic subgroup of $G_{0}$ of codimension $d_{0}^{\prime}>0$. In this case we trivially get the conclusion with $d_{1}^{\prime}=\ell_{0}^{\prime}=\lambda^{\prime}=0$.

Step 2. Introducing the Parameters
We introduce positive integers $T_{0}, T_{1}, S_{0}, S_{1}$ and we define

$$
L=\binom{T_{0}+d_{0}}{d_{0}}\left(2 T_{1}+1\right)^{d_{1}}
$$

We denote by $c_{1}, \ldots, c_{11}$ positive integers which depend only on the data of Theorem 11.21 but do not depend on $T_{0}, T_{1}, S_{0}, S_{1}$.

Step 3. Construction of the Matrix $\boldsymbol{M}$
In the ring $\mathbb{C}[G]=\mathbb{C}\left[\underline{X}, \underline{Y}^{ \pm 1}\right]$ (see §5.1), consider the monomials

$$
\underline{X} \underline{\underline{\tau}} \underline{Y^{t}}=X_{1}^{\tau_{1}} \cdots X_{d_{0}}^{\tau_{d_{0}}} Y_{1}^{t_{1}} \cdots Y_{d_{1}}^{t_{d_{1}}},
$$

where ( $(\underline{\tau}, \underline{t})$ runs over the set of all $L$ elements in $\mathbb{N}^{d_{0}} \times \mathbb{Z}^{d_{1}}$ which satisfy

$$
\|\underline{\tau}\| \leq T_{0}, \quad|\underline{t}| \leq T_{1} .
$$

We fix an ordering of these $L$ elements and we define entire functions of $d$ variables by

$$
\underline{z}^{\underline{\tau}} e^{\underline{t z}}=z_{1}^{\tau_{1}} \cdots z_{d_{0}}^{\tau_{0}} e^{t_{1} \mid z_{d_{0}+1}+\cdots+t_{d_{1}} z_{d}} .
$$

Let $\boldsymbol{w}=\left(\underline{w}_{1}, \ldots, \underline{w}_{\ell_{0}}\right)$ be a basis of $\boldsymbol{W}$ over $\mathbb{C}$ contained in $\overline{\mathbb{Q}}^{d \ell_{0}}$. The coordinates of $\underline{w}_{k}\left(1 \leq k \leq \ell_{0}\right)$ will be written

$$
\underline{w}_{k}=\left(\beta_{1 k}, \ldots, \beta_{d k}\right) .
$$

Recall the notation, for $\underline{\sigma} \in \mathbb{N}^{\ell_{0}}$,

$$
\mathscr{D}_{w}^{\frac{\sigma}{w}}=\mathscr{D}_{\underline{w}_{1}}^{\sigma_{1}} \cdots \mathscr{D}_{\underline{w}_{\ell_{0}}}^{\sigma_{\ell_{0}}},
$$

with

$$
\mathscr{D}_{\underline{w}_{k}}=\beta_{1 k} \frac{\partial}{\partial z_{1}}+\cdots+\beta_{d k} \frac{\partial}{\partial z_{d}} .
$$

Further, let $\underline{\eta}_{1}, \ldots, \underline{\eta}_{\ell_{1}}$ be $\mathbb{Z}$-linearly independent elements of $Y$. We shall denote the coordinates of $\underline{\eta}_{j}\left(1 \leq j \leq \ell_{1}\right)$ by

$$
\underline{\eta}_{j}=\left(\beta_{1, \ell_{0}+j}, \ldots, \beta_{d_{0}, \ell_{0}+j}, \lambda_{1 j}, \ldots, \lambda_{d_{1}, j}\right) .
$$

We set $\alpha_{i j}=e^{\lambda_{i j}} \quad\left(1 \leq i \leq d_{1}, 1 \leq j \leq \ell_{1}\right)$ and we denote by $K$ a number field which contains all the $d_{1} \ell_{1}+d_{1} \ell_{0}+d_{0} \ell_{1}+d_{0} \ell_{0}=\left(d_{0}+d_{1}\right)\left(\ell_{0}+\ell_{1}\right)$ algebraic numbers

$$
\alpha_{i j}, \quad \beta_{h k}, \quad \beta_{d_{0}+i, k}, \quad \beta_{h, \ell_{0}+j}
$$

for

$$
1 \leq i \leq d_{1}, \quad 1 \leq j \leq \ell_{1}, \quad 1 \leq k \leq \ell_{0}, \quad 1 \leq h \leq d_{0}
$$

Notice that the points

$$
\underline{\gamma}_{j}=\exp _{G}\left(\underline{\eta}_{j}\right)=\left(\beta_{1, \ell_{0}+j}, \ldots, \beta_{d_{0}, \ell_{0}+j}, \alpha_{1 j}, \ldots, \alpha_{d_{1}, j}\right) \quad\left(1 \leq j \leq \ell_{1}\right)
$$

are in $G(K)=K^{d_{0}} \times\left(K^{\times}\right)^{d_{1}}$.
For each $(\underline{\sigma}, \underline{s}) \in \mathbb{N}^{\ell_{0}} \times \mathbb{Z}^{\ell_{1}}$ satisfying

$$
\|\underline{\sigma}\| \leq S_{0}, \quad\left|s_{j}\right| \leq S_{1} \quad\left(1 \leq j \leq \ell_{1}\right)
$$

we introduce the number

$$
\gamma_{\underline{\tau t}}^{\frac{\sigma s}{t}}=D^{\frac{\sigma}{w}}(\underline{z} \underline{\tau} e t \underline{\underline{z}})\left(s_{1} \underline{\eta}_{1}+\cdots+s_{\ell_{1}} \underline{\eta}_{\ell_{1}}\right)
$$

which lies in the number field $K$. We also choose an ordering for these tuples ( $\underline{\sigma}, \underline{s}$ ) and we build the matrix

$$
\boldsymbol{M}=\left(\gamma_{\underline{\tau t}}^{\frac{\sigma s}{\tau t}}\right)_{\substack{(\underline{\tau}, \underline{I} \\(\underline{\sigma}, \underline{\Omega}}} .
$$

Our goal is to show that $\boldsymbol{M}$ has rank $<L$. This will allow us to apply the multiplicity estimate (Theorem 8.1) which will in turn produce the subgroup $G^{*}$ of $G$.

Our goal is trivially achieved if the number of columns of $\boldsymbol{M}$ is less than $L$. Otherwise, let $\Delta$ be the determinant of a square $L \times L$ matrix extracted from $\boldsymbol{M}$.

Step 4. Upper Bound for $|\Delta|$
The determinant $F(\zeta)$ of the matrix

$$
\left(\mathcal{D}^{\frac{\sigma}{w}}(\underline{z}-\underline{\tau} \underline{t z})\left(\zeta\left(s_{1} \underline{\eta}_{1}+\cdots+s_{\ell_{1}} \underline{\eta}_{\ell_{1}}\right)\right)\right)_{\substack{(\underline{\tau}, \underline{( }) \\(\underline{g}, \underline{\Omega})}}
$$

is a function of a complex variable $\zeta$ which has a zero of multiplicity

$$
\geq c_{1} L^{1+(1 / n)}-c_{2} L S_{0}
$$

at the origin (the correcting term $c_{2} L S_{0}$ arises from $D^{\frac{\sigma}{w}}$; compare with Lemma 9.2 which settles the case $\ell_{0}=1$ and with Lemma 10.6; further explicit estimates will be provided in Lemma 13.4). Moreover on the disc $|\zeta| \leq e$ we have

$$
\log |F(\zeta)| \leq c_{3} L\left(S_{0} \log \left(T_{0} T_{1}\right)+T_{0} \log \left(S_{0} S_{1}\right)+T_{1} S_{1}\right)
$$

Again, explicit estimates for a more general situation will be provided in Lemma 13.9 .

Since $\Delta=F(1)$, from Schwarz' Lemma 6.1 we conclude

$$
\log |\Delta| \leq-c_{4} L^{1+(1 / n)}+c_{5} L\left(S_{0} \log \left(T_{0} T_{1}\right)+T_{0} \log \left(S_{0} S_{1}\right)+T_{1} S_{1}\right) .
$$

Step 5. Lower Bound for $|\Delta|$
From Liouville's estimate (see Exercise 3.8 for the case $\ell_{0}=0$ and Proposition 13.8 for the general case) we deduce that either $\Delta=0$ or else

$$
\log |\Delta| \geq-c_{6} L\left(S_{0} \log \left(T_{0} T_{1}\right)+T_{0} \log \left(S_{0} S_{1}\right)+T_{1} S_{1}\right)
$$

Therefore if our parameters satisfy

$$
\begin{equation*}
S_{0} \log \left(T_{0} T_{1}\right)+T_{0} \log \left(S_{0} S_{1}\right)+T_{1} S_{1} \leq c_{7} L^{1 / n} \tag{11.22}
\end{equation*}
$$

for a suitable (sufficiently small) $c_{7}>0$, we shall deduce from steps 4 and 5 that $\Delta=0$. We assume that this condition (11.22) is fulfilled and we shall confirm it in step 7 thanks to a suitable choice of the parameters.

Step 6. Using the Multiplicity Estimate
Since $\Delta=0$ it follows that $\boldsymbol{M}$ has rank $<L$. Therefore there exist complex numbers $c_{\tau t}$, not all of which are zero, such that

$$
\sum_{\underline{\tau}} \sum_{\underline{t}} c_{\underline{\tau t}} \gamma_{\underline{I t}}^{\frac{\sigma s}{I t}}=0
$$

for all $(\underline{\sigma}, \underline{s})$ as above. This means that the polynomial

$$
P=\sum_{\underline{\tau}} \sum_{\underline{t}} c_{\underline{\tau t}} \underline{X^{\tau}} \underline{Y} \underline{\underline{t}} \in \mathbb{C}\left[\underline{X}, \underline{Y}^{ \pm 1}\right]
$$

yields a function

$$
F(\underline{z})=P\left(z_{1}, \ldots, z_{d_{0}}, e^{z_{d_{0}+1}}, \ldots, e^{z_{d}}\right)
$$

which satisfies

$$
\mathscr{D}_{\bar{w}}^{\frac{\sigma}{w}} F\left(s_{1} \underline{\eta}_{1}+\cdots+s_{\ell_{1}} \underline{\eta}_{\ell_{1}}\right)=0
$$

for all $(\underline{\sigma}, \underline{s}) \in \mathbb{N}^{\ell_{0}} \times \mathbb{Z}^{\ell_{1}}$ with $\|\underline{\sigma}\| \leq S_{0}$ and $\left|s_{j}\right| \leq S_{1} \quad\left(1 \leq j \leq \ell_{1}\right)$.
Using Theorem 8.1 with $G^{+}=G, G^{-}=0, D_{0}=T_{0}, D_{1}=\cdots=D_{d_{1}}=T_{1}$ and

$$
\Sigma=\left\{s_{1} \underline{\gamma}_{1}+\cdots+s_{\ell_{1}} \underline{\gamma}_{\ell_{1}} ; s \in \mathbb{Z}^{\ell_{1}},\left|s_{j}\right| \leq S_{1}\left(1 \leq j \leq \ell_{1}\right)\right\}
$$

we obtain the existence of a subgroup $G^{*}$ of $G$ of dimension $<d$ such that, if we set

$$
\ell_{0}^{\prime}=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathcal{W}}{\mathcal{W} \cap T_{e}\left(G^{*}\right)}\right),
$$

then

$$
\binom{S_{0}+\ell_{0}^{\prime}}{\ell_{0}^{\prime}} \operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \mathscr{H}\left(G^{*} ; T_{0} ; T_{1}\right) \leq \mathscr{H}\left(G ; T_{0} ; T_{1}\right) .
$$

Therefore we deduce

$$
\begin{equation*}
S_{0}^{\ell_{0}^{\prime}} S_{1}^{\lambda^{\prime}} \leq c_{8} T_{0}^{d_{0}^{\prime}} T_{1}^{d_{1}^{\prime}} \tag{11.23}
\end{equation*}
$$

## Step 7. Choice of Parameters

Define $\mu=d_{1} /(d-n)$ and $\nu=d+n$. We choose for $S_{1}$ a sufficiently large integer and we define

$$
S_{0}=\left[S_{1}^{\mu}\left(\log S_{1}\right)^{\nu}\right], \quad T_{0}=\left[S_{0} / \log S_{1}\right], \quad T_{1}=\left[S_{0} / S_{1}\right]
$$

From step 1 we deduce $\mu \geq 1$. We check (11.22): indeed we have

$$
S_{0} \log \left(T_{0} T_{1}\right)+T_{0} \log \left(S_{0} S_{1}\right)+T_{1} S_{1} \leq c_{9} S_{1}^{\mu}\left(\log S_{1}\right)^{v+1}
$$

and

$$
L \geq \frac{1}{d_{0}!} S_{1}^{d \mu-d_{1}}\left(\log S_{1}\right)^{d \nu-d_{0}}
$$

This explains the choice of $\mu$. As far as $v$ is concerned, any $v>\left(d_{0}+n\right) /(d-n)$ is admissible.

Therefore (11.23) holds. We first replace $T_{0}$ and $T_{1}$ by their values in terms of $S_{0}$ and $S_{1}$ :

$$
S_{1}^{\lambda^{\prime}+d_{1}^{\prime}} \leq c_{10} S_{0}^{d^{\prime}-\ell_{0}^{\prime}}\left(\log S_{1}\right)^{-d_{0}^{\prime}}
$$

and then in terms of $S_{1}$ only:

$$
S_{1}^{\lambda^{\prime}+d_{1}^{\prime}}\left(\log S_{1}\right)^{d_{0}^{\prime}} \leq c_{11} S_{1}^{\left(d^{\prime}-\ell_{0}^{\prime}\right) \mu}\left(\log S_{1}\right)^{\left(d^{\prime}-\ell_{0}^{\prime}\right) \nu}
$$

The inequality $\lambda^{\prime}+d_{1}^{\prime} \leq\left(d^{\prime}-\ell_{0}^{\prime}\right) \mu$ plainly follows. Further, if $\lambda^{\prime}+d_{1}^{\prime}=\left(d^{\prime}-\ell_{0}^{\prime}\right) \mu$, then $d_{0}^{\prime} \leq\left(d^{\prime}-\ell_{0}^{\prime}\right) \nu$.

Hence $d^{\prime} \geq \ell_{0}^{\prime}$, and equality $d^{\prime}=\ell_{0}^{\prime}$ would imply $\lambda^{\prime}=d_{1}^{\prime}=0$ and $d_{0}^{\prime}=0$. But this is not compatible with the condition $d^{\prime}>0$.

### 11.7.2 Equivalence between Six Statements

Following [Roy 1992a], we show that if any of the six statements (1) to (3') from Theorem 11.5 holds for any $\left(d_{0}, d_{1}, Y, \mathcal{V}, \mathcal{W}\right)$, then so do the five others.

The following simple fact will be useful: for positive real numbers $a, b, c, d$, we have

$$
\min \left\{\frac{a}{b}, \frac{c}{d}\right\} \leq \frac{a+c}{b+d} \leq \max \left\{\frac{a}{b}, \frac{c}{d}\right\}
$$

(1) $\Rightarrow(2)$

Assume (1). Assume also that the hypotheses of (2) are satisfied. Among the $G^{*}$ for which $d^{\prime}>n^{\prime}$, select one (and call it $G^{*}$ ) for which $d_{1}^{\prime} /\left(d^{\prime}-n^{\prime}\right)$ is minimal. From (1) with $G$ replaced by $G^{\prime}=G / G^{*}$ we deduce that there exists a quotient $G^{\prime \prime}=G / G^{* *}$ of $G^{\prime}$, where $G^{* *}$ is an algebraic subgroup of $G$ containing $G^{*}$, such that, if we set

$$
\begin{gathered}
G^{\prime \prime}=G_{0}^{\prime \prime} \times G_{1}^{\prime \prime}, \quad d^{\prime \prime}=\operatorname{dim}\left(G^{\prime \prime}\right), \quad d_{1}^{\prime \prime}=\operatorname{dim}\left(G_{1}^{\prime \prime}\right), \\
Y^{\prime \prime}=\frac{Y}{Y \cap T_{e}\left(G^{* *}\right)}, \quad \mathcal{V}^{\prime \prime}=\frac{\mathcal{V}}{\mathcal{V} \cap T_{e}\left(G^{* *}\right)}, \quad \mathcal{W}^{\prime \prime}=\frac{\mathcal{W}}{\mathcal{W} \cap T_{e}\left(G^{* *}\right)}
\end{gathered}
$$

and

$$
\ell_{1}^{\prime \prime}=\operatorname{rank}_{\mathbb{Z}}\left(Y^{\prime \prime}\right), \quad n^{\prime \prime}=\operatorname{dim}_{\mathbb{C}}\left(\mathcal{V}^{\prime \prime}\right), \quad \ell_{0}^{\prime \prime}=\operatorname{dim}_{\mathbb{C}}\left(\mathcal{W}^{\prime \prime}\right),
$$

then

$$
d^{\prime \prime}>\ell_{0}^{\prime \prime} \quad \text { and } \quad \frac{\ell_{1}^{\prime \prime}+d_{1}^{\prime \prime}}{d^{\prime \prime}-\ell_{0}^{\prime \prime}} \leq \frac{d_{1}^{\prime}}{d^{\prime}-n^{\prime}}
$$

Since $G^{\prime \prime}$ is a quotient of $G$, from the choice of $G^{*}$ we deduce

$$
\frac{d_{1}^{\prime}}{d^{\prime}-n^{\prime}} \leq \frac{d_{1}^{\prime \prime}}{d^{\prime \prime}-n^{\prime \prime}} \quad \text { if } \quad d^{\prime \prime}>n^{\prime \prime}
$$

This inequality together with

$$
\frac{\ell_{1}^{\prime \prime}+d_{1}^{\prime \prime}}{\left(d^{\prime \prime}-n^{\prime \prime}\right)-\left(\ell_{0}^{\prime \prime}-n^{\prime \prime}\right)} \leq \frac{d_{1}^{\prime}}{d^{\prime}-n^{\prime}}
$$

imply

$$
\frac{\ell_{1}^{\prime \prime}}{n^{\prime \prime}-\ell_{0}^{\prime \prime}} \leq \frac{d_{1}^{\prime}}{d^{\prime}-n^{\prime}} \quad \text { if } \quad d^{\prime \prime}>n^{\prime \prime} \quad \text { and } \quad n^{\prime \prime}>\ell_{0}^{\prime \prime}
$$

The last inequality plainly holds also if $d^{\prime \prime}=n^{\prime \prime}$. Further, we have $n^{\prime \prime}>\ell_{0}^{\prime \prime}$. Indeed otherwise we would get $d^{\prime \prime}>\ell_{0}^{\prime \prime}$, hence $\ell_{1}^{\prime \prime}=0$, which has been excluded in the assumptions of (2).

Again from the choice of $G^{*}$ we deduce

$$
\frac{d_{1}^{\prime}}{d^{\prime}-n^{\prime}} \leq \frac{d_{1}}{d-n}
$$

Hence

$$
\frac{\ell_{1}^{\prime \prime}}{n^{\prime \prime}-\ell_{0}^{\prime \prime}} \leq \frac{d_{1}}{d-n}
$$

Using the relations

$$
\ell_{1}^{\prime \prime}=\ell_{1}-\ell_{1}^{* *}, \quad n^{\prime \prime}=n-n^{* *} \quad \text { and } \quad \ell_{0}^{\prime \prime}=\ell_{0}-\ell_{0}^{* *}
$$

we can write the last inequality:

$$
\frac{\ell_{1}-\ell_{1}^{* *}}{\left(n-n^{* *}\right)-\left(\ell_{0}-\ell_{0}^{* *}\right)} \leq \frac{d_{1}}{d-n} .
$$

However from the assumptions in (2) we deduce

$$
\ell_{1}\left(n^{* *}-\ell_{0}^{* *}\right) \geq \ell_{1}^{* *}\left(n-\ell_{0}\right) .
$$

Since $n^{\prime \prime}>\ell_{0}^{\prime \prime}$ we have $\mathcal{W}^{\prime \prime} \neq \mathcal{V}^{\prime \prime}$, hence $\mathcal{W} \neq \mathcal{V}$ and $n>\ell_{0}$. Therefore the last inequality yields

$$
\frac{\ell_{1}}{n-\ell_{0}} \leq \frac{\ell_{1}-\ell_{1}^{* *}}{\left(n-\ell_{0}\right)-\left(n^{* *}-\ell_{0}^{* *}\right)}
$$

The desired inequality

$$
\frac{\ell_{1}}{n-\ell_{0}} \leq \frac{d_{1}}{d-n}
$$

follows.

$$
(2) \Rightarrow(3)
$$

The first inequality

$$
\frac{n-\ell_{0}}{\ell_{1}} \geq \frac{n^{*}-\ell_{0}^{*}}{\ell_{1}^{*}}
$$

is plain. Replacing $G$ by $G^{*}$, we may assume that for any $G^{*} \neq G$ for which $\ell_{1}^{*} \neq 0$, we have

$$
\frac{n^{*}-\ell_{0}^{*}}{\ell_{1}^{*}}>\frac{n-\ell_{0}}{\ell_{1}}
$$

If $\ell_{1}^{\prime}=0$, then $\ell_{1}=\ell_{1}^{*}$ and $n^{\prime}<\ell_{0}^{\prime}$. From (2) we deduce

$$
\ell_{1}(d-n) \leq d_{1}\left(n-\ell_{0}\right) .
$$

$(3) \Rightarrow(1)^{\prime}$
This is a consequence of the following remark: if $\ell_{1}^{*} \neq 0$ and $d_{1}^{*} \neq 0$, then

$$
\frac{d^{*}-\ell_{0}^{*}}{d_{1}^{*}+\ell_{1}^{*}} \leq \max \left\{\frac{d^{*}-n^{*}}{d_{1}^{*}}, \frac{n^{*}-\ell_{0}^{*}}{\ell_{1}^{*}}\right\}
$$

$(1)^{\prime} \Rightarrow(2)^{\prime} \Rightarrow(3)^{\prime} \Rightarrow(1)$
One can just repeat the same arguments as before, permuting

respectively. However there is a much more elegant solution in [Roy 1992a] (see also [Roy 1992b]) involving a category and its opposite.

### 11.7.3 Taking Periods into Account

Theorem 11.21 does not look as sharp as statement (1) in Theorem 11.5, because $\lambda^{\prime} \leq \ell_{1}^{\prime}$ : the difference is the rank of $Y^{\prime} \cap$ ker $\exp _{G^{\prime}}$. In order to keep track of the periods and to get rid of the discrepancy between $\lambda^{\prime}$ and $\ell_{1}^{\prime}$, we shall use the following Lemma:

Lemma 11.24. Under the assumptions of Theorem 11.5, denote by $\Omega_{G}$ the kernel of $\exp _{G}$ in $\mathbb{C}^{d_{0}} \times \mathbb{C}^{d_{1}}$. Define also

$$
\Gamma=\exp _{G} Y, \quad \lambda=\operatorname{rank}_{\mathbb{Z}}(\Gamma), \quad \kappa=\operatorname{rank}_{\mathbb{Z}}\left(Y \cap \Omega_{G}\right)
$$

so that $\lambda=\ell_{1}-\kappa$. Then there exists a connected algebraic subgroup $G^{*}$ of $G$ such that, if we define $G^{\prime}, Y^{\prime}, d_{0}^{\prime}, d_{1}^{\prime}, d^{\prime}, n^{\prime}, \ell_{1}^{\prime}, \ell_{0}^{\prime}$ as in § 11.3.1, and also

$$
\Omega_{G^{\prime}}=\operatorname{kerexp}_{G^{\prime}}, \quad \kappa^{\prime}=\operatorname{rank}_{\mathbb{Z}}\left(Y^{\prime} \cap \Omega_{G^{\prime}}\right),
$$

then we have

$$
\begin{gathered}
d_{0}^{\prime}=d_{0}, \quad d_{1}^{\prime}=d_{1}-\kappa, \quad d^{\prime}=d-\kappa, \quad n^{\prime}=n-\kappa, \\
\ell_{1}^{\prime} \leq \ell_{1}-\kappa, \quad \ell_{0}-\kappa \leq \ell_{0}^{\prime} \leq \ell_{0}, \quad \ell_{0}^{\prime}+\kappa \leq n, \quad \kappa^{\prime}=0 .
\end{gathered}
$$

Proof. From $\Omega_{G}=\{0\} \times(2 i \pi \mathbb{Z})^{d_{1}}$ we deduce that elements in $\Omega_{G}$ which are linearly independent over $\mathbb{Z}$ are also linearly independent over $\mathbb{C}$. The $\mathbb{C}$-vector subspace of $\mathbb{C}^{d}$ spanned by $\Omega_{G}$ can be written $T_{e}\left(G^{*}\right)$ where $G^{*}=\{0\} \times G_{1}^{*}$ satisfies the required properties.

The conclusion of Theorem 11.21 involves an upper bound where the left hand side depends on a quotient of $G$ and the right hand side is $d_{1} /(d-n)$. Now if there is a quotient of $G$ which has a corresponding value of $d_{1} /(d-n)$ smaller than the initial value associated to $G$, then one gets a sharper estimate by applying Theorem 11.21 to this quotient rather than to $G$. An example is given by using Lemma 11.24: it produces a quotient where $d_{1} /(d-n)$ is replaced by $\widetilde{d}_{1} /(d-n)$, where $\widetilde{d}_{1}=d_{1}-\kappa$.

We now observe that in the left hand side of the conclusion of Theorem 11.21, the quantity $\lambda^{\prime}+d_{1}^{\prime}$ can be written $\ell_{1}^{\prime}+\widetilde{d}_{1}^{\prime}$, where $\widetilde{d}_{1}^{\prime}=d_{1}^{\prime}-\kappa^{\prime}$. Therefore, with this notation, we deduce from Theorem 11.21 together with Lemma 11.24 the following statement (which is Theorem 4.1 of [W 1988]), where the assumptions are those of Theorem 11.5:
(1) Assume $d>n$. Then there exists a connected algebraic subgroup $G^{*}$ of $G$ such that

$$
d^{\prime}>\ell_{0}^{\prime} \quad \text { and } \quad \frac{\ell_{1}^{\prime}+\widetilde{d}_{1}^{\prime}}{d^{\prime}-\ell_{0}^{\prime}} \leq \frac{\widetilde{d}_{1}}{d-n}
$$

Repeating the proof of (1) $\Rightarrow$ (2) with $d_{1}$ replaced by $\tilde{d}_{1}$, and we deduce
(2) Assume $d>n$ and $\ell_{1}>0$. Assume further that for any $G^{*}$ for which $Y^{*} \neq\{0\}$, we have

$$
\frac{n^{*}-\ell_{0}^{*}}{\ell_{1}^{*}} \geq \frac{n-\ell_{0}}{\ell_{1}}
$$

Assume also that there is no $G^{*}$ for which the three conditions $\ell_{1}^{\prime}=0, n^{\prime}=\ell_{0}^{\prime}$ and $d^{\prime}>0$ simultaneously hold. Then

$$
d_{1}>0 \quad \text { and } \quad \ell_{1}(d-n) \leq \widetilde{d}_{1}\left(n-\ell_{0}\right)
$$

Now $\tilde{d}_{1} \leq d_{1}$, therefore ( $\left.\tilde{2}\right)$ is stronger than (2). Since ( $\left.\tilde{1}\right)$ holds, it follows that ( $\tilde{2}$ ) and (2) also hold, and from § 11.7.2 we deduce finally that all properties (3), (1'), (2'), (3'), (1) also hold.

## Exercises

Exercise 11.1. Assume, in Theorem 11.5, that $K$ is a subfield of $\overline{\mathbb{Q}}$ such that $\mathcal{W}$ is rational over $K$ and $\exp _{G}(Y) \subset G(K)$. Show that in the conclusion one can restrict to algebraic subgroups $G^{*}$ of $G$ which are defined over $K$.

Exercise 11.2. Let $\mathcal{V}$ be a vector subspace of $\mathbb{C}^{d}=\mathbb{C}^{d_{0}} \times \mathbb{C}^{d_{1}}$ satisfying (11.1). Show that there exists a hyperplane $H$ of $\mathbb{C}^{d}$ containing $\mathcal{V}$ and satisfying (11.1).

Hint. Write $\mathcal{V}$ as intersection of hyperplanes $H_{1}, \ldots, H_{m}$, where $m$ is the codimension of $\mathcal{V}$. For $1 \leq i \leq m$ let $L_{i}$ be a nonzero linear form whose kernel is $H_{i}$. Consider the set of complex tuples $\left(t_{1}, \ldots, t_{m}\right)$ for which the kernel $H$ of $t_{1} L_{1}+\cdots+t_{m} L_{m}$ does not satisfy (11.1).

Exercise 11.3. (Six exponentials Theorem in several variables) For $X$ and $Y$ subsets of $\mathbb{C}^{n}$, denote by $X Y$ the set of scalar products $x y(x \in X, y \in Y)$.

Let $U$ and $\mathcal{V}$ be two $\overline{\mathbb{Q}}$-vector spaces of $\mathbb{C}^{n}$ and $X, Y$ two $\mathbb{Q}$-vector subspaces of $\mathbb{C}^{n}$ of dimensions

$$
\operatorname{dim}_{\mathbb{Q}}(\mathcal{U})=d_{0} \geq 0, \quad \operatorname{dim}_{\overline{\mathbb{Q}}}(\mathcal{V})=\ell_{0} \geq 0, \quad \operatorname{dim}_{\mathbb{Q}}(X)=d_{1} \geq 1, \quad \operatorname{dim}_{\mathbb{Q}}(Y)=\ell_{1} \geq 1
$$

Assume

$$
U \mathcal{V} \subset \overline{\mathbb{Q}}, \quad U Y \subset \overline{\mathbb{Q}}, \quad X \mathcal{V} \subset \overline{\mathbb{Q}}, \quad X Y \subset \mathscr{L}
$$

Deduce from part ( $3^{\prime}$ ) of Theorem 11.5 the existence of decompositions as direct sums of vector subspaces

$$
\mathcal{U}=\mathcal{U}^{*} \oplus \mathcal{U}^{\prime}, \quad \mathcal{V}=\mathcal{V}^{*} \oplus \mathcal{V}^{\prime}, \quad X=X^{*} \oplus X^{\prime}, \quad Y=Y^{*} \oplus Y^{\prime}
$$

where

$$
\mathcal{U}^{\prime} \mathcal{V}^{*}=\{0\}, \quad \mathcal{U}^{\prime} Y^{*}=\{0\}, \quad X^{\prime} \mathcal{V}^{*}=\{0\}, \quad X^{\prime} Y^{*}=\{0\}
$$

and such that

$$
n^{\prime}<d_{0}^{\prime}+d_{1}^{\prime} \quad \text { and } \quad\left(n^{\prime}-\ell_{0}^{\prime}\right) d_{1}^{\prime} \geq \ell_{1}^{\prime}\left(d_{0}^{\prime}+d_{1}^{\prime}-n^{\prime}\right)
$$

where $n^{\prime}$ is the dimension of the $\mathbb{C}$-vector subspace of $\mathbb{C}^{n}$ spanned by $\mathcal{U}^{\prime} \cap X^{\prime}$, and where

$$
d_{0}^{\prime}=\operatorname{dim}_{\mathbb{Q}}\left(U^{\prime}\right), \quad \ell_{0}^{\prime}=\operatorname{dim}_{\overline{\mathbb{Q}}}\left(\mathcal{V}^{\prime}\right), \quad d_{1}^{\prime}=\operatorname{dim}_{\mathbb{Q}}\left(X^{\prime}\right), \quad \ell_{1}^{\prime}=\operatorname{dim}_{\mathbb{Q}}\left(Y^{\prime}\right)
$$

Hint. For the case $d_{0}=\ell_{0}=0$, see Theorem 1 of [W 1981].

Exercise 11.4. Prove Lemma 11.11.
Hint. The proof of (11.12) is easy. For (11.13), first check

$$
n(n-1)+1 \leq \Psi(n, d) \leq n(n+1)
$$

and deduce the desired estimate when $n^{\prime} n^{*} \geq n^{\prime}+n^{*}$. By symmetry, assume now $n^{*}=1$ and $n=n^{\prime}+1$. In the case $d^{*} \geq 3$, show $\Psi\left(1, d^{*}\right)=1$ and

$$
\Psi\left(n^{\prime}, d^{\prime}\right)+\Psi\left(1, d^{*}\right) \leq n^{\prime}\left(n^{\prime}+1\right)+1 \leq \Psi(n, d)
$$

Next assume $d^{*}=2$. In order to prove

$$
\Psi\left(n^{\prime}, d^{\prime}\right)+2 \leq \Psi\left(n^{\prime}+1, d^{\prime}+2\right)
$$

consider several cases:
a) If $n^{\prime}=1$ check

$$
\Psi\left(n^{\prime}, d^{\prime}\right)=\left\{\begin{array}{l}
1 \quad \text { for } d^{\prime} \geq 3, \\
2
\end{array} \text { for } d^{\prime}=2, \quad \text { and } \quad \Psi\left(2, d^{\prime}+2\right)= \begin{cases}3 & \text { for } d^{\prime} \geq 3 \\
4 & \text { for } d^{\prime}=2\end{cases}\right.
$$

Assume now $n^{\prime} \geq 2$.
b) Assume $d^{\prime} \geq n^{\prime}+2$. From $\Psi\left(n^{\prime}, d^{\prime}\right) \leq n^{\prime}\left(n^{\prime}-1\right)+2$ deduce

$$
\Psi\left(n^{\prime}, d^{\prime}\right)+2 \leq n^{\prime}\left(n^{\prime}-1\right)+4=(n-1)(n-2)+4 \leq n(n-1)+1=\Psi\left(n, d^{\prime}+2\right)
$$

c) The last case is $n^{\prime}=d^{\prime}-1 \geq 2$. In this case show $\Psi\left(n^{\prime}, d^{\prime}\right)=n^{\prime}\left(n^{\prime}+1\right)$ and

$$
\Psi\left(n^{\prime}, d^{\prime}\right)+2=n^{\prime}\left(n^{\prime}+1\right)+2=n(n-1)+2=\Psi(n, d)
$$

## Exercise 11.5.

a) Show that the function $\Psi$ of $\S 11.5$ is the smallest arithmetic function satisfying both properties (11.12) and (11.13) of Lemma 11.11.
b) Show also that another equivalent definition of $\Psi(n, d)$ is

$$
\Psi(n, d)= \begin{cases}\Psi(1, d-n)+\Psi(n-1, n) & \text { if } n \geq 2 \text { and } d-n \geq 2 \\ {[n d /(d-n)]} & \text { if } n=1 \text { or } d-n=1\end{cases}
$$

Hint. Check first

$$
\Psi(n, d) \geq\left[\frac{n d}{d-n}\right] \quad \text { and } \quad \Psi(n, d) \geq \Psi\left(n^{\prime}, d^{\prime}\right)+\Psi\left(n^{*}, d^{*}\right)
$$

for $n=n^{\prime}+n^{*}$ and $d=d^{\prime}+d^{*}$. Deduce

$$
\Psi(n, d) \geq \max \left\{\left[\frac{n_{1} d_{1}}{d_{1}-n_{1}}\right]+\cdots+\left[\frac{n_{k} d_{k}}{d_{k}-n_{k}}\right]\right\}
$$

c) Show that this function $\Psi$ is also defined by

$$
\Psi(n, d)=\max \left\{\left[\frac{n_{1} d_{1}}{d_{1}-n_{1}}\right]+\cdots+\left[\frac{n_{k} d_{k}}{d_{k}-n_{k}}\right]\right\}
$$

when $\left(n_{1}, \ldots, n_{k}, d_{1}, \ldots, d_{k}\right)$ runs over the finite set of tuples with $0<n_{i}<d_{i}(1 \leq i \leq k)$ and $n_{1}+\cdots+n_{k}=n, d_{1}+\cdots+d_{k}=d$.

Hint. Check, for $d=1$ and for $d-n=1, \Psi(n, d)=[n d /(d-n)]$. Assume now $d \geq 2$ and $d-n \geq 2$. Check

$$
\Psi(n, d)=\left[\frac{n^{\prime} d^{\prime}}{d^{\prime}-n^{\prime}}\right]+\left[\frac{n^{*} d^{*}}{d^{*}-n^{*}}\right]
$$

with $n^{\prime}=1, n^{*}=n-1, d^{\prime}=d-n, d^{*}=n$, because

$$
\left[\frac{n^{*} d^{*}}{d^{*}-n^{*}}\right]=n(n-1)=\Psi(n-1, n) .
$$

Deduce the conclusion (if one wishes one may restrict to $k \in\{1,2\}$ ).
d) Compare with [Roy 1992b].

Exercise 11.6. Let $\mathcal{V}$ be a vector subspace of $\mathbb{C}^{d}$ and $Y$ a subgroup of $\mathcal{V} \cap \mathcal{L}^{d}$ of rank $\ell$. For a subspace $S$ of $\mathbb{C}^{d}$, rational over $\mathbb{Q}$, define

$$
\begin{array}{ccc} 
& \mathcal{V}^{*}=\mathcal{V} \cap S, & Y^{*}=Y \cap S, \\
d^{*}=\operatorname{dim}_{\mathbb{C}}(S), & n^{*}=\operatorname{dim}_{\mathbb{C}}\left(\mathcal{V}^{*}\right), & \ell^{*}=\operatorname{dim}_{\mathbb{Q}}\left(Y^{*}\right), \\
S^{\prime}=\frac{\mathbb{C}^{d}}{S}, & \mathcal{V}^{\prime}=\frac{\mathcal{V}}{\mathcal{V}^{*}}, & Y^{\prime}=\frac{Y}{Y^{*}}, \\
d^{\prime}=\operatorname{dim}_{\mathbb{C}}\left(S^{\prime}\right), & n^{\prime}=\operatorname{dim}_{\mathbb{C}}\left(\mathcal{V}^{\prime}\right), & \ell^{\prime}=\operatorname{dim}_{\mathbb{Q}}\left(Y^{\prime}\right),
\end{array}
$$

so that $d=d^{*}+d^{\prime}, n=n^{*}+n^{\prime}$ and $\ell=\ell^{*}+\ell^{\prime}$.
Check that the following statements are equivalent to Corollary 11.14.
(1) Assume $d>n$. Show the existence of a subspace $S$ of $\mathbb{C}^{d}$, rational over $\mathbb{Q}$, of codimension $d^{\prime} \geq 1$ such that

$$
\frac{\ell^{\prime}+d^{\prime}}{d^{\prime}} \leq \frac{d}{d-n}
$$

(1') Assume $Y \neq\{0\}$. Show the existence of a subspace $S$ of $\mathbb{C}^{d}$, rational over $\mathbb{Q}$, for which

$$
\left(d^{*}, \ell^{*}\right) \neq(0,0) \quad \text { and } \quad \frac{d^{*}}{d^{*}+\ell^{*}} \leq \frac{n}{\ell}
$$

(2) Assume $d>n$ and $Y \neq\{0\}$. Assume further that for any $S$ for which $Y \cap S \neq\{0\}$, we have

$$
\frac{n^{*}}{\ell^{*}} \geq \frac{n}{\ell}
$$

Assume furthermore that there is no $S \neq \mathbb{C}^{d}$ which contains $Y$. Check

$$
\ell(d-n) \leq d n
$$

(2') Assume $d>n$ and $Y \neq\{0\}$. Assume further that for any $S \neq \mathbb{C}^{d}$, we have

$$
\frac{n^{\prime}}{d^{\prime}} \leq \frac{n}{d}
$$

Assume furthermore that there is no $S \neq\{0\}$ contained in $\mathcal{V}$. Check

$$
\ell(d-n) \leq d n
$$

(3) Assume $Y \neq\{0\}$. Then the family of $S$ for which $\ell^{*} \neq 0$ and $n^{*} / \ell^{*}$ is minimal is not empty. Let $S$ be such an element for which $d^{*}$ is minimal. Assume $d^{*}>n^{*}$. Check

$$
\frac{n}{\ell} \geq \frac{n^{*}}{\ell^{*}} \geq \frac{d^{*}-n^{*}}{d^{*}}
$$

Exercise 11.7. Let $F$ be any subfield of $\overline{\mathbb{Q}}$. Define $\mathcal{L}_{F}$ as the $F$-vector space spanned by 1 and $\mathcal{L}$. Extend the results of $\S 11.6$, as well as Exercise 11.6 , replacing $\overline{\mathbb{Q}}$ by $F$. For instance prove:

- Let $\mathcal{U}$ be a vector subspace of $\mathbb{C}^{d}$ of dimension $n<d$. Among the subspaces of $T$ which are rational over $\overline{\mathbb{Q}}$ and distinct from $\mathbb{C}^{d}$, we select one for which the quantity $n^{\prime} / d^{\prime}$ is minimal, with

$$
n^{\prime}=\operatorname{dim}_{\mathbb{C}}\left(\frac{U}{\mathcal{U} \cap T}\right), \quad d^{\prime}=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathbb{C}^{d}}{T}\right)
$$

Then the dimension $\ell^{\prime}$ of the $F$-vector space $U \cap \mathcal{L}_{F}^{d} / \cup \cap T \cap \mathcal{L}_{F}^{d}$ is finite and satisfies

$$
\frac{\ell^{\prime}}{d^{\prime}+\ell^{\prime}} \leq \frac{n^{\prime}}{d^{\prime}} \leq \frac{n}{d}
$$

Hint. See [Roy 1992b], Remark (i) p. 37.

## Exercise 11.8.

a) Deduce from Corollary 11.16 the following result. Let $x_{1}, \ldots, x_{d}$ be $\mathbb{Q}$-linearly independent complex numbers and $y_{1}, \ldots, y_{\ell}$ be also $\mathbb{Q}$-linearly independent complex numbers. Assume $d \ell>d+\ell$. Then one at least of the $d \ell$ numbers $x_{i} y_{j}(1 \leq i \leq d, 1 \leq j \leq \ell)$ does not belong to $\mathbb{Q}+\mathcal{L}$.
b) Deduce from the five exponentials Theorem of § 11.3.3:

- Let $\lambda_{0}$ and $\lambda_{1}$ be nonzero elements of $\mathcal{L}$ and $\beta$ a nonzero algebraic number. Then one at least of the two numbers

$$
e^{\beta \lambda_{0} \lambda_{1}}, e^{\left(\beta \lambda_{0}\right)^{2} \lambda_{1}}
$$

is transcendental.
c) Deduce that one at least of the two numbers

$$
2^{\log 2}, 2^{(\log 2)^{2}}
$$

is transcendental.
Exercise 11.9. Let $\lambda_{i j}(0 \leq i \leq n, 1 \leq j \leq m)$ be elements in $\mathcal{L}$ and $t_{1}, \ldots, t_{n}$ complex numbers. Assume $m>n(n+1)$. Assume also

$$
\sum_{i=1}^{n} t_{i} \lambda_{i j}=\lambda_{0 j} \quad(1 \leq j \leq m)
$$

a) If the $m$ elements

$$
\left(\lambda_{1 j}, \ldots, \lambda_{n j}\right) \quad(1 \leq j \leq m)
$$

in $\mathcal{L}^{n}$ are $\mathbb{Q}$-linearly independent, then the numbers $1, t_{1}, \ldots, t_{n}$ are $\mathbb{Q}$-linearly dependent.
b) If the $m n$ numbers

$$
\lambda_{i j} \quad(1 \leq i \leq n, 1 \leq j \leq m)
$$

are $\mathbb{Q}$-linearly independent, then the numbers $t_{1}, \ldots, t_{n}$ are are all rational.
Hint. See [W 1981], Corollary 1.2.

Exercise 11.10. Let $\lambda_{i j}(1 \leq i \leq n, 0 \leq j \leq m)$ be elements in $\mathcal{L}$ with $m>n^{2}$. Assume $\lambda_{10}, \ldots, \lambda_{n 0}$ are $\mathbb{Q}$-linearly independent. Assume also the $m$ elements

$$
\left(\lambda_{1 j}, \ldots, \lambda_{n j}\right) \quad(1 \leq j \leq m)
$$

in $\mathscr{L}^{n}$ are $\mathbb{Q}$-linearly independent. Show that one at least of the numbers

$$
\exp \left(\sum_{i=1}^{n} \lambda_{i 0} \lambda_{i j}\right) \quad(1 \leq j \leq m)
$$

is transcendental
Hint. (See [W 1990]). Consider the hyperplane $\mathcal{V}$ of equation

$$
\lambda_{10}\left(z_{n+1}-z_{1}\right)+\cdots+\lambda_{n 0}\left(z_{2 n}-z_{n}\right)=z_{2 n+1}
$$

in $\mathbb{C}^{2 n+1}$. Using Baker's Theorem, check that $\mathcal{V}$ satisfies (11.1) for $d_{0}=n$ and $d_{1}=n+1$. Check also $\operatorname{dim}_{\overline{\mathbb{Q}}}\left(\mathcal{V} \cap \overline{\mathbb{Q}}^{2 n+1}\right) \geq n$. Define

$$
\lambda_{0 j}=\sum_{i=1}^{n} \lambda_{i 0} \lambda_{i j} \quad(1 \leq j \leq m)
$$

Deduce that one at least of the $m+n$ points

$$
\begin{gathered}
\left(1,0, \ldots, 0,-\lambda_{i 0}\right) \quad(1 \leq i \leq n) \\
\left(0, \ldots, 0, \lambda_{1 j}, \ldots, \lambda_{n j}, \lambda_{0 j}\right) \quad(1 \leq j \leq m)
\end{gathered}
$$

does not belong to $\mathscr{L}_{G}=\overline{\mathbb{Q}}^{n} \times \mathcal{L}^{n+1}$.

## Exercise 11.11.

a) Let $G$ be a subgroup of $\mathbb{R}^{d}$. Show that the following properties are equivalent.
(i) There exists a finitely generated subgroup of $G$ which is dense in $\mathbb{R}^{d}$.
(ii) For each hyperplane $\mathcal{V}$ of $\mathbb{R}^{d}$, the lower bound

$$
\mathrm{rk}_{\mathbb{Z}}\left(\frac{G+\mathcal{V}}{\mathcal{V}}\right) \geq 2
$$

holds.
(iii) For each vector subspace $\mathcal{V}$ of $\mathbb{R}^{d}$ with $\mathcal{V} \neq \mathbb{R}^{d}$, the lower bound

$$
\mathrm{rk}_{\mathbb{Z}}\left(\frac{G+\mathcal{V}}{\mathcal{V}}\right)>\operatorname{dim}_{\mathbb{R}}\left(\frac{\mathbb{R}^{d}}{\mathcal{V}}\right)
$$

holds.
b) Let $\ell$ and $d$ be positive integers with $\ell>d^{2}-d+1$. Let $\alpha_{i j},(1 \leq i \leq d, 1 \leq j \leq \ell)$ be multiplicatively independent positive real algebraic numbers. Denote by $\mathbb{R}_{+}^{*}$ the multiplicative group of positive real numbers, and by $\Gamma$ the multiplicative subgroup of $\left(\mathbb{R}_{+}^{*}\right)^{d}$ which is spanned by $\underline{\alpha}_{1}, \ldots, \underline{\alpha}_{\ell}$, with $\underline{\alpha}_{j}=\left(\alpha_{1 j}, \ldots, \alpha_{d j}\right)$ :

$$
\Gamma=\left\{\left(\prod_{j=1}^{\ell} \alpha_{1 j}^{s_{j}}, \ldots, \prod_{j=1}^{\ell} \alpha_{d j}^{s_{j}}\right) ; \underline{s}=\left(s_{1}, \ldots, s_{\ell}\right) \in \mathbb{Z}^{\ell}\right\} .
$$

Prove that $\Gamma$ is dense in $\left(\mathbb{R}_{+}^{*}\right)^{d}$.
Hint. Let $Y$ be the subgroup of $\mathbb{R}^{d}$ which is spanned by $\underline{\lambda}_{1}, \ldots, \underline{\lambda}_{\ell}$, with

$$
\underline{\lambda}_{j}=\left(\log \alpha_{1 j}, \ldots, \log \alpha_{d j}\right), \quad(1 \leq j \leq \ell) .
$$

Show that for each hyperplane $\mathcal{V}$ of $\mathbb{R}^{d}$,

$$
\mathrm{rk}_{\mathbb{Z}}\left(\frac{Y+\mathcal{V}}{\mathcal{V}}\right) \geq \ell-d(d-1)
$$

Deduce from a) that $Y$ is dense in $\mathbb{R}^{d}$, and conclude.

## 12. Lower Bounds for the Rank of Matrices

Hermite-Lindemann's Theorem, Gel'fond-Schneider's Theorem and the four exponentials Conjecture which have been stated in Chap. 1 can be phrased in terms of rank of $2 \times 2$ matrices, respectively

$$
\left(\begin{array}{cc}
\beta_{0} & \beta_{1} \\
\beta_{2} & \lambda
\end{array}\right), \quad\left(\begin{array}{cc}
\beta_{0} & \beta_{1} \\
\lambda_{0} & \lambda_{1}
\end{array}\right), \quad\left(\begin{array}{ll}
\lambda_{1} & \lambda_{2} \\
\lambda_{3} & \lambda_{4}
\end{array}\right),
$$

where $\beta_{0}, \beta_{1}, \beta_{2}$ are algebraic numbers and $\lambda, \lambda_{0}, \ldots, \lambda_{4}$ are elements of $\mathcal{L}=$ $\exp ^{-1}\left(\overline{\mathbb{Q}}^{\times}\right)$. In this chapter we study the rank of a matrix whose entries are either algebraic numbers, or else logarithms of algebraic numbers, and more generally whose entries are linear combinations with algebraic coefficients of logarithms of algebraic numbers.

We first study matrices whose entries are linear polynomials (§ 12.1). This will enable us to introduce the structural rank (see Chap. 1 § 1.4) which will be our main tool for studying (in § 12.4) the situation from a conjectural point of view. By Conjecture 1.15 on algebraic independence of logarithms of algebraic numbers:

## (?) $\mathbb{Q}$-linearly independent elements of $\mathcal{L}$ are algebraically independent.

As explained in Chap. 1, it is not yet known that the transcendence degree over $\mathbb{Q}$ of the field $\mathbb{Q}(\mathcal{L})$ is at least 2 . However a few partial results are known, and they deal with the rank of matrices whose entries are either in $\mathcal{L}$, or else in the $\mathbb{Q}$-vector space

$$
\mathbb{Q}+\mathscr{L}=\{b+\lambda ; b \in \mathbb{Q}, \lambda \in \mathscr{L}\}
$$

spanned by 1 and $\mathcal{L}$, or, more generally, in the $\overline{\mathbb{Q}}$-vector space $\widetilde{\mathcal{L}}$ (already considered in Chap. 11) spanned by 1 and $\mathcal{L}$.

Conjecture 1.15 provides a simple (conjectural) description for the rank of a matrix whose entries are in $\mathcal{L}$ : it should be equal to the structural rank. It turns out that the Linear Subgroup Theorem (Theorem 11.5) enables one to show: the rank of a matrix in $\mathrm{Mat}_{d \times \ell}(\mathcal{L})$ is at least half its structural rank. Moreover, as noticed by D. Roy, in order to solve the problem of algebraic independence of logarithms, it would be sufficient to show that the rank of a matrix in $\operatorname{Mat}_{d \times \ell}(\mathbb{Q}+\mathcal{L})$ is equal to the structural rank.

Theorem 1.16 provides a lower bound for the rank of a $d \times \ell$ matrix $\mathrm{M}=\left(\lambda_{i j}\right)$ with entries in $\mathcal{L}$, namely $\operatorname{rank}(\mathrm{M}) \geq d \ell /(d+\ell)$. This estimate is valid under a rather strong hypothesis: one assumes that there is no nontrivial relation

$$
\sum_{i=1}^{d} \sum_{j=1}^{\ell} t_{i} s_{j} \lambda_{i j}=0
$$

with rational integer coefficients $t_{1}, \ldots, t_{d}$ and $s_{1}, \ldots, s_{\ell}$. This is a simple but rather strong assumption: for instance no entry $\lambda_{i j}$ of M is allowed to be zero!

In § 12.2 we prove similar lower bounds for the rank under much weaker assumptions. We also consider matrices (like in § 1.5)

$$
\mathrm{M}=\left(\begin{array}{ll}
\underbrace{\mathrm{B}_{0}}_{\ell_{0}} & \underbrace{\mathrm{~B}_{1}}_{\ell_{1}} \\
\mathrm{~B}_{2} & \mathrm{~L}
\end{array}\right) \begin{gathered}
\} d_{0} \\
\} d_{1}
\end{gathered}
$$

where $\mathrm{B}_{0}, \mathrm{~B}_{1}, \mathrm{~B}_{2}$ have algebraic entries, while the entries of L are in $\mathcal{L}$. From Theorem 11.5 we deduce (see Theorem 12.19) that if $M$ has rank

$$
\operatorname{rank}(\mathrm{M})<\frac{d_{1} \ell_{1}+d_{1} \ell_{0}+d_{0} \ell_{1}}{d_{1}+\ell_{1}},
$$

then, after linear combinations of rows and columns, one gets a matrix with many zeroes.

In § 12.3 we deal with matrices whose entries are linear combinations, with algebraic coefficients, of logarithms of algebraic numbers.

The main references for all this chapter are [Roy 1990] and [Roy 1989].
In the last section (§ 12.5) we consider quadratic relations between logarithms of algebraic numbers, following [RoyW 1997a] and [RoyW 1997b].

### 12.1 Entries are Linear Polynomials

In all this section, $K$ is a field and $k$ a subfield of $K$.

### 12.1.1 $k$-Equivalent Matrices

Two $d \times \ell$ matrices M and N with entries in $K$ are $k$-equivalent if there exist two regular matrices $\mathrm{P} \in \mathrm{GL}_{d}(k)$ and $\mathrm{Q} \in \mathrm{GL}_{\ell}(k)$ such that $\mathrm{N}=\mathrm{PMQ}$. In this case the rank of $M$ is the same as the rank of $N$. We shall use $\mathbb{Q}$-equivalence when dealing with matrices with entries either in $\mathcal{L}$ (in § 12.2) or in $\mathbb{Q}+\mathscr{L}$ (in § 12.3), because $\mathcal{L}$ is a $\mathbb{Q}$-vector space, and for a similar reason we shall use $\overline{\mathbb{Q}}$-equivalence when dealing with matrices with entries in $\widetilde{\mathscr{L}}$ (in § 12.3).

If a matrix $\mathrm{M} \in \operatorname{Mat}_{d \times \ell}(K)$ is $k$-equivalent to a matrix which can be written by block as

$$
(\underbrace{\left.\begin{array}{ll}
\mathrm{A} & \mathrm{~B}  \tag{12.1}\\
\mathrm{C} & 0
\end{array}\right) \underbrace{}_{\ell^{*}} \quad\} d^{*}}_{\ell^{\prime}}\} d^{\prime}
$$

then the rank of M is bounded above by $d^{*}+\ell^{\prime}$.
The connection with the previous chapter is given by elementary considerations of linear algebra. Given $\mathrm{M} \in \operatorname{Mat}_{d \times \ell}(K)$, denote by $Y$ the $k$-vector subspace of $K^{d}$ spanned by the $\ell$ column vectors of M. Further, let $S$ be a vector subspace of $K^{d}$, rational over $k$, of dimension $d^{*}$ and codimension $d^{\prime}$. Select a basis $\left(\underline{e}_{1}, \ldots, \underline{e}_{d}\right)$ of $k^{d}$ with $\underline{e}_{i} \in S$ for $1 \leq i \leq d^{*}$, and denote by $\mathrm{P} \in \mathrm{GL}_{d}(k)$ the transition matrix from the standard basis of $k^{d}$ to $\left(\underline{e}_{1}, \ldots, \underline{e}_{d}\right)$. In the same way, define $\ell^{*}=\operatorname{dim}_{k}(Y \cap S)$ and let $\mathrm{Q} \in \mathrm{GL}_{\ell}(k)$ be the matrix associated with a linear automorphism of $k^{\ell}$ which maps the last $\ell^{*}$ elements of the standard basis of $k^{\ell}$ onto elements of $Y \cap S$. Then PMQ has the shape (12.1) with $\ell^{\prime}=\ell-\ell^{*}$.

### 12.1.2 Vector Spaces Spanned by Algebraically Independent Elements

Here is the key result (Proposition 1 of [Roy 1990]).
Proposition 12.2. Let $\mathcal{E}$ be a $k$-vector subspace of $K$ which is spanned over $k$ by a family (finite or not) of elements of $K$ which are algebraically independent over $k$. Then any matrix M with entries in $£$ is $k$-equivalent to a matrix of the form $\left(\begin{array}{cc}A & B \\ C & 0\end{array}\right)$ where A is either the zero-size matrix or else a regular square matrix.

Remark. It is convenient not to exclude the following three trivial examples:

- If the matrix M is null, we take $d^{\prime}=d$ and $\ell^{\prime}=0$, so that A has size $0 \times 0$;
- If the rows of M are linearly independent over $K$, we take $d^{\prime}=\ell^{\prime}=0$, hence the size of $C$ is $0 \times \ell$, which means that $M$ is $k$-equivalent to a matrix $(A, B)$ where $A$ is invertible;
- If the columns of M are $K$-linearly independent, we take $d^{\prime}=d$ and $\ell^{\prime}=\ell$, which means that B has size $d \times 0$ : M is $k$-equivalent to a matrix $\binom{\mathrm{A}}{\mathrm{C}}$ where A is a square matrix with maximal rank.

We shall give two proofs of Proposition 12.2 (for the second one only we shall assume that the field $k$ has infinitely many elements).

For the first proof, we need the following elementary result.
Lemma 12.3. Let $\mathcal{E}$ be a $k$-vector subspace of $K$. The following properties are equivalent.
(i) The vector space $\mathcal{E}$ is spanned over $k$ by a family of elements in $K$ which are algebraically independent over $k$.
(ii) Elements in $\mathcal{E}$ which are $k$-linearly independent are also algebraically independent over $k$.
(iii) If $\mathcal{E}^{\prime}$ is a $k$-vector subspace of $\mathcal{E}$ and $x$ an element of $\mathcal{E}$ which does not belong to $\mathscr{E}^{\prime}$, then $x$ is transcendental over $k\left(\mathcal{E}^{\prime}\right)$.

Proof of Lemma 12.3.
(i) $\Rightarrow$ (ii)

Let $x_{1}, \ldots, x_{m}$ be $k$-linearly independent elements of $\mathcal{E}$. Let $B$ be a basis of $\mathcal{E}$ over $k$ consisting of elements in $K$ which are algebraically independent over $k$. We write each $x_{i}(1 \leq i \leq m)$ as a linear combination, with coefficients in $k$, of elements of $B$. This involves only finitely many elements of $B$, say $y_{1}, \ldots, y_{n}$, which are algebraically independent over $k$ :

$$
x_{i}=\sum_{j=1}^{n} a_{i j} y_{j} \quad(1 \leq i \leq m) .
$$

The matrix $\left(a_{i j}\right)_{\substack{1 \leq i \leq m \\ 1 \leq i \leq n}}$ has rank $m$. From linear algebra it follows that there is a subset $\left\{z_{1}, \ldots, z_{n-m}\right\}$ of $\left\{y_{1}, \ldots, y_{n}\right\}$ such that

$$
k\left(y_{1}, \ldots, y_{n}\right)=k\left(x_{1}, \ldots, x_{m}, z_{1}, \ldots, z_{n-m}\right) .
$$

Therefore $x_{1}, \ldots, x_{m}$ are algebraically independent over $k$.
(ii) $\Rightarrow$ (iii)

Let $x \in \mathcal{E}$ be algebraic over $k\left(\mathcal{E}^{\prime}\right)$. There exist $y_{1}, \ldots, y_{n}$ in $\mathcal{E}^{\prime}$, linearly independent over $k$, such that $x$ is algebraic over $k\left(y_{1}, \ldots, y_{n}\right)$. Then $y_{1}, \ldots, y_{n}, x$ are algebraically dependent over $k$, and since they belong to $\mathcal{E}$ it follows from (ii) that they are linearly dependent over $k$. Since $y_{1}, \ldots, y_{n}$ are linearly independent over $k$, we conclude $x \in k y_{1}+\cdots+k y_{n} \subset \mathcal{E}^{\prime}$.
(iii) $\Rightarrow$ (i)

Let $B$ be a basis of $\mathcal{E}$ over $k$. We shall prove that any set $\left\{y_{1}, \ldots, y_{n}\right\}$ of $k$-linearly independent elements in $B$ consists of $k$-algebraically independent elements. We prove this result by induction on $n$. For $n=1$ we use assumption (iii) with $\mathcal{E}^{\prime}=\{0\}$ : since $y_{1} \neq 0$, we have $y_{1} \notin \mathcal{E}^{\prime}$, hence $y_{1}$ is transcendental over $k$.

Assume the result holds for $n-1$ with $n \geq 2$. Let $y_{1}, \ldots, y_{n}$ be $k$-linearly independent elements of $B$. Consider the vector subspace $\mathcal{E}^{\prime}$ of $\mathcal{E}$ over $k$ spanned by $y_{1}, \ldots, y_{n-1}$. From the induction hypothesis we deduce that $y_{1}, \ldots, y_{n-1}$ are algebraically independent over $k$. Since $y_{n} \notin \mathcal{E}^{\prime}$ we deduce from (iii) that $y_{n}$ is transcendental over the field $k\left(y_{1}, \ldots, y_{n-1}\right)$. Hence $y_{1}, \ldots, y_{n}$ are algebraically independent over $k$.

First proof of Proposition 12.2. Let $\varepsilon_{0}$ be the $k$-vector subspace of $\mathcal{E}$ spanned by the entries of M. Let us warm up by looking at the situation where the dimension $n$ of $\varepsilon_{0}$ is 1 or 2 .

For $n=1$ we can write $\mathrm{M}=\mathrm{N} x$ where N has entries in $k$ and $x \in \mathcal{E}, x \neq 0$. Let $r$ be the rank of N . Let P and Q be regular square matrices with entries in $k$ such that $\mathrm{PNQ}=\left(\begin{array}{cc}\mathrm{I}_{r} & 0 \\ 0 & 0\end{array}\right)$. Then $\mathrm{PMQ}=\left(\begin{array}{cc}\mathrm{I}_{r} x & 0 \\ 0 & 0\end{array}\right)$. We deduce the conclusion of Proposition 12.2 with $\mathrm{A}=\mathrm{I}_{r} x, \mathrm{~B}=0, \mathrm{C}=0$.

Next consider the case $n=2$. Write $\mathrm{M}=\mathrm{M}_{1} x_{1}+\mathrm{M}_{2} x_{2}$ with $x_{1}$ and $x_{2}$ in $\mathcal{E}$ linearly (hence, by Lemma 12.3, also algebraically) independent over $k$, while $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ are matrices with entries in $k$. Denote by $r_{1}$ the rank of $\mathrm{M}_{1}$. There exist regular matrices $P_{1}$ and $Q_{1}$ with entries in $k$ such that $P_{1} M_{1} Q_{1}=\left(\begin{array}{cc}I_{r_{1}} & 0 \\ 0 & 0\end{array}\right)$. Denote by $\mathrm{A}_{2}, \mathrm{~B}_{2}, \mathrm{C}_{2}, \mathrm{D}_{2}$ the matrices with entries in $k$ (where $\mathrm{A}_{2}$ is a square $r_{1} \times r_{1}$ matrix) such that $P_{1} M_{2} Q_{1}=\left(\begin{array}{ll}A_{2} & B_{2} \\ C_{2} & D_{2}\end{array}\right)$. Hence

$$
\mathrm{P}_{1} \mathrm{MQ}_{1}=\left(\begin{array}{cc}
\mathrm{I}_{r_{1}} x_{1}+\mathrm{A}_{2} x_{2} & \mathrm{~B}_{2} x_{2} \\
\mathrm{C}_{2} x_{2} & \mathrm{D}_{2} x_{2}
\end{array}\right) .
$$

Let now $\mathrm{P}_{2}$ and $\mathrm{Q}_{2}$ be regular matrices with entries in $k$ such that $\mathrm{P}_{2} \mathrm{D}_{2} \mathrm{Q}_{2}=$ $\left(\begin{array}{cc}\mathrm{I}_{r_{2}} & 0 \\ 0 & 0\end{array}\right)$, where $r_{2}$ is the rank of $\mathrm{D}_{2}$. Then

$$
\left(\begin{array}{cc}
\mathrm{I}_{r_{1}} & 0 \\
0 & \mathrm{P}_{2}
\end{array}\right) \mathrm{P}_{1} \mathrm{MQ}_{1}\left(\begin{array}{cc}
\mathrm{I}_{r_{1}} & 0 \\
0 & \mathrm{Q}_{2}
\end{array}\right)=\left(\begin{array}{ccc}
\mathrm{I}_{r_{1}} x_{1}+\mathrm{A}_{2} x_{2} & \mathrm{~B}_{2}^{\prime} x_{2} & \mathrm{~B}_{2}^{\prime \prime} x_{2} \\
\mathrm{C}_{2}^{\prime} x_{2} & \mathrm{I}_{r_{2}} x_{2} & 0 \\
\mathrm{C}_{2}^{\prime \prime} x_{2} & 0 & 0
\end{array}\right)
$$

where $\mathrm{B}_{2}^{\prime}, \mathrm{B}_{2}^{\prime \prime}, \mathrm{C}_{2}^{\prime}, \mathrm{C}_{2}^{\prime \prime}$ have entries in $k$. We now set

$$
\mathrm{A}=\left(\begin{array}{cc}
\mathrm{I}_{r_{1}} x_{1}+\mathrm{A}_{2} x_{2} & \mathrm{~B}_{2}^{\prime} x_{2} \\
\mathrm{C}_{2}^{\prime} x_{2} & \mathrm{I}_{r_{2}} x_{2}
\end{array}\right)
$$

The determinant of A is a polynomial in $x_{1}$ and $x_{2}$ and the coefficient of $x_{1}^{r_{1}} x_{2}^{r_{2}}$ is 1 . Hence this determinant is not zero.

After having considered the cases $n=1$ and $n=2$, here is the general case. We proceed by induction on $n$. Assume $n \geq 1$. Then $\varepsilon_{0}$ contains a nonzero element $x$. Let $\varepsilon_{1}$ be a subspace of $\varepsilon_{0}$ such that $\varepsilon_{0}=\varepsilon_{1} \oplus k x$. Write $\mathrm{M}=x \mathrm{~N}+\mathrm{M}_{1}$ with N having entries in $k$, while $\mathrm{M}_{1}$ has entries in $\varepsilon_{1}$. If $r$ denotes the rank of N , there exist matrices $\mathrm{P} \in \mathrm{GL}_{d}(k)$ and $\mathrm{Q} \in \mathrm{GL}_{\ell}(k)$ such that

$$
\mathrm{PNQ}=\left(\begin{array}{cc}
\mathrm{I}_{r} & 0 \\
0 & 0
\end{array}\right) .
$$

Then

$$
\mathrm{PMQ}=\left(\begin{array}{cc}
x \mathrm{I}_{r}+\mathrm{A}_{1} & \mathrm{~B}_{1} \\
\mathrm{C}_{1} & \mathrm{D}_{1}
\end{array}\right)
$$

with $A_{1}, B_{1}, C_{1}$ and $D_{1}$ having their entries in $\varepsilon_{1}$. Use the induction hypothesis for $\mathrm{D}_{1}$ : there exist $\mathrm{P}^{\prime} \in \mathrm{GL}_{d-r}(k)$ and $\mathrm{Q}^{\prime} \in \mathrm{GL}_{\ell-r}(k)$ such that $\mathrm{P}^{\prime} \mathrm{D}_{1} \mathrm{Q}^{\prime}=\left(\begin{array}{cc}\mathrm{A}^{\prime} & \mathrm{B}^{\prime} \\ \mathrm{C}^{\prime} & 0\end{array}\right)$, where $A^{\prime}$ is a regular matrix with entries in $\varepsilon_{1}$. Then

$$
\left(\begin{array}{cc}
\mathrm{I}_{r} & 0 \\
0 & \mathrm{P}^{\prime}
\end{array}\right)\left(\begin{array}{cc}
x \mathrm{I}_{r}+\mathrm{A}_{1} & \mathrm{~B}_{1} \\
\mathrm{C}_{1} & \mathrm{D}_{1}
\end{array}\right)\left(\begin{array}{cc}
\mathrm{I}_{r} & 0 \\
0 & \mathrm{Q}^{\prime}
\end{array}\right)=\left(\begin{array}{ll}
\mathrm{A} & \mathrm{~B} \\
\mathrm{C} & 0
\end{array}\right)
$$

with

$$
\mathrm{A}=\left(\begin{array}{cc}
x \mathrm{I}_{r}+\mathrm{A}_{1} & \mathrm{~B}^{\prime \prime} \\
\mathrm{C}^{\prime \prime} & \mathrm{A}^{\prime}
\end{array}\right),
$$

the entries of the matrices $\mathrm{B}^{\prime \prime}$ and $\mathrm{C}^{\prime \prime}$ being in $\varepsilon_{1}$. The determinant of A is a polynomial in $x$ with coefficients in $k\left(\mathscr{E}_{1}\right)$, whose term of highest degree is $x^{r} \operatorname{det} \mathrm{~A}^{\prime}$. Since $x$ does not belong to $\varepsilon_{1}$, by Lemma $12.3 x$ is transcendental over $k\left(\mathscr{E}_{1}\right)$, and since $\mathrm{A}^{\prime}$ is regular, we conclude $\operatorname{det} \mathrm{A} \neq 0$.

This proof of Proposition 12.2 yields a more general result where the $x_{i}$ are not assumed to be algebraically independent ([Roy 1989], Lemme).

Proposition 12.4. Let $x_{1}, \ldots, x_{n}$ be $k$-linearly independent elements of $K$. For $0 \leq m \leq n$ denote by $\mathscr{E}_{m}=k x_{1}+\cdots+k x_{m}$ the $k$-vector subspace of $K$ spanned by $x_{1}, \ldots, x_{m}$. Then any $d \times \ell$ matrix with entries in $\varepsilon_{n}$ is $k$-equivalent to a block matrix

$$
\left(\begin{array}{cccc}
\mathrm{M}_{11} & \cdots & \mathrm{M}_{1 n} & \mathrm{M}_{1, n+1} \\
\vdots & \ddots & \vdots & \vdots \\
\mathrm{M}_{n 1} & \cdots & \mathrm{M}_{n n} & \mathrm{M}_{n, n+1} \\
\mathrm{M}_{n+1,1} & \cdots & \mathrm{M}_{n+1, n} & 0
\end{array}\right)
$$

with the following properties:

- For $1 \leq i \leq n, \mathrm{M}_{i i}$ is a square $r_{i} \times r_{i}$ matrix with $r_{i} \geq 0$, the diagonal elements belong to $\S_{n-i+1}$ and not to $\S_{n-i}$, the other elements belong to $\varepsilon_{n-i}$.
- For $1 \leq i<j \leq n+1$, the entries of the matrices $\mathrm{M}_{i j}$ and $\mathrm{M}_{j i}$ are in $\mathcal{E}_{n-i}$.

Proposition 12.2 again follows from the fact that the determinant of the matrix

$$
\left(\begin{array}{ccc}
\mathrm{M}_{11} & \cdots & \mathrm{M}_{1 n} \\
\vdots & \ddots & \vdots \\
\mathrm{M}_{n 1} & \cdots & \mathrm{M}_{n n}
\end{array}\right)
$$

is a nonzero polynomial in $x_{1}, \ldots, x_{n}$, since the coefficient of the monomial $x_{n}^{r_{1}} \cdots x_{1}^{r_{n}}$ is not zero.

Proof of Proposition 12.4. We repeat the proof of Proposition 12.2: write $\mathrm{M}=x_{n} \mathrm{~A}+\mathrm{N}$ where A is a matrix of rank $r_{1}-1$ with entries in $k$ while N has entries in $\varepsilon_{n-1}$. There exist matrices $\mathrm{P} \in \mathrm{GL}_{d}(k)$ and $\mathrm{Q} \in \mathrm{GL}_{\ell}(k)$ with $\mathrm{PAQ}=\left(\begin{array}{cc}\mathrm{I}_{r_{1}} & 0 \\ 0 & 0\end{array}\right)$. Then

$$
\mathrm{PMQ}=\left(\begin{array}{cc}
\mathrm{M}_{11} & \mathrm{~N}_{1} \\
\mathrm{~N}_{2} & \mathrm{M}^{\prime}
\end{array}\right)
$$

where $\mathrm{M}_{11}$ is a $r_{1} \times r_{1}$ matrix whose diagonal has entries in $\mathcal{E}_{n} \backslash \varepsilon_{n-1}$, while the other entries are in $\mathcal{E}_{n-1}$. The entries of matrices $\mathrm{N}_{1}, \mathrm{~N}_{2}$ and $\mathrm{M}^{\prime}$ are in $\mathcal{E}_{n-1}$. If $n=1$ Proposition 12.4 follows. If $n \geq 2$ we use the induction hypothesis for $\mathrm{M}^{\prime}$.

Before starting the second proof, let us come back to the initial problem. Denote by $k\left[X_{1}, \ldots, X_{n}\right]$ the ring of polynomials in $n$ variables over $k$ and consider a $d \times \ell$ matrix $\mathrm{M}=\mathrm{M}_{1} X_{1}+\cdots+\mathrm{M}_{n} X_{n}$, where each $\mathrm{M}_{i}$ has entries in $k$. We keep the same symbol $\mathrm{M}_{i}$ to denote the associated linear map from $k^{\ell}$ to $k^{d}$ in the canonical bases. We shall assume $k$ is infinite, and we shall specialize $X_{i}$ in $k$. It is therefore natural to introduce the $k$-vector subspace $T$ of $\operatorname{Hom}_{k}\left(k^{\ell}, k^{d}\right)$ which is spanned by $\mathrm{M}_{1}, \ldots, \mathrm{M}_{n}$. Consider in $T$ a matrix N of maximal rank. After a change of bases, we may assume $\mathrm{N}=\left(\begin{array}{cc}\mathrm{I}_{r} & 0 \\ 0 & 0\end{array}\right)$, where $r$ is the rank of N . We shall prove (this is the main point) that in these new bases, we have $\mathrm{M}_{i}=\left(\begin{array}{cc}\mathrm{A}_{i} & \mathrm{~B}_{i} \\ \mathrm{C}_{i} & 0\end{array}\right)$, where $\mathrm{A}_{i}$ is a square $r \times r$ matrix. Then

$$
M=\left(\begin{array}{ll}
A & B \\
C & 0
\end{array}\right)
$$

with

$$
\mathrm{A}=\sum_{i=1}^{n} \mathrm{~A}_{i} X_{i}, \quad \mathrm{~B}=\sum_{i=1}^{n} \mathrm{~B}_{i} X_{i}, \quad \mathrm{C}=\sum_{i=1}^{n} \mathrm{C}_{i} X_{i} .
$$

Then A is a regular matrix (one of its specializations is $I_{r}$ ).
It remains to check that each matrix $\mathrm{M}_{i}$ can be written as we have claimed. Hence we need to prove $\mathrm{M}_{i} \cdot x \in k^{r} \times\{0\}^{n-r}$ for $x \in\{0\}^{r} \times k^{n-r}$, which means $\mathrm{M}_{i}(\operatorname{ker} \mathrm{~N}) \subset \operatorname{ImN}$.

The following result is Proposition 3 of [Roy 1990] (see also Lemma 3.2 of [Roy 1992c]).

Proposition 12.5. Let $k$ be a field with infinitely many elements, $\mathcal{U}$ and $\mathcal{V}$ vector spaces of finite dimension over $k$ and $T$ a vector subspace of $\operatorname{Hom}_{k}(\mathcal{U}, \mathcal{V})$. Let $\theta$ be an element in $T$ of maximal rank. Then for any $\xi \in T$ we have $\xi(\operatorname{ker} \theta) \subset \operatorname{Im} \theta$.

Proof of Proposition 12.5. Fix $\theta \in T$ of maximal rank, $\xi \in T$ and $u \in \operatorname{ker} \theta$. Let $\mathcal{W}$ be a vector subspace of $\mathcal{U}$ such that $\mathcal{U}=\boldsymbol{W} \oplus \operatorname{ker} \theta$ and let $\left(u_{1}, \ldots, u_{r}\right)$ be a basis of $\mathcal{W}$, so that $\theta\left(u_{1}\right), \ldots, \theta\left(u_{r}\right)$ is a basis of $\operatorname{Im} \theta$. For any $a \in k$, the linear map $\theta+a \xi$ has rank $\leq r$, hence

$$
(\theta+a \xi)\left(u_{1}\right), \ldots,(\theta+a \xi)\left(u_{r}\right),(\theta+a \xi)(u)
$$

are $k$-linearly dependent. Since $u \in \operatorname{ker} \theta$ we have $(\theta+a \xi)(u)=a \xi(u)$. It follows that for any $a \in k, a \neq 0$, the following $r+1$ elements

$$
(\theta+a \xi)\left(u_{1}\right), \ldots,(\theta+a \xi)\left(u_{r}\right), \xi(u)
$$

which we denote by $\mu_{1}^{(a)}, \ldots, \mu_{r+1}^{(a)}$, are also $k$-linearly dependent. Let us check that this holds true also for $a=0$. Indeed, in a basis $\left(e_{1}, \ldots, e_{d}\right)$ of $\mathcal{V}$, the $(r+1) \times d$ matrix associated with $\mu_{1}^{(a)}, \ldots, \mu_{r+1}^{(a)}$ has rank $\leq r$. Each of the $\binom{d}{r+1}$ determinants of $(r+1) \times(r+1)$ submatrices is zero. Consider any one of them: it is a polynomial in $a$, which vanishes for any $a \in k^{\times}$. Since $k$ is infinite, it also vanishes at 0 .

It follows that the vectors $\theta\left(u_{1}\right), \ldots, \theta\left(u_{r}\right), \xi(u)$ are $k$-linearly dependent. Therefore $\xi(u)$ is a linear combination of $\theta\left(u_{1}\right), \ldots, \theta\left(u_{r}\right)$, hence belongs to $\operatorname{Im} \theta$.

Proof of Proposition 12.2 when the field $k$ is infinite.
Write the matrix M as $\mathrm{M}_{1} x_{1}+\cdots+\mathrm{M}_{n} x_{n}$ where $x_{1}, \ldots, x_{n}$ are algebraically independent over $k$. Denote by $T$ the subspace of $\mathrm{Mat}_{d \times \ell}(k)$ which is spanned by $\mathrm{M}_{1}, \ldots, \mathrm{M}_{n}$, and by N an element in $T$ of maximal rank, say $r$. Let $\mathrm{P} \in \mathrm{GL}_{d}(k)$ and $\mathrm{Q} \in \mathrm{GL}_{\ell}(k)$ be regular matrices such that $\mathrm{PNQ}=\left(\begin{array}{cc}\mathrm{I}_{r} & 0 \\ 0 & 0\end{array}\right)$. From Proposition 12.5 we deduce that each of the matrices $\mathrm{PM}_{i} \mathrm{Q}$ is of the form $\left(\begin{array}{cc}\mathrm{A}_{i} & \mathrm{~B}_{i} \\ \mathrm{C}_{i} & 0\end{array}\right)$, where $\mathrm{A}_{i}$ is a square $r \times r$ matrix. Then

$$
\mathrm{PMQ}=\left(\begin{array}{ll}
A & B \\
\mathrm{C} & 0
\end{array}\right),
$$

with

$$
\mathrm{A}=\sum_{i=1}^{n} \mathrm{~A}_{i} x_{i}, \quad \mathrm{~B}=\sum_{i=1}^{n} \mathrm{~B}_{i} x_{i}, \quad \mathrm{C}=\sum_{i=1}^{n} \mathrm{C}_{i} x_{i} .
$$

The determinant of A is a polynomial in $x_{1}, \ldots, x_{n}$. Since there exists $u \in k^{n}$ such that $\mathrm{N}=\mathrm{M}_{1} u_{1}+\cdots+\mathrm{M}_{n} u_{n}$, this polynomial does not vanish at the point $u$. Since $x_{1}, \ldots, x_{n}$ are algebraically independent over $k$, we $\operatorname{deduce} \operatorname{det} \mathrm{A} \neq 0$, which shows that A is a regular matrix.

### 12.1.3 Property $\left(\begin{array}{ll}A & B \\ C & 0\end{array}\right)$

Let $\mathcal{E}$ be a $k$-vector subspace of $K$. We denote by $\left(\begin{array}{c}A \\ A \\ C\end{array}\right)$ of $\left.\begin{array}{l}\end{array}\right)$ the following property:
Any nonzero matrix M with entries in $\mathcal{E}$ is $k$-equivalent to a matrix $\left(\begin{array}{ll}\mathrm{A} & \mathrm{B} \\ \mathrm{C} & 0\end{array}\right)$ where A is a regular square matrix.
This is a property for the triple $(k, K, \mathcal{E})$, but we shall often simply say only that $\mathcal{E}$ satisfies $\left(\begin{array}{c}A B \\ C\end{array} 0\right.$

Remark. By Proposition 12.2, any $k$-vector space spanned by algebraically independent elements over $k$ satisfies Property $\left(\begin{array}{cc}\left.\begin{array}{l}A \\ C \\ C\end{array}\right)\end{array}\right)$. Moreover

If $\varepsilon_{0}$ is a $k$-vector subspace of $K$ which is spanned by $k$-algebraically independent elements and if $\varepsilon_{0} \cap k=\{0\}$, then $\mathcal{E}=k+\varepsilon_{0}$ satisfies Property $\binom{A_{0}^{B}}{C}$.
Indeed, as a $k$-vector space, $\mathcal{E}$ is isomorphic to the subspace $\mathscr{E}^{\prime}=k X+\mathcal{E}_{0}$ of $K(X)$, and Property $\left(\begin{array}{cc}A & B \\ C & 0\end{array}\right)$ holds for the triple ( $k, K(X), \mathcal{E}^{\prime}$ ) by Proposition 12.2.

The next result uses the definition of $K$-vector subspace of $K^{d}$, rational over $k$, when $K$ is a field and $k$ a subfield (see Exercise 1.4).

Proposition 12.6. Let $\mathcal{E}$ be a $k$-vector subspace of $K$ satisfying Property $\left(\begin{array}{l}A B \\ C \\ C\end{array}\right)$. Let $\mathcal{V}$ be a $K$-vector subspace of $K^{d}$ of dimension $n<d$ and let $Y$ be a $k$-vector space of finite dimension contained in $\mathcal{V} \cap \mathcal{E}^{d}$. Then there exists a $K$-vector subspace $S$ of $K^{d}$, rational over $k$, such that, if we write

$$
d^{\prime}=\operatorname{dim}_{K}\left(\frac{K^{d}}{S}\right) \quad \text { and } \quad \ell^{\prime}=\operatorname{dim}_{k}\left(\frac{Y}{Y \cap S}\right)
$$

then

$$
\ell^{\prime} \leq d-d^{\prime} \leq n
$$

In order to compare with Corollary 11.14, one can write the conclusion as

$$
\frac{\ell^{\prime}}{d^{\prime}+\ell^{\prime}} \leq \frac{d-d^{\prime}}{d} \leq \frac{n}{d}
$$

Proof. If $Y=\{0\}$, we take $S=\{0\}$. Assume $Y \neq\{0\}$. Let $\underline{\eta}_{1}, \ldots, \underline{\eta}_{\ell}$ be a basis of $Y$ over $k$. Consider the matrix M whose $j$-th column consists of the components $y_{i j}$ of $\underline{\eta}_{j}$ in the canonical basis of $K^{d}$. From condition $\left(\begin{array}{cc}A & B \\ C & 0\end{array}\right)$ we obtain two matrices

$$
\mathrm{P}=\left(p_{s i}\right)_{1 \leq s, i \leq d} \in \mathrm{GL}_{d}(k) \quad \text { and } \quad \mathrm{Q}=\left(q_{j t}\right)_{1 \leq j, t \leq \ell} \in \mathrm{GL}_{\ell}(k)
$$

such that $\mathrm{PMQ}=\left(\begin{array}{ll}\mathrm{A} & \mathrm{B} \\ \mathrm{C} & 0\end{array}\right)$ where A is a regular $r \times r$ matrix. Since the columns of M span a $K$-vector space of dimension $\leq n$, we have $1 \leq r \leq n<d$. The coefficients of PMQ are

$$
m_{s t}=\sum_{i=1}^{d} \sum_{j=1}^{\ell} p_{s i} y_{i j} q_{j t}, \quad 1 \leq s \leq d, 1 \leq t \leq \ell
$$

and we have

$$
m_{s t}=0 \quad \text { for } \quad r<s \leq d \quad \text { and } \quad r<t \leq \ell .
$$

Let $S$ denote the subspace of $K^{d}$ intersection of hyperplanes

$$
\sum_{i=1}^{d} p_{s i} z_{i}=0, \quad(r<s \leq d)
$$

Its codimension $d^{\prime}$ in $K^{d}$ is $d-r$. Define $\underline{\theta}_{1}, \ldots, \underline{\theta}_{\ell}$ in $Y$ by

$$
\underline{\theta}_{t}=\sum_{j=1}^{\ell} q_{j t} \underline{\eta}_{j}, \quad(1 \leq t \leq \ell)
$$

Since Q is regular, these elements provide another basis of $Y$ over $k$ and the $\ell-r$ elements $\underline{\theta}_{r+1}, \ldots, \underline{\theta}_{\ell}$ belong to $S$. Hence $\operatorname{dim}_{k}(Y \cap S) \geq \ell-r$ and $\ell^{\prime}=\operatorname{dim}_{k}(Y / Y \cap S) \leq r$.

Proposition 12.7. Let $\mathcal{E}$ be a $k$-vector subspace of $K$ satisfying Property $\left(\begin{array}{l}A B \\ C \\ C\end{array}\right)$. Let $\mathcal{V}$ be a $K$-vector subspace of $K^{d}$ of dimension $n$ such that $\mathcal{V} \cap k^{d}=\{0\}$. Then the $k$-vector subspace $\mathcal{V} \cap \S^{d}$ has dimension $\leq n(n+1) / 2$.

Proof. For $d=1$ we have $\mathcal{V}=\{0\}$ and $\mathcal{V} \cap \mathcal{E}=\{0\}$. Assume now $d \geq 2$. By induction on $d$ we shall prove the following assertion: for any $r<d$, if $\mathcal{V}_{1}$ is a $k$-vector subspace of $K^{r}$ such that $\mathcal{V}_{1} \cap k^{r}=\{0\}$, then the $k$-vector space $\mathcal{V}_{1} \cap \mathcal{E}^{r}$ has finite dimension $\leq r(r-1) / 2$.

Take $\ell$ elements in $\mathcal{V} \cap \mathcal{E}^{d}$ which are linearly independent over $k$, and consider the $d \times \ell$ matrix M whose columns are given by the coordinates of these elements. The rank of M is $\leq n<d$. From Property $\binom{A A^{A} B}{c}$ it follows that M is $k$-equivalent to a matrix $\left(\begin{array}{ll}\mathrm{A} & \mathrm{B} \\ \mathrm{C} & 0\end{array}\right)$, where A is a regular $r \times r$ matrix. The rank of M is $\geq r$, hence $r \leq n<d$. Put $\ell_{1}=\ell-r$, so that B is a $r \times \ell_{1}$ matrix. Let $\mathcal{V}_{1}$ be the $k$-vector space spanned by the columns of B in $K^{r}$. Since $\mathcal{V}$ contains $\mathcal{V}_{1} \times\{0\}^{d-r}$, we have $\mathcal{V}_{1} \cap k^{r}=\{0\}$. The columns of M are $k$-linearly independent, hence the same holds for $\left(\begin{array}{ll}A & B \\ C & 0\end{array}\right)$, and also for $B$. Therefore we can use the induction hypothesis: $\ell_{1} \leq r(r-1) / 2$. We deduce

$$
\ell \leq r+\frac{1}{2} r(r-1) \leq n+\frac{1}{2} n(n-1)=\frac{1}{2} n(n+1) .
$$

Therefore the conclusion of Proposition 12.7 follows from the induction hypothesis. Moreover, since $n \leq d-1$, we find $\ell \leq d(d-1) / 2$, which completes the inductive argument.

### 12.1.4 Structural Rank

Following [Roy 1989] and [Roy 1995], we now define the structural rank with respect to $k$ of a matrix M whose entries are in $K$. Consider the $k$-vector subspace $\mathcal{E}$ of $K$ spanned by the entries of M. Choose an injective morphism $\varphi$ of $\mathcal{E}$ into a $k$-vector space $k X_{1}+\cdots+k X_{n}$. The image $\varphi(\mathrm{M})$ of M is a matrix whose entries are in the field $k\left(X_{1}, \ldots, X_{n}\right)$ of rational fractions. We shall check that its rank does not depend on the choice of $\varphi$. This will be the structural rank of M, which will be denoted by $r_{\text {str }}(\mathrm{M})$.

Lemma 12.8. Let M be a matrix with entries in $K$. Choose a basis $\left(e_{1}, \ldots, e_{n}\right)$ of the $k$-vector subspace of $K$ spanned by the entries of M . Write

$$
\mathrm{M}=\mathrm{M}_{1} e_{1}+\cdots+\mathrm{M}_{n} e_{n},
$$

where $\mathrm{M}_{1}, \ldots, \mathrm{M}_{n}$ are matrices of the same size as M with entries in $k$. Then the rank of the matrix $\mathrm{M}_{1} X_{1}+\cdots+\mathrm{M}_{n} X_{n}$ does not depend on the choice of the basis $\left(e_{1}, \ldots, e_{n}\right)$.

Proof. Assume $\left(x_{1}, \ldots, x_{n}\right)$ and $\left(y_{1}, \ldots, y_{n}\right)$ are two families of $k$-algebraically independent elements of $K$ and $\mathrm{M}_{1}, \ldots, \mathrm{M}_{n}$ be matrices with entries in $k$. Then the rank of the matrix $\mathrm{M}_{1} x_{1}+\cdots+\mathrm{M}_{n} x_{n}$ is the same as the rank of $\mathrm{M}_{1} y_{1}+\cdots+\mathrm{M}_{n} y_{n}$. In particular for $K=k\left(X_{1}, \ldots, X_{n}\right)$, if $\left(Y_{1}, \ldots, Y_{n}\right)$ is a basis of the $k$-vector space $k X_{1}+\cdots+k X_{n}$, then the two matrices $\mathrm{M}_{1} X_{1}+\cdots+\mathrm{M}_{n} X_{n}$ and $\mathrm{M}_{1} Y_{1}+\cdots+\mathrm{M}_{n} Y_{n}$ have the same rank. Lemma 12.8 easily follows.

## Examples.

1. If the $k$-vector space $\mathcal{E}$ is spanned by elements of $K$ which are algebraically independent over $k$, then the rank of M is the same as its structural rank with respect to $k$.
2. If $\mathcal{E}$ has dimension 1 , then again the rank of any matrix is the same as the structural rank with respect to $k$. For instance the structural rank with respect to $K$ is nothing else than the rank of M .
3. The rank of M is always bounded above by its structural rank. Here is an example with a strict inequality. Let $P \in K[X]$ be the determinant of a square $d \times d$ matrix $\mathrm{M}_{0}+\mathrm{M}_{1} X$, where $\mathrm{M}_{0}$ and $\mathrm{M}_{1}$ have entries in $k$, and let $\theta \in K$ be a root of $P$ with $\theta \notin k$. The matrix $\mathrm{M}_{0}+\mathrm{M}_{1} \theta$ has rank $<d$ (its determinant is $P(\theta)=0$ ) but its structural rank with respect to $k$ is $d$ (because the determinant of $\mathrm{M}_{0}+\mathrm{M}_{1} X$ is $\left.P(X) \neq 0\right)$. For instance ${ }^{19}$ the matrix $\left(\begin{array}{cc}\sqrt{2} & 2 \\ 1 & \sqrt{2}\end{array}\right)$ has rank 1 but structural rank 2 with respect to $\mathbb{Q}$. This shows that the structural rank depends on the field $k$.

Remark. If M is a $r \times r$ matrix with entries in a $k$-vector subspace of $K$ which satisfies Property $\binom{A B}{C 0}$,, then the rank of M is at least $r$, while its structural rank with respect to $k$ is at most $2 r$. Indeed, if $\left(x_{1}, \ldots, x_{n}\right)$ is a basis of the $k$-vector space spanned by the entries of $M$, so that $M=M_{1} x_{1}+\cdots+M_{n} x_{n}$ where each $M_{i}$ has entries in $k$, and if $M_{1} X_{1}+\cdots+M_{n} X_{n}$ is equivalent over $k$ to a matrix (12.1), then the matrix $\binom{\mathrm{A}}{\mathrm{C}}$ has rank $r$, while $\binom{\mathrm{B}}{0}$ has rank $\leq r$. Therefore

If $\mathcal{E}$ is a $k$-vector subspace of $K$ which satisfies Property $\binom{A_{C}^{B}}{C_{0}}$, the rank of any matrix with coefficients in $\mathcal{E}$ is at least half its structural rank with respect to $k$.

The determinant of a matrix whose entries are linear forms is a homogeneous polynomial. In order to deal with nonhomogeneous polynomials, we consider matrices whose entries are linear polynomials (i.e. polynomials of total degree $\leq 1$ ).

Lemma 12.9. Let M be a matrix with entries in $K$, $\mathcal{E}$ the $k$-vector subspace of $K$ spanned by the entries of M , and $\varphi$ an injective linear map from $\mathcal{E}$ into a $k$-vector space $k+k X_{1}+\cdots+k X_{n}$. Then the rank of the matrix $\varphi(\mathrm{M})$ is the same as the structural rank of M with respect to $k$.

[^16]Proof of Lemma 12.9. Compose $\varphi$ with the injective linear mapping

$$
\begin{array}{ccc}
k+k X_{1}+\cdots+k X_{n} & \longrightarrow & k Y_{0}+k Y_{1}+\cdots+k Y_{n} \\
a_{0}+a_{1} X_{1}+\cdots+a_{n} X_{n} & \longmapsto & a_{0} Y_{0}+a_{1} Y_{1}+\cdots+a_{n} Y_{n}
\end{array}
$$

and use Lemma 12.8.

### 12.1.5 Any Polynomial is the Determinant of a Matrix

Again, the results of this section are due to D. Roy [Roy 1990](see also [Roy 1995]§ 3.1).

We first show that any polynomial in variables $X_{1}, \ldots, X_{n}$ is the determinant of a matrix whose entries are linear polynomials in $1, X_{1}, \ldots, X_{n}$.

Proposition 12.10. For any $P \in k\left[X_{1}, \ldots, X_{n}\right]$ there exists a square matrix with entries in the $k$-vector space $k+k X_{1}+\cdots+k X_{n}$ whose determinant is $P$.

The proof involves two lemmas.
Lemma 12.11. Let M be a matrix whose entries are bilinear forms

$$
\mathrm{M}=\left(\sum_{s=0}^{S} \sum_{t=0}^{T} m_{i j s t} X_{S} Y_{t}\right)_{\substack{1 \leq i \leq d \\ 1 \leq j \leq t}} .
$$

There exist a matrix A whose entries are linear forms in $X_{0}, \ldots, X_{S}$ and a matrix B whose entries are linear forms in $Y_{0}, \ldots, Y_{T}$ such that $\mathrm{M}=\mathrm{AB}$.

Proof of Lemma 12.11. Here is one solution (plainly, there is no unicity). Write

$$
\mathrm{M}=\mathrm{M}_{0} X_{0}+\cdots+\mathrm{M}_{S} X_{S}
$$

with

$$
\mathrm{M}_{s}=\left(\sum_{t=0}^{T} m_{i j s t} Y_{t}\right)_{\substack{1 \leq i \leq d \\ 1 \leq j \leq e}}, \quad(0 \leq s \leq S) .
$$

Take for A the $d \times d S$ matrix

$$
\mathrm{A}=\left(X_{0} \mathrm{I}_{d}, \ldots, X_{S} \mathrm{I}_{d}\right)
$$

and for B the $d S \times \ell$ matrix

$$
\mathrm{B}=\left(\begin{array}{c}
\mathrm{M}_{0} \\
\vdots \\
\mathrm{M}_{S}
\end{array}\right) .
$$

Lemma 12.12. The determinant of a product AB of a $d \times \ell$ matrix A by a $\ell \times d$ matrix B is the determinant of the $(d+\ell) \times(d+\ell)$ matrix written as blocks

$$
\left(\begin{array}{cc}
\mathrm{I}_{\ell} & \mathrm{B} \\
-\mathrm{A} & 0
\end{array}\right)
$$

Proof of Lemma 12.12. Multiply on the left the matrix $\left(\begin{array}{cc}\mathrm{I}_{\ell} & \mathrm{B} \\ -\mathrm{A} & 0\end{array}\right)$ by the determinant 1 matrix $\left(\begin{array}{cc}\mathrm{I}_{\ell} & 0 \\ \mathrm{~A} & \mathrm{I}_{d}\end{array}\right)$. This will not change the determinant, and the product is $\left(\begin{array}{cc}I_{\ell} & B \\ 0 & A B\end{array}\right)$, whose determinant is $\operatorname{det}(A B)$.

Proof of Proposition 12.10. If $P$ has degree 1 the result is trivial. We first explain the argument by considering a polynomial $P$ of total degree 2 . Write $P$ as $L_{0}+L_{1} X_{1}+\cdots+L_{n} X_{n}$ where each $L_{i}$ is a polynomial of degree $\leq 1$, which means that each $L_{i}$ lies in $k+k X_{1}+\cdots+k X_{n}$. Then $P$ is the determinant of the $(n+2) \times(n+2)$ matrix

$$
\left(\begin{array}{cccc} 
& & & 1 \\
& & & X_{1} \\
& \mathrm{I}_{n+1} & & \vdots \\
& & & X_{n} \\
-L_{0} & \cdots & -L_{n} & 0
\end{array}\right)
$$

Consider now the general case. For any $m \geq 1$, denote by $\mathcal{E}_{m}$ the $k$-vector subspace of $k\left[X_{1}, \ldots, X_{n}\right]$ consisting of all polynomials of degree $\leq m$. For instance $\mathcal{E}_{1}=k+k X_{1}+\cdots+k X_{n}$. Let M be a matrix with entries in $\mathcal{E}_{m}$ with $m \geq 2$. Write $\mathrm{M}_{0}+\mathrm{M}_{1} X_{1}+\cdots+\mathrm{M}_{n} X_{n}$, where each $\mathrm{M}_{i}$ has entries in $\varepsilon_{m-1}$. Thanks to Lemma 12.11 (with $S=T=n, Y_{s}=X_{s}$ for $0 \leq s \leq n$ ), we may write $\mathrm{M}=\mathrm{AB}$ where the entries of A are in $\mathcal{E}_{m-1}$ while the entries of B lie in $\mathcal{E}_{1}$. By Lemma 12.12, M has the same determinant as the square matrix $\left(\begin{array}{cc}\boldsymbol{I}_{\ell} & \mathrm{B} \\ -\mathrm{A} & 0\end{array}\right)$ whose entries are in $\mathcal{E}_{m-1}$. By induction on $m$ this implies that any square matrix M with entries in $\varepsilon_{m}$ has the same determinant as a square matrix whose entries are in $\varepsilon_{1}$. In particular any polynomial (which is the determinant of a $1 \times 1$ matrix with entries in $\varepsilon_{m}$, when $m$ is any upper bound for the total degree) is the determinant of a square matrix with entries in $\mathcal{E}_{1}$.

Remark. The determinant of a square $d \times d$ matrix whose entries are homogeneous linear forms in $k X_{0}+\cdots+k X_{n}$ is a homogeneous polynomial of degree $d$. But not all homogeneous polynomials occur as such determinants (see Exercise 12.4).

Proposition 12.13. For a subspace $\mathcal{E}$ of $K$ over $k$ containing $k$ the four following properties are equivalent:
(i) There exists a basis $\left(x_{i}\right)_{i \in I}$ of $\mathcal{E}$ over $k$ with $0 \in I, x_{0}=1$ and $\left\{x_{i} ; i \in I, i \neq 0\right\}$ algebraically independent over $k$.
(ii) If $x_{1}, \ldots, x_{n}$ are elements in $\&$ such that $1, x_{1}, \ldots, x_{n}$ are linearly independent over $k$, then $x_{1}, \ldots, x_{n}$ are algebraically independent over $k$.
(iii) For any tuple $\left(x_{0}, \ldots, x_{n}\right)$ which consists of $k$-linearly independent elements of $\mathcal{E}$ and for any nonzero homogeneous polynomial $P \in k\left[X_{0}, \ldots, X_{n}\right]$, the number $P\left(x_{0}, \ldots, x_{n}\right)$ is not zero.
(iv) Any matrix M with entries in $\mathcal{E}$ has a rank equal to its structural rank with respect to $k$.

Proof of Proposition 12.13. Implication $(i i i) \Rightarrow(i i)$ is easy (take $\left.x_{0}=1\right),(i i) \Rightarrow(i)$ is plain, while $(i) \Rightarrow(i v)$ follows from Lemma 12.9.

It remains to check $(i v) \Rightarrow$ (iii). Assume (iii) does not hold: there exist $x_{0}, \ldots, x_{n}$ in $\mathcal{E}$ which are $k$-linearly independent such that, if we set $y_{i}=x_{i} / x_{0}$, then $y_{1}, \ldots, y_{n}$ are algebraically dependent over $k$. Let $P \in k\left[X_{1}, \ldots, X_{n}\right]$ be a nonzero polynomial such that $P\left(y_{1}, \ldots, y_{n}\right)=0$. Proposition 12.10 shows that there exists a square matrix $\mathrm{M}_{0}+\mathrm{M}_{1} X_{1}+\cdots+\mathrm{M}_{n} X_{n}$ with entries in $k+k X_{1}+\cdots+k X_{n}$ whose determinant is $P$. Hence the determinant of the matrix $\mathrm{M}=\mathrm{M}_{0}+\mathrm{M}_{1} y_{1}+\cdots+\mathrm{M}_{n} y_{n}$ is zero. Since $1, y_{1}, \ldots, y_{n}$ are $k$-linearly independent, there exists an injective $k$-linear $\operatorname{map} \varphi$ from $k+k y_{1}+\cdots+k y_{n}$ into $k+k X_{1}+\cdots+k X_{n}$ which maps $y_{i}$ onto $X_{i}$ and is the identity on $k$. The determinant of $\varphi(\mathrm{M})$ is not zero, hence the structural rank of M with respect to $k$ is strictly larger than the rank of M and condition (iv) does not hold.

We apply Proposition 12.13 to a $k$-vector subspace of $K$ of the form $k+\varepsilon_{0}$ where $k \cap \mathcal{E}_{0}=\{0\}$ so that the sum $k+\varepsilon_{0}$ is direct.

Corollary 12.14. Let $\varepsilon_{0}$ be a $k$-vector subspace of $K$ such that $k \cap \varepsilon_{0}=\{0\}$. Then the two following properties are equivalent.
(i) Elements of $\mathcal{E}_{0}$ which are $k$-linearly independent are algebraically independent over $k$.
(ii) The rank of any matrix M with coefficients in $k+\mathcal{E}_{0}$ is equal to the structural rank of M with respect to $k$.

### 12.1.6 Conclusion

One can summarize the preceding properties as follows. Consider a triple $\left(k, K, \mathcal{E}_{0}\right)$, where $k$ is a field, $K$ an extension of $k$ and $\mathcal{E}_{0}$ a $k$-vector subspace of $K$ satisfying $\varepsilon_{0} \cap k=\{0\}$. Define $\mathcal{E}=k+\varepsilon_{0}$.

$$
\begin{array}{cc}
\underline{x_{i} \text { a.i. }} & \Longleftrightarrow \frac{\begin{array}{r}
r=r_{\mathrm{str}} \\
\Downarrow \\
\ell \leq n(n+1) / 2 \\
\Downarrow \\
\ell \leq n(n+1)
\end{array}}{\begin{array}{c}
\left(\begin{array}{cc}
A & B \\
C & 0
\end{array}\right) \\
\Downarrow
\end{array}} \begin{array}{r}
r \geq r_{\mathrm{str}} / 2
\end{array}
\end{array}
$$

In the first row, the left hand side means that $\varepsilon_{0}$ is spanned as a $k$-vector space by elements of $K$ which are algebraically independent over $k$. The right hand side
means that the rank of any matrix with entries in $\mathcal{E}$ is equal to its structural rank with respect to $k$. The fact that these two properties are equivalent is Corollary 12.14.

In the intermediate row, the right hand side is Property $\binom{A B}{C}$ for the $k$-vector space $\mathcal{E}$, the left hand side means that for any $K$-vector subspace $\mathcal{V}$ of $K^{d}$ satisfying $\mathcal{V} \cap k^{d}=\{0\}$, the dimension $\ell$ of $\mathcal{V} \cap \mathcal{E}^{d}$ over $k$ is finite and $\leq n(n+1) / 2$. The implication from right to left is Proposition 12.7.

Property $\binom{A B}{C}$ is a consequence of $r=r_{\text {str }}$ and it implies $r \geq r_{\text {str }} / 2$ as pointed out in $\S$ 12.1.5. Lemmas 12.15 and 12.16 below show that the converse implications do not hold: it is not possible to go from one row to the row above it.

For arithmetic applications (see § 12.2 and 12.3), two cases are most important: (1) Take $k=\mathbb{Q}, \varepsilon_{0}$ is the $\mathbb{Q}$-vector space $\mathcal{L}$ of logarithms of algebraic numbers, $\mathcal{E}=\mathbb{Q}+\mathcal{L}$ (see $\S \S 12.2$ and 12.3). The condition $\varepsilon_{0} \cap \overline{\mathbb{Q}}=\{0\}$ is Hermite-Lindemann's Theorem.
(2) Choose $k=\overline{\mathbb{Q}}, \varepsilon_{0}$ is the $\overline{\mathbb{Q}}$-vector space of homogeneous linear combinations of elements of $\mathcal{L}$ with coefficients in $\overline{\mathbb{Q}}$, while $\mathcal{E}=\widetilde{\mathscr{L}}$ (see $\S 12.3$ ). The condition $\varepsilon_{0} \cap \overline{\mathbb{Q}}=\{0\}$ follows from Baker's Theorem.

By Conjecture 1.15, one conjectures that the properties on the top line are satisfied in both cases. As we shall see below, the bottom line corresponds to the known facts so far. It would already be interesting to prove the results corresponding to the intermediate row: this would include for instance a solution of the four exponentials Conjecture, but this would not enable us to infer that the field $\mathbb{Q}(\mathcal{L})$ has transcendence degree $\geq 2$ over $\mathbb{Q}$.

We complete this section with two examples (Proposition 1 of [Roy 1989] and Theorem 3.4 of [Roy 1995]) whose proofs are left as exercises (12.9 and 12.10).

Lemma 12.15*. Let $x \in K$ be transcendental over $k$. There exists a $k$-vector subspace $\mathcal{E}$ of $k[x]$ of infinite dimension which satisfies Property $\left(\begin{array}{c}A \\ A \\ C\end{array}\right)$

Lemma 12.16*. Let $\mathcal{E}$ be a $k$-vector subspace of $K$ of dimension $\leq 3$. Then the rank of any matrix M with entries in $\mathcal{E}$ is at least half its structural rank with respect to $k$.

Here is a motivation for Lemma 12.16 (cf. Proposition 2 of [Roy 1989]). Let $x$ and $u$ be two elements in $K$ such that $u, u x, u x^{2}$ are $k$-linearly independent. Denote by $\mathcal{E}$ the $k$-vector space $k u+k u x+k u x^{2}$. Then $\operatorname{dim}_{k}(\mathcal{E})=3$, and therefore Lemma 12.16 shows that the rank of any matrix M with entries in $\mathcal{E}$ is at least half its structural rank with respect to $k$. However $\mathcal{E}$ does not satisfy a property like the four exponentials Conjecture: the line $\mathcal{V}=K(1, x)$ in $K^{2}$ (which is also the hyperplane of equation $z_{2}=x z_{1}$ ) satisfies $\mathcal{V} \cap k^{2}=\{0\}$ (because $x \notin k$ ), while $\mathcal{V} \cap \mathcal{E}^{2}$ contains the two points ( $u, u x$ ) and ( $u x, u x^{2}$ ) which are $k$-linearly independent (because $x \notin k$ ). In particular this triple $(k, K, \mathcal{E})$ does not satisfy $\operatorname{Property}\binom{A B}{C}$.

### 12.2 Entries are Logarithms of Algebraic Numbers

In Chap. 11 we investigated the relationships between the dimension $\ell$ of $\mathbb{Q}$-vector space $\mathcal{V} \cap \mathcal{L}^{d}$ and the dimension $n$ of $\mathcal{V}$, when $\mathcal{V}$ is a complex vector subspace of $\mathbb{C}^{d}$. Taking a basis over $\mathbb{Q}$ of $\mathcal{V} \cap \mathscr{L}^{d}$ gives rise to a $d \times \ell$ matrix M whose entries are logarithms of algebraic numbers. The question studied in Chap. 11 amounts to investigate the rank $n$ of M in terms of $d$ and $\ell$.

### 12.2.1 A Consequence of the Linear Subgroup Theorem

From Corollary 11.14 we deduce a lower bound for the rank of matrices with entries in $\mathcal{L}$ as follows (see [W 1981], Th. 2.1).

Theorem 12.17. Any $d \times \ell$ matrix $M$ of rank $n$ with entries in $\mathcal{L}$ is $\mathbb{Q}$-equivalent to a block matrix (12.1) where the matrix C has size $d^{\prime} \times \ell^{\prime}$ with $d^{\prime}>0$ and

$$
n \geq \frac{d \ell^{\prime}}{d^{\prime}+\ell^{\prime}}
$$

We insist that $d^{\prime}>0$, but (with the notation of (12.1)) we allow $\ell^{*}=0$. In particular if the conclusion holds with $\ell^{\prime}=\ell$ then $n \geq \ell d /(\ell+d)$. For instance if a matrix with entries in $\mathcal{L}$ has its $d \ell$ entries linearly independent over $\mathbb{Q}$, then its rank is $\geq \ell d /(\ell+d)$.

Proof of Theorem 12.17. In (12.1) we allow $\ell^{\prime}=\ell$. Hence we may, without loss of generality, assume $n<\ell d /(\ell+d)$. Therefore the assumption $n<d$ of Corollary 11.14 is satisfied.

Denote by $\underline{\eta}_{1}, \ldots, \underline{\eta}_{\ell}$ the columns of M in $\mathbb{C}^{d}$, by $\mathcal{V}$ the complex vector subspace of $\mathbb{C}^{d}$ which they span and by $Y$ the $\mathbb{Q}$-vector space which they span in $\mathcal{L}^{d}$. The dimension $n$ of $\mathcal{V}$ is nothing else than the rank of M. From Corollary 11.14 we deduce that there exists a complex vector subspace $S$ of $\mathbb{C}^{d}$, rational over $\mathbb{Q}$, of dimension $d^{*}$ and codimension $d^{\prime}>0$, such that the dimension $\ell^{\prime}$ of the $\mathbb{Q}$-vector space $Y / Y \cap S$ satisfies

$$
\frac{\ell^{\prime}}{d^{\prime}+\ell^{\prime}} \leq \frac{n^{\prime}}{d^{\prime}} \leq \frac{n}{d} .
$$

Let $\left(\underline{e}_{1}, \ldots, \underline{e}_{d^{*}}\right)$ be a basis of $S$ which we complete into a basis $\left(\underline{e}_{1}, \ldots, \underline{e}_{d}\right)$ of $\mathbb{C}^{d}$. We denote by $\mathrm{P}=\left(p_{h i}\right)_{1 \leq h, i \leq d}$ the transition matrix, so that, for $\underline{z}=\left(z_{1}, \ldots, z_{d}\right) \in \mathbb{C}^{d}$,

$$
\underline{z}=\sum_{h=1}^{d} \sum_{i=1}^{d} p_{h i} z_{i} \underline{e}_{h} .
$$

Notice that $\underline{z} \in S$ if and only if

$$
\sum_{i=1}^{d} p_{h i} z_{i}=0 \quad \text { for } \quad d^{*}<h \leq d
$$

Next we take a basis $\left(\underline{\theta}_{1}, \ldots, \underline{\theta}_{\ell}\right)$ of $Y$ over $\mathbb{Q}$ such that $\left(\underline{\theta}_{\ell^{\prime}+1}, \ldots, \underline{\theta}_{\ell}\right)$ is a basis of $Y \cap S$. Let $\mathrm{Q}=\left(q_{j t}\right)_{1 \leq j, t \leq \ell}$ the transition matrix between the two bases of $Y$ :

$$
\underline{\theta}_{t}=\sum_{j=1}^{\ell} q_{j t} \underline{\eta}_{j} \quad(1 \leq t \leq \ell) .
$$

For $\ell^{\prime}<t \leq \ell$,

$$
\underline{\theta}_{t}=\left(\sum_{j=1}^{\ell} q_{j t} \lambda_{i j}\right)_{1 \leq i \leq d}
$$

is in $S$, hence for $d^{*}<h \leq d$ we have,

$$
\sum_{i=1}^{d} p_{h i} \sum_{j=1}^{\ell} q_{j t} \lambda_{i j}=0
$$

which means that PMQ has the form (12.1).
Proof of Theorem 1.16. Let $\mathrm{M}=\left(\lambda_{i j}\right)$ be a $d \times \ell$ matrix with entries in $\mathcal{L}$. Assume, for any $\underline{t}=\left(t_{1}, \ldots, t_{d}\right) \in \mathbb{Z}^{d} \backslash\{0\}$ and any $\underline{s}=\left(s_{1}, \ldots, s_{\ell}\right) \in \mathbb{Z}^{\ell} \backslash\{0\}$,

$$
\sum_{i=1}^{d} \sum_{j=1}^{\ell} t_{i} s_{j} \log \alpha_{i j} \neq 0
$$

We use Theorem 12.17: since no matrix of the form PMQ can have a vanishing entry, and since $d^{\prime}>0$, in (12.1) we have $\ell^{*}=0$, which means $\ell^{\prime}=\ell$. Hence the rank of M is at least $d \ell /(d+\ell)$.

### 12.2.2 Rank and Structural Rank

From Theorem 12.17 we deduce:
Corollary 12.18. Any matrix with entries in $\mathcal{L}$ has rank at least half its structural rank with respect to $\mathbb{Q}$.

Proof. Without loss of generality we may assume $r_{\text {str }}=\ell=d$ (just take a square submatrix of maximal structural rank). From Theorem 12.17 we deduce that the rank of $M$ is bounded from below by

$$
\operatorname{rank}(\mathrm{M}) \geq \frac{d \ell^{\prime}}{d^{\prime}+\ell^{\prime}}
$$

while the structural rank is bounded from above by

$$
r_{\mathrm{str}}(\mathrm{M}) \leq \ell^{\prime}+d-d^{\prime}
$$

Since $r_{\text {str }}(\mathrm{M})=d$, we deduce $d^{\prime} \leq \ell^{\prime}$ and $\ell^{\prime} /\left(d^{\prime}+\ell^{\prime}\right) \geq 1 / 2$.

### 12.2.3 A Further Consequence of the Linear Subgroup Theorem

Here is a reformulation of Theorem 11.5 part (1) in terms of matrices.
Theorem 12.19. Let

$$
\mathrm{M}=\left(\begin{array}{ll}
\mathrm{B}_{0} & \mathrm{~B}_{1} \\
\mathrm{~B}_{2} & \underbrace{\mathrm{~L}}_{\ell_{1}}
\end{array}\right) \begin{gathered}
\} d_{0} \\
\} d_{1}
\end{gathered}
$$

be a $d \times \ell$ matrix of rank $n$ with $1 \leq n<d$, where $\mathrm{B}_{0}, \mathrm{~B}_{1}, \mathrm{~B}_{2}$ are matrices with entries in $\overline{\mathbb{Q}}$, while the entries of L are in $\mathcal{L}$. Then there exist regular matrices

$$
\mathrm{P}=\left(\begin{array}{cc}
\mathrm{P}_{0} & 0 \\
0 & \mathrm{P}_{1}
\end{array}\right) \quad \text { and } \quad \mathrm{Q}=\left(\begin{array}{cc}
\mathrm{Q}_{0} & 0 \\
0 & \mathrm{Q}_{1}
\end{array}\right)
$$

where

$$
\begin{array}{ll}
\mathrm{P}_{0} \in \mathrm{GL}_{d_{0}}(\overline{\mathbb{Q}}), & \mathrm{P}_{1} \in \mathrm{GL}_{d_{1}}(\mathbb{Q}), \\
\mathrm{Q}_{0} \in \mathrm{GL}_{\ell_{0}}(\overline{\mathbb{Q}}), & \mathrm{Q}_{1} \in \mathrm{GL}_{\ell_{1}}(\mathbb{Q}),
\end{array}
$$

such that

$$
\mathrm{PMQ}=\left(\begin{array}{cc}
\mathrm{P}_{0} \mathrm{~B}_{0} \mathrm{Q}_{0} & \mathrm{P}_{0} \mathrm{~B}_{1} \mathrm{Q}_{1} \\
\mathrm{P}_{1} \mathrm{~B}_{2} \mathrm{Q}_{0} & \mathrm{P}_{1} \mathrm{LQ}_{1}
\end{array}\right)
$$

with

$$
\begin{array}{ll}
\mathrm{P}_{0} \mathrm{~B}_{0} \mathrm{Q}_{0}=\left(\begin{array}{cc}
\mathrm{B}_{00} & \mathrm{~B}_{01} \\
\mathrm{~B}_{02} & 0
\end{array}\right) & \mathrm{P}_{0} \mathrm{~B}_{1} \mathrm{Q}_{1}=\left(\begin{array}{cc}
\mathrm{B}_{10} & \mathrm{~B}_{11} \\
\mathrm{~B}_{12} & 0
\end{array}\right) \begin{array}{l}
\} d_{0}^{*} \\
\} d_{0}^{\prime}
\end{array} \\
\mathrm{P}_{1} \mathrm{~B}_{2} \mathrm{Q}_{0}=\underbrace{\left(\begin{array}{cc}
\mathrm{B}_{20} & \mathrm{~B}_{21} \\
\mathrm{~B}_{22} & 0
\end{array}\right)}_{\ell_{0}^{\prime}} \quad \underbrace{}_{\ell_{0}^{*}} & \mathrm{P}_{1} \mathrm{LQ}_{1}=\underbrace{\left(\begin{array}{cc}
\mathrm{L}_{0} & \mathrm{~L}_{1} \\
\mathrm{~L}_{2} & 0
\end{array}\right)}_{\ell_{1}^{*}} \begin{array}{l}
3 d_{1}^{*} \\
\} d_{1}^{\prime}
\end{array}
\end{array}
$$

and $d^{\prime}=d_{0}^{\prime}+d_{1}^{\prime}>\ell_{0}^{\prime}$,

$$
\left(\ell_{1}^{\prime}+d_{1}^{\prime}\right)(d-n) \leq d_{1}\left(d^{\prime}-\ell_{0}^{\prime}\right) .
$$

As for Theorem 12.17, we insist that $d^{\prime}>0$, but we allow $\ell_{0}^{*}=0$ or/and $\ell_{1}^{*}=0$.
Examples involving matrices like

$$
\left(\begin{array}{cccc}
1 & 1 & 0 & 0 \\
0 & \gamma x_{1} / x_{2} & x_{1} y_{1} & x_{1} y_{2} \\
-\gamma & 0 & x_{2} y_{1} & x_{2} y_{2}
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{ccccc}
1 & 0 & \beta_{11} & \beta_{12} & \beta_{13} \\
0 & -1 & \beta_{21} & \beta_{22} & \beta_{23} \\
-1 & 0 & \lambda_{11} & \lambda_{12} & \lambda_{13} \\
0 & 1 & \lambda_{21} & \lambda_{22} & \lambda_{23}
\end{array}\right)
$$

occur in § 11.3.3.

### 12.3 Entries are Linear Combinations of Logarithms

We now translate some of the results of § 11.6 in terms of matrices whose entries are in $\mathbb{Q}+\mathscr{L}$ or more generally in $\widetilde{\mathscr{L}}$.

### 12.3.1 A Consequence of the Linear Subgroup Theorem

The following result is nothing else than Proposition 11.19.
Theorem 12.20. Denote by $(\mathbb{K}$, L) either $(\mathbb{Q}, \mathbb{Q}+\mathcal{L})$ or else $(\overline{\mathbb{Q}}, \widetilde{\mathscr{L}})$. Let M be a $d \times \ell$ matrix (with $d>0$ ) of rank $n$ with entries in $L$. Then M is $\mathbb{K}$-equivalent to a block matrix (12.1) where the matrix C has size $d^{\prime} \times \ell^{\prime}$ with $d^{\prime}>0$ and

$$
n \geq \frac{d \ell^{\prime}}{d^{\prime}+\ell^{\prime}}
$$

One deduces the analog of Theorem 1.16 for $\widetilde{\mathscr{L}}$.
Corollary 12.21. Let $\mathrm{M}=\left(\Lambda_{i j}\right)_{\substack{1 \leq i \leq d \\ 1 \leq j \leq \ell}}$ be a $d \times \ell$ matrix with entries in $\widetilde{\mathcal{L}}$. Assume, for any $\underline{\tau}=\left(\tau_{1}, \ldots, \tau_{d}\right) \in \overline{\mathbb{Q}}^{d} \backslash\{0\}$ and any $\underline{\sigma}=\left(\sigma_{1}, \ldots, \sigma_{\ell}\right) \in \overline{\mathbb{Q}}^{\ell} \backslash\{0\}$,

$$
\sum_{i=1}^{d} \sum_{j=1}^{\ell} \tau_{i} \sigma_{j} \Lambda_{i j} \neq 0
$$

Then the rank of M is at least $d \ell /(d+\ell)$.

### 12.3.2 Rank and Structural Rank

For a matrix with entries in $\mathcal{L}$ or in $\mathbb{Q}+\mathscr{L}$, it is natural to consider its structural rank with respect to $\mathbb{Q}$, since $\mathcal{L}$ is a $\mathbb{Q}$-vector space. Now $\widetilde{\mathscr{L}}$ is a $\overline{\mathbb{Q}}$-vector space; hence for a matrix with coefficients in $\widetilde{\mathscr{L}}$, one should rather consider its structural rank with respect to $\overline{\mathbb{Q}}$. But $\mathcal{L} \subset \mathbb{Q}+\mathcal{L} \subset \widetilde{\mathcal{L}}$. Fortunately, for a matrix M with entries in $\mathbb{Q}+\mathcal{L}$, its structural rank with respect to $\mathbb{Q}$ is the same as its structural rank with respect to $\overline{\mathbb{Q}}$. Indeed, let $1, \lambda_{1}, \ldots, \lambda_{m}$ is a basis over $\mathbb{Q}$ of the subspace of $\mathcal{L}$ spanned by 1 and the entries of $M$. Write

$$
\mathrm{M}=\mathrm{M}_{0}+\mathrm{M}_{1} \lambda_{1}+\cdots+\mathrm{M}_{m} \lambda_{m}
$$

where each $M_{i}$ is in $\operatorname{Mat}_{d \times \ell}(\mathbb{Q})$. From Baker's Theorem, it follows that $1, \lambda_{1}, \ldots, \lambda_{m}$ is also a basis over $\overline{\mathbb{Q}}$ of the subspace of $\widetilde{\mathscr{L}}$ spanned by 1 and the entries of $M$. Hence both structural ranks are just the rank of the $d \times \ell$ matrix

$$
\mathrm{M}_{0}+\mathrm{M}_{1} X_{1}+\cdots+\mathrm{M}_{m} X_{m}
$$

with entries in the field $\mathbb{Q}\left(X_{1}, \ldots, X_{m}\right)$.
Therefore, dealing with matrices with entries in $\mathbb{Q}+\mathcal{L}$, we shall not specify the field with respect to which we consider the structural rank ${ }^{20}$.

The next statement follows from Theorem 12.20 exactly as Corollary 12.18 from Theorem 12.17.

Corollary 12.22. Any matrix with entries in $\widetilde{\mathcal{L}}$ has rank at least half its structural rank.

## Also:

Corollary 12.23. The rank of any matrix with entries in $\mathbb{Q}+\mathscr{L}$ is at least half its structural rank.

Therefore the properties stated in the bottom line in the diagram of § 12.1.7 are satisfied for $(k, \mathcal{E})$ either $(\mathbb{Q}, \mathbb{Q}+\mathcal{L})$ or $(\overline{\mathbb{Q}}, \widetilde{\mathscr{L}})$ : the left hand side follows from Corollary 11.15 and the right hand side from Corollaries 12.22 and 12.23 .

Lemma 12.15 shows that one cannot deduce from Corollary 12.23 that the transcendence degree over $\mathbb{Q}$ of the field $\mathbb{Q}(\mathscr{L})$ is at least 2 . Moreover, Lemma 12.16 shows that one cannot deduce either the four exponentials Conjecture.

The strong six exponentials Theorem (Corollary 11.16) follows from Corollary 12.22:

Corollary 12.24. Let M be a $d \times \ell$ matrix with entries in $\widetilde{\mathscr{L}}$ whose rows are $\overline{\mathbb{Q}}$ linearly independent in $\widetilde{\mathcal{L}}^{\ell}$ and whose columns are $\overline{\mathbb{Q}}$-linearly independent in $\widetilde{\mathcal{L}}^{d}$. If $\ell d>\ell+d$, then the rank of M is at least 2 .

One can deduce the following result either from Corollary 12.23 or from Corollary 12.24 :

- If M is a $d \times \ell$ matrix with entries in $\mathbb{Q}+\mathcal{L}$ whose rows are $\mathbb{Q}$-linearly independent and whose columns are also $\mathbb{Q}$-linearly independent, if $\ell d>\ell+d$, then the rank of M is at least 2 .

[^17]
### 12.4 Assuming the Conjecture of Algebraic Independence of Logarithms

In this last section we discuss consequences of Conjecture 1.15 on algebraic independence of logarithms of algebraic numbers.

### 12.4.1 The $\mathbb{Q}$-Vector Space $\mathcal{L}$

One conjectures that Property $\binom{\left.\begin{array}{l}A \\ C\end{array}\right)}{$\hline} holds for the triple $(\mathbb{Q}, \mathbb{C}, \mathcal{L})$. Using Proposition 12.14, one would deduce:
(?) For any complex vector subspace $\mathcal{V}$ of $\mathbb{C}^{d}$ of dimension n such that $\mathcal{V} \cap \mathbb{Q}^{d}=\{0\}$, the $\mathbb{Q}$-vector subspace $\mathcal{V} \cap \mathcal{L}^{d}$ has dimension $\leq n(n+1) / 2$.

Clearly this would solve the four exponentials Conjecture. On the other hand Lemma 12.15 shows that Property $\left(\begin{array}{cc}A & B \\ c & B\end{array}\right)$ would not be sufficient to deduce that there exist two algebraically independent logarithms of algebraic numbers.

Corollary 12.14 shows that the two following statements are equivalent:
(?) The rank of any matrix in $\mathrm{Mat}_{d \times \ell}(\mathcal{L})$ is equal to its structural rank.
(?) If $\lambda_{0}, \ldots, \lambda_{n}$ are $\mathbb{Q}$-linearly independent elements in $\mathcal{L}$, then the numbers $\lambda_{1} / \lambda_{0}, \ldots, \lambda_{n} / \lambda_{0}$ are algebraically independent over $\mathbb{Q}$.

### 12.4.2 The $\mathbb{Q}$-Vector Space $\mathbb{Q}+\mathcal{L}$

From Corollary 12.14 one deduces that Conjecture 1.15 is equivalent to the following statement
(?) Any matrix

$$
\left(b_{i j}+\lambda_{i j}\right)_{\substack{1 \leq i \leq d \\ 1 \leq i \leq \leq}}
$$

with $b_{i j} \in \mathbb{Q}$ and $\lambda_{i j} \in \mathcal{L}$ has a rank equal to its structural rank.

### 12.4.3 The $\overline{\mathbb{Q}}$-Vector Space $\widetilde{\mathscr{L}}$

By Conjecture 1.15 the rank of any matrix in $\operatorname{Mat}_{d \times \ell}(\widetilde{\mathcal{L}})$ should be equal to its $\underset{\sim}{\sim}$ structural rank. This would imply that Property $\binom{A B}{C_{0}^{B}}$ also holds for the triple $(\overline{\mathbb{Q}}, \mathbb{C}$, $\widetilde{\mathcal{L}}$ ). Hence from Proposition 12.7 one would deduce:
(?) For any complex vector subspace $\mathcal{V}$ of $\mathbb{C}^{d}$ of dimension $n$ such that $\mathcal{V} \cap \overline{\mathbb{Q}}^{d}=\{0\}$, the $\overline{\mathbb{Q}}$-vector subspace $\mathcal{V} \cap \widetilde{\mathscr{L}}^{d}$ has dimension $\leq n(n+1) / 2$.
This result includes the strong four exponentials Conjecture 11.17. A weaker statement is the so-called Strong Five Exponentials Conjecture of [W 1988]:
(?) Let $x_{1}, x_{2}$ be two $\mathbb{Q}$-linearly independent complex numbers and $y_{1}, y_{2}$ be also two $\mathbb{Q}$-linearly independent complex numbers. Further let $\beta_{i j}(i=1,2, j=1,2)$, $\gamma_{1}$ and $\gamma_{2}$ be six algebraic numbers with $\gamma_{1} \neq 0$. Assume that the five numbers

$$
e^{x_{1} y_{1}-\beta_{11}}, e^{x_{1} y_{2}-\beta_{12}}, e^{x_{2} y_{1}-\beta_{21}}, e^{x_{2} y_{2}-\beta_{22}}, e^{\left(\gamma_{1} x_{1} / x_{2}\right)-\gamma_{2}}
$$

are algebraic. Then

$$
x_{i} y_{j}=\beta_{i j} \quad \text { for } \quad i=1,2, \quad \text { and } \quad j=1,2 \quad \text { and } \quad \gamma_{1} x_{1}=\gamma_{2} x_{2} .
$$

### 12.5 Quadratic Relations

In this section, $k \subset K$ are two fields and $\mathcal{E}$ is a $k$-subspace of $K$.
In the next proposition, we assume that any nonzero matrix with coefficients in $\mathcal{E}$ has rank larger than half the structural rank, with strict inequality. For $k=\mathbb{Q}$, $K=\mathbb{C}$ and $\mathcal{E}=\mathcal{L}$ this condition is not yet known: we have no strict inequality so far. However we shall see (Theorem 15.30) that this property is satisfied for any $\mathbb{Q}$-vector subspace of $\mathcal{L}$ spanned by elements in a field of transcendence degree 1. It is unlikely that any such space of dimension $\geq 2$ exists, but it is a challenge to prove that there is none.

For such a vector space $\mathcal{E}$, we prove a property akin to the assertion (a.i) of § 11.5 for all quadratic hypersurfaces of $K^{n}$ (i.e. affine hypersurfaces which are defined by a homogeneous polynomial of degree 2 ).

The proof rests on an explicit representation of a Clifford algebra, following [RoyW 1997a] and [RoyW 1997b].

Proposition 12.25. Assume the rank of any nonzero matrix M with entries in $\mathcal{E}$ satisfies $\operatorname{rank}(\mathrm{M})>(1 / 2) r_{\mathrm{str}}(\mathrm{M})$, where $r_{\mathrm{str}}(\mathrm{M})$ is the structural rank of M with respect to $k$. Let $Q \in k\left[X_{1}, \ldots, X_{n}\right]$ be a nonzero homogeneous polynomial of degree 2 . Denote by $Z(Q)$ the hypersurface $Q(\underline{x})=0$ in $K^{n}$. Then $Z(Q) \cap \mathcal{E}^{n}$ is the union of $E \cap \mathcal{E}^{n}$, where $E$ ranges over the vector subspaces of $K^{n}$, rational over $k$, contained in $Z(Q)$.

Roughly speaking, the conclusion means that the only $\underline{x} \in \mathscr{E}^{n}$ which satisfy $Q(\underline{x})=0$ are the trivial ones. For instance any $\underline{x}=\left(x_{1}, \ldots, x_{n}\right) \in \mathcal{E}^{n}$ with $x_{1}, \ldots, x_{n}$ linearly independent over $k$ has $Q(\underline{x}) \neq 0$.

Let us start with an easy case: take $n=4$ and

$$
Q(\underline{X})=X_{1} X_{4}-X_{2} X_{3} .
$$

We use the hypothesis of Proposition 12.25 for the matrix

$$
\mathrm{M}=\left(\begin{array}{ll}
x_{1} & x_{2} \\
x_{3} & x_{4}
\end{array}\right) \text {. }
$$

For $\underline{x} \in \mathcal{E}^{4} \cap Z(Q) \backslash\{0\}$, this matrix M has rank 1, hence structural rank 1 also. The conclusion easily follows (see Exercise 1.8).

The next lemma reduces the proof of Proposition 12.25 to the special case $n=2 m$ and

$$
Q=X_{1} Y_{1}+\cdots+X_{m} Y_{m} .
$$

Lemma 12.26. Let \& be a $k$-vector subspace of $K$. The two following assertions are equivalent.
(i) For any $m \geq 1$, the hypersurface $\mathbb{Z}$ of $K^{2 m}$ of equation

$$
x_{1} y_{1}+\cdots+x_{m} y_{m}=0
$$

satisfies:

$$
\mathcal{Z} \cap \S^{m}=\bigcup_{E \subset \mathcal{Z}} E \cap \S^{m},
$$

where E ranges over the vector subspaces of $K^{m}$, rational over $k$, contained in 2.
(ii) For any $n \geq 1$ and any nonzero homogeneous quadratic polynomial $Q \in$ $k\left[X_{1}, \ldots, X_{n}\right]$,

$$
Z(Q) \cap \S^{n}=\bigcup_{E \subset Z(Q)} E \cap \S^{n}
$$

where $E$ ranges over the vector subspaces of $K^{n}$, rational over $k$, contained in $Z(Q)$.

Proof of Lemma 12.26. Obviously (i) is a consequence of (ii) with $n=2 m$ and $Q=X_{1} Y_{1}+\cdots+X_{m} Y_{m}$.

Conversely, assume (i). Let $Q \in k\left[X_{1}, \ldots, X_{n}\right]$ be a nonzero homogeneous polynomial of degree 2 , and let $\underline{u} \in Z(Q) \cap 母^{n}$.

We choose one way of writing

$$
Q(\underline{X})=\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} X_{i} X_{j}
$$

with $a_{i j} \in k$. Define a $k$-linear map

$$
\varphi: \begin{array}{ccc}
K^{n} & \longrightarrow & K^{2 n} \\
& \left.\longrightarrow, z_{n}\right) & \longmapsto \\
\left(z_{1}, \ldots, z_{n}, \sum_{j=1}^{n} a_{1 j} z_{j}, \ldots, \sum_{j=1}^{n} a_{n j} z_{j}\right)
\end{array}
$$

and set $\underline{v}=\varphi(\underline{u})$. From $\underline{u} \in Z(Q) \cap \varepsilon^{n}$ we deduce $\underline{v} \in \mathcal{Z} \cap \varepsilon^{2 n}$, where $\mathcal{Z}$ is the hypersurface of $K^{2 n}$ of equation $x_{1} y_{1}+\cdots+x_{n} y_{n}=\overline{0}$. Now let $F$ be the minimal vector subspace of $K^{2 n}$, rational over $k$, containing $\underline{v}$. Thanks to $(i)$ with $m=n$ we know that $F$ is contained in $\mathcal{Z}$. Define $E=\varphi^{-1}(F)$. Then $E$ is a vector subspace of $K^{n}$, rational over $k$, containing $\underline{u}$, and

$$
E=\varphi^{-1}(F) \subset \varphi^{-1}(\mathcal{Z})=Z(Q)
$$

The next result occurs in [RoyW 1997a]. Define inductively, for each $m \geq 1$, two $K$-linear mappings $\varphi_{m}$ and $\psi_{m}$ of $K^{2 m}$ into $\operatorname{Mat}_{2^{m-1} \times 2^{m-1}}(K)$ as follows. For $m=1$, define

$$
\varphi_{1}\left(x_{1}, y_{1}\right)=\left(x_{1}\right), \quad \psi_{1}\left(x_{1}, y_{1}\right)=\left(y_{1}\right),
$$

and, for $m \geq 1$, setting

$$
\underline{v}=\left(x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{m}\right), \quad \underline{v}^{\prime}=\left(x_{1}, \ldots, x_{m+1}, y_{1}, \ldots, y_{m+1}\right),
$$

define

$$
\varphi_{m+1}\left(\underline{v}^{\prime}\right)=\left(\begin{array}{cc}
x_{m+1} l_{2^{m-1}} & \psi_{m}(\underline{v}) \\
-\varphi_{m}(\underline{v}) & y_{m+1} l_{2^{m-1}}
\end{array}\right)
$$

and

$$
\psi_{m+1}\left(\underline{v}^{\prime}\right)=\left(\begin{array}{cc}
y_{m+1} l_{2^{m-1}} & -\psi_{m}(\underline{v}) \\
\varphi_{m}(\underline{v}) & x_{m+1} l_{2^{m-1}}
\end{array}\right) .
$$

Lemma 12.27. The following properties hold.
(1) For $m \geq 1$,

$$
\varphi_{m}(\underline{v}) \psi_{m}(\underline{v})=\psi_{m}(\underline{v}) \varphi_{m}(\underline{v})=\left.\left(x_{1} y_{1}+\cdots+x_{m} y_{m}\right)\right|_{2^{m-1}} .
$$

(2) For $m \geq 2$,

$$
\operatorname{det} \varphi_{m}(\underline{v})=\operatorname{det} \psi_{m}(\underline{v})=\left(x_{1} y_{1}+\cdots+x_{m} y_{m}\right)^{2^{m-2}}
$$

(3) Both mappings $\varphi_{m}(\underline{v})$ and $\psi_{m}(\underline{v})$ are injective. For $m \geq 2$ and $\underline{v} \neq 0$, the rank of each of the two matrices $\varphi_{m}(\underline{v})$ and $\psi_{m}(\underline{v})$ is either $2^{m-1}$ or $2^{m-2}$.

Proof of Lemma 12.27. Statement (1) is clear by induction (and products of bloc matrices). Since $\operatorname{det} \varphi_{m}(\underline{v})$ and $\operatorname{det} \psi_{m}(\underline{v})$ are homogeneous polynomials of degree $2^{m-1}$, and since the coefficient of $\left(x_{m} y_{m}\right)^{2^{m-2}}$ is 1 , property (2) follows. Injectivity as well as the lower bound for the ranks of the matrices in (3) are plain by induction on $m$. The upper bound for the ranks then follows from $\varphi_{m}(\underline{v}) \psi_{m}(\underline{v})=0$ when $x_{1} y_{1}+\cdots+x_{m} y_{m}=0$.

Proof of Proposition 12.25. Using Lemma 12.26, we may assume $n=2 m$ and $Q=X_{1} Y_{1}+\cdots+X_{m} Y_{m}$. Let $\mathbb{Z}=Z(Q)$, let $\underline{v}=(\underline{x}, \underline{y}) \in \mathcal{E}^{2 m} \cap \mathbb{Z}$ with $\underline{v} \neq 0$ and let $\left(e_{1}, \ldots, e_{s}\right) \in \mathcal{E}^{s}$ be a basis of the $k$-vector space spanned by $x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{m}$. Write

$$
x_{i}=\sum_{\sigma=1}^{s} a_{i \sigma} e_{\sigma}, \quad y_{i}=\sum_{\sigma=1}^{s} b_{i \sigma} e_{\sigma} \quad(1 \leq i \leq m)
$$

with $a_{i \sigma}$ and $b_{i \sigma}$ in $k$. For the proof, we can use either the map $\varphi_{m}$, or $\psi_{m}$, or else

$$
\theta_{m}=\left(\begin{array}{cc}
0 & \psi_{m} \\
\varphi_{m} & 0
\end{array}\right)
$$

as we wish. Let us use $\varphi_{m}$. Since $\underline{v} \in Z(Q)$ and $\underline{v} \neq 0$, the rank of the matrix $\varphi_{m}(\underline{v})$ is $2^{m-2}$. Using the hypothesis on $\mathcal{E}$ with Lemma 12.27 , we deduce that the structural rank of this matrix is $<2^{m-1}$. This structural rank is nothing else than the rank of the matrix $\varphi_{m}(\underline{w}(\underline{T}))$, where

$$
\underline{w}(\underline{T})=\left(\xi_{1}(\underline{T}), \ldots, \xi_{m}(\underline{T}), \eta_{1}(\underline{T}), \ldots, \eta_{m}(\underline{T})\right)
$$

with

$$
\xi_{i}(\underline{T})=\sum_{\sigma=1}^{s} a_{i \sigma} T_{\sigma}, \quad \eta_{i}(\underline{T})=\sum_{\sigma=1}^{s} b_{i \sigma} T_{\sigma} \quad(1 \leq i \leq m) .
$$

Therefore

$$
\sum_{i=1}^{m} \xi_{i}(\underline{T}) \eta_{i}(\underline{T})=0
$$

in $k[\underline{T}]=k\left[T_{1}, \ldots, T_{s}\right]$. The image of $K^{s}$ under the linear map $\underline{t} \mapsto \underline{w}(\underline{t})$ is a vector subspace of $K^{2 m}$, rational over $k$, which is contained in the hypersurface $\mathbb{Z}$ and contains $\underline{v}$. This completes the proof of Proposition 12.25.

Remark. The linear map

$$
\left.\begin{array}{rl}
\theta_{m}: \quad K^{2 m} & \longrightarrow \\
\underline{v} & \longmapsto
\end{array} \begin{array}{cc}
\operatorname{Mat}_{2^{m} \times 2^{m}}(K) \\
0 & \psi_{m}(\underline{v}) \\
\varphi_{m}(\underline{v}) & 0
\end{array}\right) .
$$

is injective and satisfies

$$
\theta_{m}(\underline{v})^{2}=Q(\underline{v}) l_{2^{m}}
$$

for any $\underline{v} \in K^{2 m}$, where $Q$ is the quadratic form $X_{1} Y_{1}+\cdots+X_{m} Y_{m}$. This shows that $\operatorname{Mat}_{2^{m} \times 2^{m}}(K)$ is the Clifford algebra attached to the quadratic form $X_{1} Y_{1}+\cdots+X_{m} Y_{m}$ (see [L 1993], Chap. 19, S 4, [RoyW 1997a], § 7 and [RoyW 1997b], § 10).

## Exercises

Exercise 12.1. Let $\mathrm{M} \in \operatorname{Mat}_{d \times \ell}(\mathcal{L})$ be a $d \times \ell$ matrix with entries in $\mathcal{L}$. Denote by $\varphi: \mathbb{C}^{\ell} \rightarrow \mathbb{C}^{d}$ the associated linear map (in the canonical bases).
a) Check that the smallest vector subspace of $\mathbb{C}^{d}$ which is rational over $\overline{\mathbb{Q}}$ and contains the image of $\varphi$ is in fact rational over $\mathbb{Q}$.
b) Check that the smallest vector subspace of $\mathbb{C}^{\ell} \times \mathbb{C}^{d}$ which is rational over $\overline{\mathbb{Q}}$ and contains the graph $\mathcal{G}(\varphi)$ of $\varphi$, namely

$$
\mathcal{G}(\varphi)=\left\{(\underline{z}, \varphi(\underline{z})) ; \underline{z} \in \mathbb{C}^{\ell}\right\} \subset \mathbb{C}^{\ell} \times \mathbb{C}^{d}
$$

is of the form $\mathbb{C}^{\ell} \times V$, where $V$ is a subspace of $\mathbb{C}^{d}$ which is rational over $\mathbb{Q}$.
c) Check that the largest vector subspace of $\mathbb{C}^{\ell}$ which is rational over $\overline{\mathbb{Q}}$ and is contained in the kernel of $\varphi$ is rational over $\mathbb{Q}$.

Exercise 12.2. In the field $k\left(X_{1}, \ldots, X_{n}\right)$ of rational fractions in $n$ unknowns over $k$, denote by $\mathcal{E}$ the $k$-vector subspace spanned by $1, X_{1}, \ldots, X_{n}$. Let $Y_{1}, \ldots, Y_{m}$ be elements in $\mathcal{E}$ which are algebraically dependent over $k$. Deduce from Lemma 12.3 that $1, Y_{1}, \ldots, Y_{m}$ are $k$-linearly dependent.

Exercise 12.3. Any polynomial in $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$ is the determinant of a matrix whose entries are in $\mathbb{Z}+\mathbb{Z} X_{1}+\cdots+\mathbb{Z} X_{n}$.

Exercise 12.4. Check that the polynomial $X_{0} X_{1}+X_{2} X_{3}+X_{4} X_{5}$ cannot be written as $A D-B C$ with $A, B, C, D$ linear forms in $X_{0}, \ldots, X_{5}$.

Exercise 12.5. Let $k \subset K$ be two fields. Assume $k$ is infinite.
a) Let $x_{1}, \ldots, x_{n}$ be elements in $K$. Show that the following properties are equivalent.
(i) The elements $x_{1}, \ldots, x_{n}$ are algebraically independent over $k$.
(ii) The rank of any matrix M with entries in the $k$-vector space $k+k X_{1}+\cdots+k X_{n}$ equals the rank of the matrix $\mathrm{M}^{\prime}$ with coefficients in the $k$-vector space $k+k x_{1}+\cdots+k x_{n}$ which is derived from M by specializing $X_{i}$ in $x_{i}$ for each $i=1, \ldots, n$.
b) Let $x_{0}, \ldots, x_{n}$ be elements in $K$. Show that the following properties are equivalent.
(i) For any nonzero homogeneous polynomial $P \in k\left[X_{0}, \ldots, X_{n}\right]$,

$$
P\left(x_{0}, \ldots, x_{n}\right) \neq 0
$$

(ii) The rank of any matrix M with entries in the $k$-vector space $k X_{0}+\cdots+k X_{n}$ is equal to the rank of the matrix $\mathrm{M}^{\prime}$ with coefficients in the $k$-vector space $k x_{0}+k x_{1}+\cdots+k x_{n}$ which is obtained by specializing $X_{i}$ in $x_{i}$ for each $i=0, \ldots, n$.

Exercise 12.6. Let $K$ be a field and $k$ a subfield.
a) Let $\varepsilon_{0}$ be a $k$-subspace of $K$ containing $k$. Check that the following conditions are equivalent.
(i) There exists a basis $B$ of $\mathcal{E}_{0}$ over $k$ such that, for any distinct elements $x_{0}, \ldots, x_{m}$ in $B$ and for any nonzero homogeneous polynomial $P$ in the ring $k\left[X_{0}, \ldots, X_{m}\right]$, we have $P\left(x_{0}, \ldots, x_{m}\right) \neq 0$.
(ii) For any tuple $\left(x_{0}, \ldots, x_{m}\right)$ of $k$-linearly independent elements in $\varepsilon_{0}$ and any nonzero homogeneous polynomial $P \in k\left[X_{0}, \ldots, X_{m}\right], P\left(x_{0}, \ldots, x_{m}\right) \neq 0$.
(iii) For any nonzero homogeneous polynomial $P \in k\left[X_{0}, \ldots, X_{n}\right]$, we have

$$
\varepsilon_{0}^{n+1} \cap Z(P)=\bigcup_{\mathcal{V} \subset Z(P)} \varepsilon_{0}^{n+1} \cap \mathcal{V}
$$

where $\mathcal{V}$ runs over the set of $K$-vector subspaces of $K^{n+1}$, rational over $k$, and contained in

$$
Z(P)=\left\{\underline{x} \in K^{n+1} ; P(\underline{x})=0\right\} .
$$

b) Let $\mathcal{E}$ be a $k$-subspace of $K$. Check that the conditions (i), (ii) and (iii) of Lemma 12.3 are equivalent to the following one
(iv) For any nonzero polynomial $P \in k\left[X_{1}, \ldots, X_{n}\right]$, we have

$$
\mathcal{E}^{n} \cap Z(P)=\bigcup_{\mathcal{V} \subset Z(P)} \varepsilon^{n} \cap \mathcal{V}
$$

where $\mathcal{V}$ runs over the set of $K$-vector subspaces of $K^{n}$, rational over $k$, and contained in

$$
Z(P)=\left\{\underline{x} \in K^{n} ; P(\underline{x})=0\right\} .
$$

Hint. Compare with Exercise 1.8.a. See also [Roy 1995].

Exercise 12.7. Let $K$ be a field, $k$ a subfield of $K$ and $\mathcal{E}$ a $k$-vector subspace of $K$ spanned by elements of $K$ which are algebraically independent over $k$. Let M be a $d \times \ell$ matrix with coefficients in $\mathcal{E}$. Denote by $\mathcal{V}$ the $K$-vector subspace of $K^{d}$ spanned by the columns of M . Assume $\mathcal{V} \cap k^{d}=\{0\}$. Show that the columns of $M$ span a $k$-vector space of dimension at most $d(d-1) / 2$.

Exercise 12.8. Under the assumptions from Proposition 12.7, check the estimate

$$
\operatorname{dim}_{k} \mathcal{V} \cap \mathcal{E}^{d} \leq \phi(n, d)
$$

involving the function $\phi(n, d)$ from § 11.6.3.

Exercise 12.9. Prove Lemma 12.15.

Hint. (Following [Roy 1989], Proposition 1). Let $\left(p_{n}\right)_{n \geq 1}$ be a sequence of elements in $\mathbb{Q}[x]$, where $p_{n}$ has degree $t_{n}>0$, such that $t_{n+1} \geq 2 t_{n}$ for any $n \geq 1$. Set $\varepsilon_{n}=\mathbb{Q} p_{1}+\cdots+\mathbb{Q} p_{n}$ for $n \geq 1$ and

$$
\mathcal{E}=\bigcup_{n \geq 1} \varepsilon_{n} .
$$

Exercise 12.10. Prove Lemma 12.16. More precisely, under the assumptions of Lemma 12.16, if the $\ell$ columns of M are $k$-linearly independent, and if the same holds for the $d$ rows, then the rank of M is $\geq(d+\ell) / 4$.

Hint. Apply Proposition 12.4 - see [Roy 1995], Theorem 3.4.

Exercise 12.11 (D. Roy). Let $k$ be a field of zero characteristic, $\bar{k}$ an algebraic closure of $k$, $K$ an extension of $\bar{k}$ and $\mathcal{E}$ a subspace of $K$ spanned by elements in $K$ which are algebraically independent over $k$. Further, let $\mathcal{V}$ be a $K$-vector subspace of $K^{n}$ spanned by elements of $\mathcal{E}^{n}$. Show that $\mathcal{V} \cap \bar{k}^{n}$ is contained in the maximal subspace of $\mathcal{V}$ rational over $k$.

Hint. Check $\bar{k} \cap k(\mathcal{E})=k$. Deduce that any automorphism of $\bar{k}$ can be extended to an automorphism of $\bar{k}(\mathcal{E})$ which fixes $k(\mathcal{E})$.

Exercise 12.12. Here is Conjecture 2.6 of [Roy 1995]:
(?) For any $4 \times 4$ skew-symmetric matrix M with entries in $\mathcal{L}$ and rank $\leq 2$, either the rows of M are linearly dependent over $\mathbb{Q}$, or the columns space of M contains a nonzero element of $\mathbb{Q}^{4}$.

Check that this statement is a consequence of Conjecture 1.15 on algebraic independence of logarithms of algebraic numbers, and that it contains the four exponentials Conjecture 1.13.

Hint. $A 4 \times 4$ skew-symmetric matrix

$$
\left(\begin{array}{cccc}
0 & x_{12} & x_{13} & x_{14} \\
-x_{12} & 0 & x_{23} & x_{24} \\
-x_{13} & -x_{23} & 0 & x_{34} \\
-x_{14} & -x_{24} & -x_{34} & 0
\end{array}\right)
$$

has rank $\leq 2$ if and only if

$$
x_{12} x_{34}-x_{13} x_{24}+x_{14} x_{23}=0
$$

Exercise 12.13. Let $\mathcal{V}$ be a real vector space of positive dimension $n$ and $Y$ a finitely generated subgroup of $\mathcal{V}$ of rank $\ell$. Assume no subgroup of $Y$ of rank $n+1$ is dense in $\mathcal{V}$. Show that there exists a subgroup of $Y$ of $\operatorname{rank} \geq \ell-n+1$ which is not dense in $\mathcal{V}$.

Hint. Use Proposition 12.5 and see [Roy 1992c], Lemma 3.3.

Exercise 12.14 (É. Reyssat). Show that the assumption that $k$ has infinitely many elements cannot be removed from Proposition 12.5.

Exercise 12.15. Let $K$ be a field of zero characteristic and $m \geq 1$ a positive integer. Denote by $\mathcal{Z}$ the set of zeros in $K^{2 m}$ of the quadratic polynomial $X_{1} Y_{1}+\cdots+X_{m} Y_{m}$. Recall the map $\theta_{m}: K^{2 m} \rightarrow \operatorname{Mat}_{N \times N}(K)$ of $\S 12.5$, with $N=2^{m}$, which satisfies

$$
\theta_{m}(\underline{x}, \underline{y})^{2}=\left.\left(x_{1} y_{1}+\cdots+x_{m} y_{m}\right)\right|_{N}
$$

Let $\underline{w}=(\underline{x}, \underline{y}) \in \mathcal{Z}$. Denote by $X$ the $\mathbb{Q}$-vector subspace of $K^{N}$ spanned by the column vectors of $\theta_{m}(\underline{w})$. Assume that there exists a vector subspace $U$ of $K^{N}$, defined over $\mathbb{Q}$, such that

$$
\operatorname{dim}_{\mathbb{Q}}\left(\frac{X}{X \cap U}\right)<\operatorname{dim}_{K}\left(\frac{K^{N}}{U}\right)
$$

Show that there exists a vector subspace of $K^{2 m}$, defined over $\mathbb{Q}$, which contains $\underline{w}$ and is contained in $Z$.

Hint. Define

$$
d^{\prime}=\operatorname{dim}_{K}\left(\frac{K^{N}}{U}\right) \quad \text { and } \ell^{\prime}=\operatorname{dim}_{\mathbb{Q}}\left(\frac{X}{X \cap U}\right) .
$$

Show that there exist two matrices P and Q in $\mathrm{GL}_{N}(\mathbb{Q})$ such that

$$
\mathrm{P} \theta_{m}(\underline{w}) \mathrm{Q}=(\underbrace{\begin{array}{ll}
\mathrm{A} \\
\mathrm{C} & \mathrm{~B} \\
0
\end{array}}_{\ell^{\prime}} \underbrace{\}}_{\ell^{*}} d^{*}
$$

Define $\mathcal{E}$ as the set of $\underline{v} \in K^{2 m}$ such that there exist matrices $\mathrm{A}(\underline{v}), \mathrm{B}(\underline{v})$ and $\mathrm{C}(\underline{v})$ for which

$$
\mathrm{P} \theta_{m}(\underline{v}) \mathrm{Q}=\left(\begin{array}{cc}
\mathrm{A}(\underline{v}) \\
\mathrm{C}(\underline{v}) & \underbrace{\mathrm{B}(\underline{v})}_{\ell^{\prime}} \\
0
\end{array}\right) \begin{aligned}
& \} \ell^{*} \\
& \} d^{*} \\
& d^{\prime}
\end{aligned}
$$

Check that $\mathcal{E}$ is a vector subspace of $K^{2 m}$ which satisfies the desired properties. (See also [RoyW 1997b], Lemma 10.3).

## 13. A Quantitative Version of the Linear Subgroup Theorem

The main result of this chapter (Theorem 13.1) is a quantitative version of Theorem 11.5 .

Let $G=\mathbb{G}_{\mathrm{a}}^{d_{0}} \times \mathbb{G}_{\mathrm{m}}^{d_{1}}$ be a commutative linear algebraic group over $\overline{\mathbb{Q}}$ of dimension $d=d_{0}+d_{1}>0$. Denote by

$$
\begin{array}{lccc}
\exp _{G}: & \mathbb{C}^{d} & \longrightarrow & G(\mathbb{C})=\mathbb{C}^{d_{0}} \times\left(\mathbb{C}^{\times}\right)^{d_{1}} \\
& \left(z_{1}, \ldots, z_{d}\right) & \longmapsto & \left(z_{1}, \ldots, z_{d_{0}}, e^{z_{d_{0}+1}}, \ldots, e^{z_{d}}\right)
\end{array}
$$

its exponential map. There are two kinds of interesting points in $\mathbb{C}^{d}$ related to the field $\overline{\mathbb{Q}}$ of algebraic numbers: the points $\underline{w}=\left(\beta_{1}, \ldots, \beta_{d}\right)$ in $\overline{\mathbb{Q}}^{d}$ whose coordinates are algebraic numbers, and the points

$$
\underline{\eta}=\left(\beta_{1}, \ldots, \beta_{d_{0}}, \lambda_{1}, \ldots, \lambda_{d_{1}}\right) \in \overline{\mathbb{Q}}^{d_{0}} \times \mathscr{L}^{d_{1}}
$$

whose images under $\exp _{G}$ lie in $G(\overline{\mathbb{Q}})=\overline{\mathbb{Q}}^{d_{0}} \times\left(\overline{\mathbb{Q}}^{\times}\right)^{d_{1}}$. According to HermiteLindemann's Theorem 1.2, the intersection of the two sets is $\overline{\mathbb{Q}}^{d_{0}} \times\{0\}$.

The Linear Subgroup Theorem 11.5 provides information on the dimension of the vector subspace of $\mathbb{C}^{d}$ spanned by points

$$
\underline{w}_{1}, \ldots, \underline{w}_{\ell_{0}}, \underline{\eta}_{1}, \ldots, \underline{\eta}_{\ell_{1}},
$$

when $\underline{w}_{1}, \ldots, \underline{w}_{\ell_{0}}$ belong to $\overline{\mathbb{Q}}^{d}$ and $\underline{\eta}_{1}, \ldots, \underline{\eta}_{\ell_{1}}$ to $\overline{\mathbb{Q}}^{d_{0}} \times \mathcal{L}^{d_{1}}$.
Our quantitative version is as follows: let $r$ be the lower bound for the dimension which is provided by the Linear Subgroup Theorem and let

$$
\underline{w}_{1}^{\prime}, \ldots, \underline{w}_{\ell_{0}}^{\prime}, \underline{\eta}_{1}^{\prime}, \ldots, \underline{\eta}_{\ell_{1}}^{\prime}
$$

be points in a subspace of $\mathbb{C}^{d}$ of dimension $<r$ over $\mathbb{C}$. Then we refine the conclusion

$$
\left(\underline{w}_{1}, \ldots, \underline{w}_{\ell_{0}}, \underline{\eta}_{1}, \ldots, \underline{\eta}_{\ell_{1}}\right) \neq\left(\underline{w}_{1}^{\prime}, \ldots, \underline{w}_{\ell_{0}}^{\prime}, \underline{\eta}_{1}^{\prime}, \ldots, \underline{\eta}_{\ell_{1}}^{\prime}\right)
$$

of the Linear Subgroup Theorem by giving a lower bound for

$$
\max \left\{\max _{1 \leq k \leq \ell_{0}}\left|\underline{w}_{k}-\underline{w}_{k}^{\prime}\right|, \max _{1 \leq j \leq \ell_{1}}\left|\underline{\eta}_{j}-\underline{\eta}_{j}^{\prime}\right|\right\} .
$$

This lower bound will be completely explicit. We describe briefly this result here the exact statement (Theorem 13.1) is given in § 13.1.

The data involve algebraic numbers, namely the coordinates of $\underline{w}_{k}\left(1 \leq k \leq \ell_{0}\right)$ in $\overline{\mathbb{Q}}^{d}$ and the coordinates of $\exp _{G}\left(\underline{\eta}_{j}\right)\left(1 \leq j \leq \ell_{1}\right)$ in $\overline{\mathbb{Q}}^{d_{0}} \times\left(\overline{\mathbb{Q}}^{\times}\right)^{d_{1}}$. If we write

$$
\underline{w}_{k}=\left(\beta_{1 k}, \ldots, \beta_{d k}\right) \quad\left(1 \leq k \leq \ell_{0}\right)
$$

and

$$
\underline{\eta}_{j}=\left(\beta_{1, \ell_{0}+j}, \ldots, \beta_{d_{0}, \ell_{0}+j}, \lambda_{1 j}, \ldots, \lambda_{d_{1} j}\right) \quad\left(1 \leq j \leq \ell_{1}\right),
$$

then all $\beta_{i j}$ are algebraic as well as all $\alpha_{i j}=e^{\lambda_{i j}}$. We denote by $D$ an upper bound for the degree of a number field generated by these $d \ell$ algebraic numbers, where $\ell=\ell_{0}+\ell_{1}$.

The height of these algebraic numbers will be measured by parameters $B_{1}, B_{2}$ and $A_{i j}\left(1 \leq i \leq d_{1}, 1 \leq j \leq \ell_{1}\right)$. The parameter $A_{i j}$ takes care of the algebraic number $\alpha_{i j}$, the parameter $B_{1}$ is related to the heights of the projections of $\exp _{G}\left(\underline{\eta}_{j}\right)$ on $\overline{\mathbb{Q}}^{d_{0}}$, while $B_{2}$ is related to the heights of the coordinates of $\underline{w}_{1}, \ldots, \underline{w}_{\ell_{0}}$ in $\overline{\mathbb{Q}}^{d}$.

There is also a parameter $E$, which often in applications will be chosen as $e$, but which will enable us to reach sharper estimates when it is chosen larger; this will be possible when the numbers $\left|\lambda_{i j}\right|$ are comparatively not too large with respect to $\log A_{i j}$.

There are further parameters $r_{1}, r_{2}$ and $r_{3}$ which can be described as ranks of matrices and satisfy $r=r_{1}+r_{2}+r_{3}$ : while $r$ is the rank of the full $d \times \ell$ matrix $\mathrm{M}^{\prime}$ whose columns are the components of

$$
\underline{w}_{1}^{\prime}, \ldots, \underline{w}_{\ell_{0}}^{\prime}, \underline{\eta}_{1}^{\prime}, \ldots, \underline{\eta}_{\ell_{1}}^{\prime},
$$

the number $r_{3}$ is the rank of the $d_{1} \times \ell_{1}$ matrix $\left(\eta_{d_{0}+i, j}^{\prime}\right)_{\substack{1 \leq \leq \leq d_{1} \\ 1 \leq j \leq L_{1}}}$ which approximates $\left(\lambda_{i j}\right)_{\substack{1 \leq i \leq d_{1} \\ 1 \leq j \ell_{1}}}$, while $r_{1}+r_{3}$ and $r_{2}+r_{3}$ are related to the ranks of the matrices composed of the last $\ell_{1}$ columns (resp. the last $d_{1}$ rows) of $\mathrm{M}^{\prime}$.

The main tools for the proof (§ 13.4) are: Philippon's multiplicity estimate (Theorem 8.1) on one hand, and analytic estimates (§ 13.2) on the other hand. Of course Liouville's Lemma will also be needed; we apply it to produce a lower bound for the absolute value of a determinant involving exponential polynomials (§ 13.3).

In § 13.5 we investigate which optimal result could be deduced from Th. 13.1. At the same time we show how to choose the parameters $T_{0}, T_{1}, \ldots, T_{d_{1}}$ and $S_{0}, S_{1}, \ldots, S_{\ell_{1}}$ in most cases. We shall see in the next chapter that this optimal value is reached (up to constants) in a number of cases.

Theorem 13.1 (which is a variant of the main result in [W 1997a]) includes a lot of diophantine estimates; some examples will be given in the next chapter. It is not the final word on this topic, even within the present limitations of the theory: it is possible to refine it by introducing Fel'dman's polynomials. In § 13.6 we suggest how such a refinement could be performed.

### 13.1 The Main Result

Let $d_{0} \geq 0, d_{1} \geq 1, \ell_{0} \geq 0, \ell_{1} \geq 1, r_{1} \geq 0, r_{2} \geq 0, r_{3} \geq 1$ be rational integers. Define $d=d_{0}+d_{1}, \ell=\ell_{0}+\ell_{1}$ and $r=r_{1}+r_{2}+r_{3}$.

Let $K$ be a number field of degree $\leq D$ over $\mathbb{Q}$. We consider the linear algebraic groups

$$
G_{0}=\mathbb{G}_{\mathrm{a}}^{d_{0}}, \quad G_{1}=\mathbb{G}_{\mathrm{m}}^{d_{1}}, \quad G=G_{0} \times G_{1}
$$

Let $G_{1}^{-}$and $G_{1}^{+}$be connected algebraic subgroups of $G_{1}$, defined over $K$, with $G_{1}^{-} \subset G_{1}^{+}$. Define

$$
G^{-}=\{0\} \times G_{1}^{-}, \quad G^{+}=G_{0} \times G_{1}^{+} .
$$

Assume that the dimension $d^{+}$of $G^{+}$is positive.
Let $\underline{w}_{1}, \ldots, \underline{w}_{\ell_{0}}$ be elements of $K^{d}$, with

$$
\underline{w}_{k}=\left(\beta_{1 k}, \ldots, \beta_{d k}\right) \quad\left(1 \leq k \leq \ell_{0}\right) .
$$

The complex vector subspace $\mathbb{C} \underline{w}_{1}+\cdots+\mathbb{C} \underline{w}_{\ell_{0}}$ of $\mathbb{C}^{d}=T_{e}(G)$ they span will be denoted by $\mathcal{W}$. We assume $\mathcal{W} \subset T_{e}\left(G^{+}\right)$.

Let $\underline{\eta}_{1}, \ldots, \underline{\eta}_{\ell_{1}}$ be elements of $K^{d_{0}} \times \mathcal{L}^{d_{1}}$, with

$$
\underline{\eta}_{j}=\left(\beta_{1, \ell_{0}+j}, \ldots, \beta_{d_{0}, \ell_{0}+j}, \lambda_{1 j}, \ldots, \lambda_{d_{1} j}\right) \quad\left(1 \leq j \leq \ell_{1}\right) .
$$

For $1 \leq i \leq d_{1}$ and $1 \leq j \leq \ell_{1}$ define

$$
\alpha_{i j}=e^{\lambda_{i j}}
$$

and assume $\alpha_{i j} \in K^{\times}$. Hence for $1 \leq j \leq \ell_{1}$ the point

$$
\underline{\gamma}_{j}=\exp _{G} \underline{\eta}_{j}=\left(\beta_{1, \ell_{0}+j}, \ldots, \beta_{d_{0}, \ell_{0}+j}, \alpha_{1 j}, \ldots, \alpha_{d_{1} j}\right)
$$

belongs to $G(K)=K^{d_{0}} \times\left(K^{\times}\right)^{d_{1}}$; we assume that in fact $\underline{\eta}_{j}$ belongs to $T_{e}\left(G^{+}\right)$so that $\underline{\gamma}_{j} \in G^{+}(K)$.

Let $\underline{w}_{1}^{\prime}, \ldots, \underline{w}_{\ell_{0}}^{\prime}, \underline{\eta}_{1}^{\prime}, \ldots, \underline{\eta}_{\ell_{1}}^{\prime}$ be elements of $\mathbb{C}^{d}$. Define

$$
\mathcal{W}^{\prime}=\mathbb{C} \underline{w}_{1}^{\prime}+\cdots+\mathbb{C} \underline{w}_{\ell_{0}}^{\prime}, \quad X^{\prime}=\mathbb{C} \underline{\eta}_{1}^{\prime}+\cdots+\mathbb{C} \underline{\eta}_{\ell_{1}}^{\prime} .
$$

Denote by $\pi$ the projection $\mathbb{C}^{d} \longrightarrow \mathbb{C}^{d} / T_{e}\left(G^{-}\right)$and by $\pi_{1}$ the projection $\mathbb{C}^{d} \longrightarrow$ $\mathbb{C}^{d_{1}} / T_{e}\left(G_{1}^{-}\right)$with kernel $\mathbb{C}^{d_{0}} \times T_{e}\left(G_{1}^{-}\right)$. Assume

$$
r=\operatorname{dim}_{\mathbb{C}}\left(\pi\left(\mathcal{W}^{\prime}+X^{\prime}\right)\right), \quad r_{3}=\operatorname{dim}_{\mathbb{C}}\left(\pi_{1}\left(X^{\prime}\right)\right)
$$

and

$$
r_{1}+r_{3} \geq \operatorname{dim}_{\mathbb{C}}\left(\pi\left(\mathcal{X}^{\prime}\right)\right), \quad r_{2}+r_{3} \geq \operatorname{dim}_{\mathbb{C}}\left(\pi_{1}\left(\mathcal{W}^{\prime}+\mathcal{X}^{\prime}\right)\right)
$$

Let $B_{1}$ and $B_{2}$ be two real numbers which are $>1$ and satisfy

$$
\mathrm{h}\left(1: \beta_{h, \ell_{0}+1}: \cdots: \beta_{h \ell}\right) \leq \log B_{1} \quad\left(1 \leq h \leq d_{0}\right)
$$

and

$$
\mathrm{h}\left(1: \beta_{d_{0}+1, k}: \cdots: \beta_{d k}\right) \leq \log B_{2} \quad\left(1 \leq k \leq \ell_{0}\right) .
$$

Moreover, assume
either

$$
\mathrm{h}\left(1: \beta_{h 1}: \cdots: \beta_{h \ell}\right) \leq \log B_{1} \quad\left(1 \leq h \leq d_{0}\right)
$$

or

$$
\mathrm{h}\left(1: \beta_{1 k}: \cdots: \beta_{d k}\right) \leq \log B_{2} \quad\left(1 \leq k \leq \ell_{0}\right)
$$

Let $A_{i j}>1$ be real numbers satisfying

$$
\log A_{i j} \geq \max \left\{\mathrm{h}\left(\alpha_{i j}\right), \frac{1}{D}\right\} \quad\left(1 \leq i \leq d_{1}, 1 \leq j \leq \ell_{1}\right) .
$$

Let $U, V, E$ be positive real numbers with $E \geq e$ and $T_{0}, T_{1}, \ldots, T_{d_{1}}, S_{0}$, $S_{1}, \ldots, S_{\ell_{1}}$ nonnegative integers. Assume

$$
\begin{aligned}
& U \geq \max \left\{20 r D \log (2 d D), r_{3} \log E, D T_{0} \log B_{1}, D S_{0} \log B_{2},\right. \\
& \left.D \sum_{i=1}^{d_{1}} \sum_{j=1}^{\ell_{1}} T_{i} S_{j} \log A_{i j}\right\}
\end{aligned}
$$

and

$$
V=\left(12 d^{+}+9\right) U .
$$

Define $T^{*}=T_{1}+\cdots+T_{d_{1}}, S^{*}=S_{1}+\cdots+S_{\ell_{1}}$ and assume

$$
B_{1}^{D} \geq E, \quad B_{1} \geq d^{+} S^{*}, \quad B_{2}^{D} \geq E, \quad B_{2} \geq T^{*} ;
$$

assume moreover $T^{*} \geq 1, S^{*} \geq 1$ and

$$
\text { either } \quad B_{1} \geq d^{+} S^{*}+\frac{d^{+} S_{0}}{T^{*}} \quad \text { or } \quad B_{2} \geq T^{*}+\frac{T_{0}}{d^{+} S^{*}} .
$$

Let $\mathcal{T}_{1}$ be a subset of $\mathbb{Z}^{d_{1}}$ consisting of tuples $\underline{t}$ for which $\left|t_{i}\right| \leq T_{i}$ for $1 \leq i \leq d_{1}$ and

$$
\underline{y}^{\underline{t}}=1
$$

for any $\underline{y} \in G_{1}^{-}$.
Define $\mathcal{T}=\mathcal{T}_{0} \times \mathcal{T}_{1} \subset \mathbb{N}^{d_{0}} \times \mathbb{Z}^{d_{1}}$, where $\mathcal{T}_{0}$ is the subset of $\mathbb{N}^{d_{0}}$ consisting of all tuples $\underline{\tau}$ for which $\|\underline{\tau}\| \leq T_{0}$. Denote by $H\left(G^{+} ; \mathcal{T}\right)$ the dimension of the $\mathbb{C}$-vector space of polynomial maps $G^{+}(\mathbb{C}) \rightarrow \mathbb{C}$ which are given by polynomials in $\mathbb{C}\left[G^{+}\right]$ of the form

$$
\sum_{\|\underline{t}\| \leq T_{0}} \sum_{\underline{t} \in \mathcal{T}_{1}} c_{\underline{t} \underline{t}} \underline{X^{\tau}} \underline{Y^{t}} .
$$

For instance if $G^{+}=G$ then

$$
H(G ; \mathcal{T})=\binom{T_{0}+d_{0}}{d_{0}} \operatorname{Card} \mathcal{T}_{1}
$$

while for $G_{1}^{-}=\{1\}$ and

$$
\mathcal{T}_{1}=\left\{\underline{t} \in \mathbb{Z}^{d_{1}} ;\left|t_{i}\right| \leq T_{i}\left(1 \leq i \leq d_{1}\right)\right\},
$$

we have

$$
H\left(G^{+} ; \mathcal{T}\right)=H\left(G^{+} ; T_{0}, \underline{T}\right)=\binom{T_{0}+d_{0}}{d_{0}} H\left(G_{1}^{+} ; \underline{T}\right)
$$

with the notation of Chap. 8 and $\underline{T}=\left(T_{1}, \ldots, T_{d_{1}}\right)$.
Further, let $\delta_{1}$ be a subset of $\mathbb{Z}^{\ell_{1}}$ consisting of tuples $\underline{s}$ for which $\left|s_{j}\right| \leq S_{j}$ for $1 \leq j \leq \ell_{1}$. Assume

$$
\left|\sum_{i=1}^{d_{1}} \sum_{j=1}^{\ell_{1}} t_{i} s_{j} \lambda_{i j}\right| \leq \frac{U}{E}
$$

for any $\underline{t} \in \mathcal{T}_{1}$ and any $\underline{s} \in \mathcal{S}_{1}$.
We assume

$$
H\left(G^{+} ; \mathcal{T}\right) \geq 2\binom{T_{0}+r_{1}}{r_{1}}\binom{d^{+} S_{0}+r_{2}}{r_{2}}\left(\frac{V}{\log E}\right)^{r_{3}} .
$$

Finally we denote by $\Sigma$ the following subset of $G^{+}(K)$ :

$$
\Sigma=\left\{s_{1} \underline{\gamma}_{1}+\cdots+s_{\ell_{1}}{\underline{\gamma_{\ell}}} ; \underline{s} \in \delta_{1}\right\} .
$$

Theorem 13.1. Assume

$$
\max _{1 \leq k \leq \ell_{0}}\left|\underline{w}_{k}-\underline{w}_{k}^{\prime}\right| \leq e^{-V} \quad \text { and } \quad \max _{1 \leq j \leq \ell_{1}}\left|\underline{\eta}_{j}-\underline{\eta}_{j}^{\prime}\right| \leq e^{-V} .
$$

Then there exists a connected algebraic subgroup $G^{*}$ of $G^{+}$of dimension $<d^{+}$, which contains $G^{-}$, which is incompletely defined in $G^{+}$by polynomials of multidegree $\leq\left(T_{0}, \underline{T}\right)$, such that, if we set

$$
\ell_{0}^{b}=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathcal{W}+T_{e}\left(G^{*}\right)}{T_{e}\left(G^{*}\right)}\right),
$$

then

$$
\binom{S_{0}+\ell_{0}^{\mathrm{b}}}{\ell_{0}^{b}} \operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \mathscr{H}\left(G^{*} ; T_{0}, \underline{T}\right) \leq \mathscr{H}\left(G^{+} ; T_{0}, \underline{T}\right) .
$$

Remark. The vector columns in $\mathbb{C}^{d}$ of the matrix

$$
\mathrm{M}=\left(\begin{array}{cc}
\mathrm{B}_{0} & \mathrm{~B}_{1} \\
& \\
\mathrm{~B}_{2} & \mathrm{~L}
\end{array}\right)=\left(\begin{array}{cccccc}
\beta_{11} & \cdots & \beta_{1 \ell_{0}} & \beta_{1, \ell_{0}+1} & \cdots & \beta_{1 \ell} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\beta_{d_{0} 1} & \cdots & \beta_{d_{0} \ell_{0}} & \beta_{d_{0}, \ell_{0}+1} & \cdots & \beta_{d_{0} \ell} \\
\beta_{d_{0}+1,1} & \cdots & \beta_{d_{0}+1, \ell_{0}} & \lambda_{11} & \cdots & \lambda_{1 \ell_{1}} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\beta_{d 1} & \cdots & \beta_{d \ell_{0}} & \lambda_{d_{1} 1} & \cdots & \lambda_{d_{1} \ell_{1}}
\end{array}\right)
$$

are $\underline{w}_{1}, \ldots, \underline{w}_{\ell_{0}}, \underline{\eta}_{1}, \ldots, \underline{\eta}_{\ell_{1}}$. Notice that the conditions on the parameters $B_{1}$ and $B_{2}$ are the following:

- either $B_{1}$ is an upper bound for the height of projective points corresponding to the rows of the matrix $\left(\mathrm{B}_{0} \mathrm{~B}_{1}\right)$ and $B_{2}$ is an upper bound corresponding to the columns of the matrix $\left(B_{2}\right)$
- or $B_{1}$ is an upper bound for the height of projective points corresponding to the rows of the matrix $\left(\mathrm{B}_{1}\right)$ and $B_{2}$ is an upper bound corresponding to the columns of the matrix $\binom{B_{0}}{B_{2}}$.


### 13.2 Analytic Estimates

In this section we prove some analytic estimates which hold for analytic functions; since not all data from § 13.1 are involved, we shall repeat the piece of notation we need.

### 13.2.1 Analytic Upper Bound for a Determinant

We give here an extension of Propositions 9.13 and 10.5 (compare with Proposition 5.1 of [W 1997a]).

Let $d_{0} \geq 0, d_{1}>0, \ell_{0} \geq 0$ be rational integers. Put $d=d_{0}+d_{1}$. Let $\mathcal{W}$ and $\mathcal{X}$ be two subspaces of $\mathbb{C}^{d}, U_{0}$ a subspace of $\mathbb{C}^{d_{0}}$ and $U_{1}$ a subspace of $\mathbb{C}^{d_{1}}$. Define $U=U_{0} \times U_{1}$. Denote by $\pi$ the linear projection $\mathbb{C}^{d} \longrightarrow \mathbb{C}^{d} / U$ and by $\pi_{1}$ the projection $\mathbb{C}^{d} \longrightarrow \mathbb{C}^{d_{1}} / U_{1}$ with kernel $\mathbb{C}^{d_{0}} \times U_{1}$. Define

$$
r=\operatorname{dim}_{\mathbb{C}}(\pi(\mathcal{W}+\mathcal{X})), \quad r_{3}=\operatorname{dim}_{\mathbb{C}}\left(\pi_{1}(\mathcal{X})\right)
$$

We assume $r_{3} \geq 1$. Let $r_{1} \geq 0$ and $r_{2} \geq 0$ be rational integers satisfying $r=r_{1}+r_{2}+r_{3}$ and

$$
\operatorname{dim}_{\mathbb{C}}(\pi(\mathcal{X}))-\operatorname{dim}_{\mathbb{C}}\left(\pi_{1}(\mathcal{X})\right) \leq r_{1} \leq \operatorname{dim}_{\mathbb{C}}(\pi(\mathcal{W}+\mathcal{X}))-\operatorname{dim}_{\mathbb{C}}\left(\pi_{1}(\mathcal{W}+\mathcal{X})\right)
$$

Notice that $\operatorname{dim}_{\mathbb{C}}(\pi(\mathcal{X}))-\operatorname{dim}_{\mathbb{C}}\left(\pi_{1}(\mathcal{X})\right)$ is the dimension of

$$
\pi(\mathcal{X}) \cap\left(\frac{\mathbb{C}^{d_{0}}}{\mathcal{U}_{0}} \times\{0\}\right)
$$

Let $L>0, T_{0} \geq 0$ and $S_{0} \geq 0$ be rational integers, $\varphi_{1}, \ldots, \varphi_{L}$ entire functions in $\mathbb{C}^{d}$, $\underline{\zeta}_{1}, \ldots, \underline{\zeta}_{L}$ elements of $\mathcal{X}, \underline{w}_{1}, \ldots, \underline{w}_{\ell_{0}}$ be elements of $\mathcal{W}$ and $\underline{\sigma}_{1}, \ldots, \underline{\sigma}_{L}$ elements of $\mathbb{N}^{\ell_{0}}$ satisfying $\left\|\underline{\sigma}_{\mu}\right\| \leq S_{0}(1 \leq \mu \leq L)$. Assume

$$
\varphi_{\lambda}(\underline{z}+\underline{u})=\varphi_{\lambda}(\underline{z})
$$

for $1 \leq \lambda \leq L, \underline{u} \in U$ and $\underline{z} \in \mathbb{C}^{d}$. We define $\boldsymbol{w}=\left(\underline{w}_{1}, \ldots, \underline{w}_{\ell_{0}}\right) \in \mathcal{W}^{\ell_{0}}$ and we take derivatives:

$$
\mathscr{D}_{\underline{w}}^{\frac{\sigma}{\boldsymbol{w}}}=\mathscr{D}_{\underline{w}_{1}}^{\sigma_{1}} \cdots \mathscr{D}_{\underline{w}_{\ell_{0}}}^{\sigma_{\ell_{0}}} .
$$

For $1 \leq \lambda \leq L$ and $1 \leq \mu \leq L$, let $\delta_{\lambda \mu}$ be a complex number. For $1 \leq \lambda \leq L$ and $\underline{\tau} \in \mathbb{N}^{d_{0}}$ with $\|\underline{\tau}\| \leq T_{0}$, let $\psi_{\lambda \underline{\tau}}$ be an entire function in $\mathbb{C}^{d_{1}}$. We assume, for $1 \leq \lambda \leq L$,

$$
\varphi_{\lambda}(\underline{z})=\sum_{\|\underline{\tau}\| \leq T_{0}} z_{1}^{\tau_{1}} \cdots z_{d_{0}}^{\tau_{d_{0}}} \psi_{\lambda \underline{\tau}}\left(z_{d_{0}+1}, \ldots, z_{d}\right)
$$

Let $V, E, M_{1}, \ldots, M_{L}$ be positive numbers and $\epsilon$ a complex number satisfying

$$
\begin{gathered}
E \geq 1, \quad|\epsilon| \leq e^{-V}, \\
\left|\delta_{\lambda \mu}\right| \leq e^{M_{\lambda}}, \quad \sup _{\substack{z \in \mathbb{C} \\
k \mid=E}}\left|\left(\mathcal{D}_{w}^{\sigma_{\mu}} \varphi_{\lambda}\right)\left(z \underline{\zeta}_{\mu}\right)\right| \leq e^{M_{\lambda}} \quad(1 \leq \lambda, \mu \leq L) .
\end{gathered}
$$

Define

$$
\tilde{V}=V+r_{3} T_{0} \log E+\left(r_{3}+1\right) S_{0} \log E+r_{3}\left(r_{3}+1\right) \log E
$$

and assume

$$
L \geq \frac{2}{\left(r_{3}+1\right)!}\binom{T_{0}+r_{1}}{r_{1}}\binom{S_{0}+r_{2}}{r_{2}}\left(\frac{\tilde{V}}{\log E}\right)^{r_{3}} \cdot \frac{\tilde{V}}{V}
$$

Proposition 13.2. The determinant $\Delta$ of the $L \times L$ matrix

$$
\left(\mathscr{D}_{w}^{\underline{\sigma}_{\mu}} \varphi_{\lambda}\left(\underline{\zeta}_{\mu}\right)+\epsilon \delta_{\lambda \mu}\right)_{1 \leq \lambda, \mu \leq L}
$$

has absolute value bounded by

$$
\log |\Delta| \leq-\frac{1}{2} L V+L \log (2 L)+M_{1}+\cdots+M_{L}
$$

This Proposition 13.2 will be the main (analytic) tool providing an upper bound for the absolute value of an arithmetic determinant $\Delta_{\text {ar }}$ occurring in $\S$ 13.3.2. A suitable value for $M_{\lambda}$ will be computed in $\S$ 13.4.2.

### 13.2.2 A Combinatorial Lemma

The lower bound we shall produce, for the order of vanishing at the origin of the interpolation determinant, will depend on the following combinatorial lemma (compare with Lemmas 6.5 and 7.3):

Lemma 13.3. Let s be a nonnegative integer, $L, K_{1}, \ldots, K_{s}$ be positive integers and $I_{0}, I_{1}, \ldots, I_{s}$ be a partition of the set $\{1, \ldots, d\}$, with $\operatorname{Card} I_{\sigma}=i_{\sigma} \quad(0 \leq \sigma \leq s)$, where $i_{0}>0$. Define $\Theta_{L}$ as the minimum of $\left\|\underline{\kappa}_{1}\right\|+\cdots+\left\|\underline{\kappa}_{L}\right\|$ for $\underline{\kappa}_{1}, \ldots, \underline{\kappa}_{L}$ pairwise distinct elements of $\mathbb{N}^{d}$ satisfying

$$
\max _{1 \leq \lambda \leq L} \sum_{i \in I_{\sigma}} \kappa_{\lambda i} \leq K_{\sigma} \quad(1 \leq \sigma \leq s)
$$

Put $K=K_{1}+\cdots+K_{s}$ and define $M$ by

$$
M^{i_{0}}=\left(\frac{i_{0}}{i_{0}+1}\right)^{i_{0}} \cdot \frac{i_{0}!L}{\prod_{\sigma=1}^{s}\binom{K_{\sigma}+i_{\sigma}}{i_{\sigma}}}
$$

Then

$$
\Theta_{L} \geq L M-i_{0} L\left(K+i_{0}+1\right)
$$

Proof. For any nonnegative integer $a$, define

$$
N_{a}=\operatorname{Card}\left\{\underline{\kappa} \in \mathbb{N}^{d} ;\|\underline{\kappa}\|=a \text { and } \sum_{i \in I_{\sigma}} \kappa_{i} \leq K_{\sigma}(1 \leq \sigma \leq s)\right\}
$$

From this definition and the definition of $\Theta_{L}$ it follows that if $A$ is a positive integer such that

$$
\sum_{a=0}^{A} N_{a} \leq L, \quad \text { then } \quad \Theta_{L} \geq \sum_{a=0}^{A} a N_{a}
$$

We claim that for any $a \geq 0$,

$$
N_{a} \leq\binom{ a+i_{0}-1}{i_{0}-1} \cdot \prod_{\sigma=1}^{s}\binom{K_{\sigma}+i_{\sigma}}{i_{\sigma}}
$$

Indeed, once the coordinates $\kappa_{i}$ of $\underline{\kappa}$ for $i \in I_{\sigma}(1 \leq \sigma \leq s)$ are chosen, the number of $\left(\kappa_{i}\right)_{i \in I_{0}}$ which will give a $\underline{\kappa} \in \mathbb{N}^{\bar{d}}$ with $\|\underline{\kappa}\|=a$ is

$$
\binom{a-\sum_{i \notin I_{0}} \kappa_{i}+i_{0}-1}{i_{0}-1}
$$

Therefore

$$
N_{a}=\sum_{c_{0}=0}^{a} \sum_{c_{1}=0}^{K_{1}} \cdots \sum_{c_{s}=0}^{K_{s}} \prod_{\sigma=0}^{s}\binom{c_{\sigma}+i_{\sigma}-1}{i_{\sigma}-1}
$$

where $\left(c_{0}, c_{1}, \ldots, c_{s}\right)$ is restricted to the condition $c_{0}+\cdots+c_{s}=a$. For $c_{0} \leq a$ we have

$$
\binom{c_{0}+i_{0}-1}{i_{0}-1} \leq\binom{ a+i_{0}-1}{i_{0}-1}
$$

while, for $1 \leq \sigma \leq s$, we have

$$
\sum_{c_{\sigma}=0}^{K_{\sigma}}\binom{c_{\sigma}+i_{\sigma}-1}{i_{\sigma}-1}=\binom{K_{\sigma}+i_{\sigma}}{i_{\sigma}}
$$

Our claim readily follows.
We use the same argument to show that for $a \geq K$, we have

$$
N_{a} \geq\binom{ a-K+i_{0}-1}{i_{0}-1} \cdot \prod_{\sigma=1}^{s}\binom{K_{\sigma}+i_{\sigma}}{i_{\sigma}} .
$$

Indeed, for $a \geq K$, we have

$$
\binom{c_{0}+i_{0}-1}{i_{0}-1} \geq\binom{ a-K+i_{0}-1}{i_{0}-1}
$$

because $c_{0}+\cdots+c_{s}=a$ and $c_{1}+\cdots+c_{s} \leq K$. The claimed lower bound for $N_{a}$ plainly follows.

We define $A$ by the condition

$$
\sum_{a=0}^{A} N_{a} \leq L<\sum_{a=0}^{A+1} N_{a} .
$$

Since

$$
\sum_{a=0}^{A+1}\binom{a+i_{0}-1}{i_{0}-1}=\binom{A+i_{0}+1}{i_{0}}
$$

we deduce from the upper bound for $N_{a}$

$$
L<\binom{A+i_{0}+1}{i_{0}} \cdot \prod_{\sigma=1}^{s}\binom{K_{\sigma}+i_{\sigma}}{i_{\sigma}} \leq \frac{\left(A+i_{0}+1\right)^{i_{0}}}{i_{0}!} \cdot \prod_{\sigma=1}^{s}\binom{K_{\sigma}+i_{\sigma}}{i_{\sigma}} ;
$$

hence

$$
\left(A+i_{0}+1\right)^{i_{0}} \prod_{\sigma=1}^{s}\binom{K_{\sigma}+i_{\sigma}}{i_{\sigma}}>i_{0}!L .
$$

Using the definition of $M$, we can write

$$
A+i_{0}+1>\left(1+\frac{1}{i_{0}}\right) M
$$

On the other hand, from the lower bound for $N_{a}$, we deduce immediately

$$
\Theta_{L} \geq \sum_{a=K}^{A} a\binom{a-K+i_{0}-1}{i_{0}-1} \cdot \prod_{\sigma=1}^{s}\binom{K_{\sigma}+i_{\sigma}}{i_{\sigma}} .
$$

We now check the formula

$$
\sum_{a=K}^{A} a\binom{a-K+i_{0}-1}{i_{0}-1}=\frac{i_{0} A+K}{i_{0}+1}\binom{A-K+i_{0}}{i_{0}}
$$

Indeed, we have

$$
\sum_{a=K}^{A} a\binom{a-K+i_{0}-1}{i_{0}-1}=\sum_{\alpha=0}^{A-K}(\alpha+K)\binom{\alpha+i_{0}-1}{i_{0}-1}
$$

Since

$$
\alpha\binom{\alpha+i_{0}-1}{i_{0}-1}=i_{0}\binom{\alpha+i_{0}-1}{i_{0}},
$$

we have

$$
\sum_{\alpha=0}^{A-K} \alpha\binom{\alpha+i_{0}-1}{i_{0}-1}=i_{0}\binom{A-K+i_{0}}{i_{0}+1}=i_{0} \cdot \frac{A-K}{i_{0}+1}\binom{A-K+i_{0}}{i_{0}}
$$

on the other hand

$$
\sum_{\alpha=0}^{A-K} K\binom{\alpha+i_{0}-1}{i_{0}-1}=K\binom{A-K+i_{0}}{i_{0}}
$$

The desired formula follows from

$$
\frac{i_{0}}{i_{0}+1}(A-K)+K=\frac{i_{0} A+K}{i_{0}+1} .
$$

We use the lower bound

$$
\binom{A-K+i_{0}}{i_{0}} \geq \frac{(A-K)^{i_{0}}}{i_{0}!}
$$

and deduce

$$
\begin{aligned}
\Theta_{L} & \geq \frac{1}{\left(i_{0}+1\right)!}\left(i_{0} A+K\right)(A-K)^{i_{0}} \cdot \prod_{\sigma=1}^{s}\binom{K_{\sigma}+i_{\sigma}}{i_{\sigma}} \\
& \geq \frac{i_{0} A+K}{i_{0}+1} \cdot\left(\frac{i_{0}(A-K)}{\left(i_{0}+1\right) M}\right)^{i_{0}} \cdot L ;
\end{aligned}
$$

we now use the weak estimate $i_{0} A+K \geq i_{0}(A-K)$ and obtain, thanks to the lower bound $i_{0}\left(A+i_{0}+1\right)>\left(i_{0}+1\right) M$,

$$
\Theta_{L} \geq L M\left(1-\frac{i_{0}\left(K+i_{0}+1\right)}{\left(i_{0}+1\right) M}\right)^{i_{0}+1}
$$

Finally we notice that Lemma 13.3 holds trivially if $M \leq i_{0}\left(K+i_{0}+1\right)$ and we use, with $x=i_{0}\left(K+i_{0}+1\right) /\left(i_{0}+1\right) M$ and $t=i_{0}+1$, the estimate

$$
(1-x)^{t} \geq 1-t x
$$

which holds for $t \geq 1$ and $0 \leq x \leq 1$.

### 13.2.3 Lower Bound for the Order of Vanishing of the Interpolation Determinant

Let $L^{\prime}$ be an integer in the range $0 \leq L^{\prime} \leq L$ and let $I$ be a subset of $\{1, \ldots, L\}$ with $L^{\prime}$ elements. Define an entire function $\Delta_{I}$ on $\mathbb{C}$ by

$$
\Delta_{I}(z)=\operatorname{det}\left(d_{\lambda \mu}(z)\right)_{1 \leq \lambda, \mu \leq L}
$$

with

$$
d_{\lambda \mu}(z)= \begin{cases}\left(\mathscr{D}_{w}^{\frac{\sigma_{w}}{}} \varphi_{\lambda}\right)\left(z \underline{\zeta}_{\mu}\right) & \text { for } \lambda \in I \\ \delta_{\lambda \mu} & \text { for } \lambda \notin I\end{cases}
$$

We now give a lower bound for the order of vanishing of $\Delta_{I}(z)$ at the origin which generalizes Lemmas 6.4, 9.2 and 10.6.

Lemma 13.4. The function $\Delta_{I}$ has a zero at the origin of multiplicity at least

$$
\Theta_{L^{\prime}}-L^{\prime} S_{0}
$$

where $\Theta_{L^{\prime}}$ satisfies

$$
\frac{1}{L^{\prime}} \Theta_{L^{\prime}} \geq \frac{r_{3}}{r_{3}+1}\left(\frac{r_{3}!L^{\prime}}{\binom{T_{0}+r_{1}}{r_{1}}\binom{S_{0}+r_{2}}{r_{2}}}\right)^{1 / r_{3}}-r_{3}\left(T_{0}+S_{0}+r_{3}+1\right)
$$

Proof. Assume first $\mathcal{U}_{0}=\{0\}$ and $\mathcal{U}_{1}=\{0\}$. In this case $\pi$ is the identity and $\pi_{1}$ is the canonical linear projection $\mathbb{C}^{d} \longrightarrow \mathbb{C}^{d_{1}}$ with kernel $\mathbb{C}^{d_{0}} \times\{0\}$.

Let $\underline{e}_{1}, \ldots, \underline{e}_{r_{3}}$ be $r_{3}$ elements in $\mathcal{X}$ such that $\left(\pi_{1}\left(\underline{e}_{1}\right), \ldots, \pi_{1}\left(\underline{e}_{r_{3}}\right)\right)$ is a basis of $\pi_{1}(X)$. From the assumption

$$
\operatorname{dim}_{\mathbb{C}}\left(\mathcal{X} \cap \operatorname{ker} \pi_{1}\right) \leq r_{1} \leq \operatorname{dim}_{\mathbb{C}}\left((\mathcal{W}+\mathcal{X}) \cap \operatorname{ker} \pi_{1}\right)
$$

we deduce that there exists elements $\underline{e}_{r_{3}+1}, \ldots, \underline{e}_{r_{1}+r_{3}}$ in $(\mathcal{W}+\mathcal{X}) \cap$ ker $\pi_{1}$ such that the vector space $\mathcal{V}$ spanned by $\underline{e}_{1}, \ldots, \underline{e}_{r_{1}+r_{3}}$ contains $\mathcal{X}$. We complete first into a basis $\left(\underline{e}_{1}, \ldots, \underline{e}_{r}\right)$ of $\mathcal{W}+\mathcal{X}$, and then into a basis $\left(\underline{e}_{1}, \ldots, \underline{e}_{d}\right)$ of $\mathbb{C}^{d}$. We denote by $Z_{1}, \ldots, Z_{d}$ the homogeneous linear forms in $\left(z_{1}, \ldots, z_{d}\right)$ satisfying

$$
\underline{z}=Z_{1} \underline{e}_{1}+\cdots+Z_{d} \underline{e}_{d} .
$$

For $\underline{\kappa}=\left(\kappa_{1}, \ldots, \kappa_{d}\right) \in \mathbb{N}^{d}, \underline{Z}^{\underline{\kappa}}$ denotes the polynomial $Z_{1}^{\kappa_{1}} \cdots Z_{d}^{\kappa_{d}}$ which is homogeneous of degree $\|\underline{\kappa}\|$.

For $1 \leq \lambda \leq L$ consider the Taylor expansion at the origin of the function $\underline{Z} \mapsto \varphi_{\lambda}\left(Z_{1} \underline{e}_{1}+\cdots+Z_{d} \underline{e}_{d}\right):$

$$
\varphi_{\lambda}\left(Z_{1} \underline{e}_{1}+\cdots+Z_{d} \underline{e}_{d}\right)=\sum_{\underline{\kappa}_{\lambda} \in \mathbb{N}^{d}} c_{\lambda_{\underline{K}_{\lambda}}} \underline{Z}^{\underline{K}_{\lambda}} .
$$

The determinant $\Delta_{I}=\Delta_{I, \varphi_{1}, \ldots, \varphi_{L}}$ associated with the functions $\varphi_{1}, \ldots, \varphi_{L}$ can be written

$$
\Delta_{I, \varphi_{1}, \ldots, \varphi_{L}}=\sum_{\underline{\kappa}_{1} \in \mathbb{N}^{d}} \cdots \sum_{\underline{\kappa}_{L} \in \mathbb{N}^{d}} c_{1 \underline{\kappa}_{1}} \cdots c_{L \underline{\underline{k}}_{L}} \Delta_{I, \underline{Z}^{\underline{K}_{1}}, \ldots, \underline{Z}^{\underline{\underline{K}}}}
$$

where $\Delta_{I, Z^{\underline{K_{1}}}, \ldots, \underline{Z}^{\underline{K}} L}$ denotes the corresponding determinant associated with the functions $\underline{\varphi}_{\lambda}(\underline{z})=\underline{Z}_{\underline{\underline{K}}}^{\lambda}$ ( $\quad(1 \leq \lambda \leq L)$. Therefore we may assume without loss of generality $\varphi_{\lambda}(\underline{z})=\underline{Z}^{\underline{\kappa}_{\lambda}}$, for some $\underline{\kappa}_{\lambda} \in \mathbb{N}^{d}$.

Since, for $\underline{\kappa} \in \mathbb{N}^{d}$ and $\underline{\sigma} \in \mathbb{N}^{\ell_{0}}, D^{\frac{\sigma}{w}}\left(\underline{Z}^{\underline{\kappa}}\right)$ is either 0 or a homogeneous polynomial in $z_{1}, \ldots, z_{d}$ of degree $\|\underline{\kappa}\|-\|\underline{\sigma}\|$, if we multiply each entry in a row of index $\lambda \in I$ by $z^{S_{0}}$, we get a common factor $z^{\| \kappa_{2}} \|^{\|}$in all elements of this row. Hence, if $\Delta_{I}$ does not vanish identically, then it has a zero of multiplicity $\geq \max \left\{0,\left\|\underline{\kappa}_{1}\right\|+\cdots+\left\|\underline{\kappa}_{L^{\prime}}\right\|-L^{\prime} S_{0}\right\}$. It remains to produce a lower bound for $\left\|\underline{\kappa}_{1}\right\|+\cdots+\left\|\underline{\kappa}_{L^{\prime}}\right\|$ when $\Delta_{I}$ does not vanish identically.

Consider one row with index $\lambda \in I$ of the matrix whose determinant is $\Delta_{I}(z)$ :

$$
\left(d_{\lambda 1} \cdots d_{\lambda L}\right)
$$

with

$$
d_{\lambda \mu}=d_{\lambda \mu}(z)=\mathscr{D}_{w}^{\underline{\sigma}_{\mu}}\left(\underline{\underline{K}}_{\lambda}\right)\left(z \underline{\zeta}_{\mu}\right) \quad(1 \leq \mu \leq L)
$$

By construction $\underline{e}_{r_{3}+1}, \ldots, \underline{e}_{r_{1}+r_{3}}$ belong to ker $\pi_{1}$; it follows that the linear forms $Z_{r_{3}+1}, \ldots, Z_{r_{1}+r_{3}}$ do not depend on the $d_{1}$ variables $z_{d_{0}+1}, \ldots, z_{d}$. Hence, as a function of $z_{1}, \ldots, z_{d_{0}}, \underline{Z}^{\underline{K}}$ is a homogeneous polynomial of degree

$$
\geq \sum_{i=r_{3}+1}^{r_{1}+r_{3}} \kappa_{\lambda i}
$$

Since $\left\|\underline{\tau}_{\mu}\right\| \leq T_{0}$, if our row does not consist only of zeroes, then we have

$$
\sum_{i=r_{3}+1}^{r_{1}+r_{3}} \kappa_{\lambda i} \leq T_{0}
$$

Since $\underline{\zeta}_{\mu} \in \mathcal{X} \subset \mathcal{V}$, the linear forms $Z_{r_{1}+r_{3}+1}, \ldots, Z_{r}$ vanish at $\underline{\zeta}_{\mu}$. Hence for

$$
\sum_{i=r_{1}+r_{3}+1}^{r} \kappa_{\lambda i}>\|\underline{\sigma}\|,
$$

we have

$$
\mathscr{D}^{\frac{\sigma}{w}}\left(\underline{Z}^{\underline{K}_{\lambda}}\right)\left(z \underline{\zeta}_{\mu}\right)=0 .
$$

Therefore, if

$$
\sum_{i=r_{1}+r_{3}+1}^{r} \kappa_{\lambda i}>S_{0},
$$

then $d_{\lambda 1}=\cdots=d_{\lambda L}=0$.
Since $\underline{w}_{k} \in \mathcal{W} \subset \mathcal{W}+X$ and $\underline{\zeta}_{\mu} \in \mathcal{X} \subset \mathcal{W}+\mathcal{X}$, if one component $\kappa_{\lambda i}$ of $\underline{\kappa}_{\lambda}$ with $r<i \leq d$ is not zero, then again $d_{\lambda \mu}=0$ for $1 \leq \mu \leq L$.

Define $I_{0}=\left\{1, \ldots, r_{3}\right\}, I_{1}=\left\{r_{3}+1, \ldots, r_{3}+r_{1}\right\}, I_{2}=\left\{r_{3}+r_{1}+1, \ldots, r\right\}$, $I_{3}=\{r+1, \ldots, d\}$. Let $\mathcal{K}$ denote the set of $\underline{\kappa} \in \mathbb{N}^{d}$ for which

$$
\sum_{i \in I_{1}} \kappa_{i} \leq T_{0}, \quad \sum_{i \in I_{2}} \kappa_{i} \leq S_{0} \quad \text { and } \quad \kappa_{i}=0 \quad \text { for } i \in I_{3}
$$

From the above remarks, it follows that $\Delta_{I}$ vanishes, unless $\underline{\kappa}_{1}, \ldots, \underline{\kappa}_{L^{\prime}}$ are distinct elements in $\mathcal{K}$. We use Lemma 13.3 with $s=3, K_{1}=T_{0}, K_{2}=S_{0}, K_{3}=0, i_{0}=r_{3}$, $i_{1}=r_{1}, i_{2}=r_{2}, i_{3}=d-r$ and $L$ replaced by $L^{\prime}:$ for $\underline{\kappa}_{1}, \ldots, \underline{\kappa}_{L}$ distinct elements in $\mathcal{K}$, we have

$$
\left\|\underline{\kappa}_{1}\right\|+\cdots+\left\|\underline{\kappa}_{L^{\prime}}\right\| \geq \Theta_{L^{\prime}}
$$

This completes the proof of Lemma 13.4 in case $\mathcal{U}=\{0\}$.
For the general case, we repeat the argument in the proof of Lemma 10.6. Define

$$
\tilde{d}_{0}=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathbb{C}^{d_{0}}}{\mathcal{U}_{0}}\right), \quad \tilde{d}_{1}=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathbb{C}^{d_{1}}}{u_{1}}\right), \quad \tilde{d}=\tilde{d}_{0}+\tilde{d}_{1}=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathbb{C}^{d}}{u}\right)
$$

choose bases of $\mathbb{C}_{\sim}^{d_{0}} / u_{0}$ and $\mathbb{C}^{d_{1}} / u_{1}$ giving isomorphisms $\iota_{0}: \mathbb{C}^{d_{0}} / u_{0} \rightarrow \widetilde{\mathbb{C}}^{d_{0}}$ and $\iota_{1}: \mathbb{C}^{d_{1}} / u_{0} \rightarrow \mathbb{C}^{\widetilde{d_{1}}}$ and denote by $\tilde{\pi}: \mathbb{C}^{d} \rightarrow \mathbb{C}^{d}$ the composition of $\iota=\iota_{0} \times \iota_{1}$ with $\pi$. The relations $\varphi_{\lambda}(\underset{\sim}{z}+\underline{u})=\varphi_{\lambda}(\underline{z})$ mean that for $1 \leq \lambda \leq L$ there exists a unique entire function $\widetilde{\varphi}_{\lambda}: \mathbb{C}^{d} \rightarrow \mathbb{C}$ such that $\widetilde{\varphi}_{\lambda} \circ \widetilde{\pi}=\varphi_{\lambda}$. Define

$$
{\underline{\tilde{w}_{k}}}_{k}=\tilde{\pi}\left(\underline{w}_{k}\right) \quad\left(1 \leq k \leq \ell_{0}\right) .
$$

Clearly we have for $\underline{\sigma} \in \mathbb{N}^{\ell_{0}}$

$$
\mathcal{D}_{\bar{w}}^{\frac{\sigma}{\bar{w}}} \varphi_{\lambda}=\left(D_{\bar{w}}^{\frac{\sigma}{\tilde{w}}} \widetilde{\varphi}_{\lambda}\right) \circ \tilde{\pi}
$$

Hence for $\lambda \in I$ and $1 \leq \mu \leq L$,

$$
d_{\lambda \mu}(z)=\mathscr{D}_{\widetilde{\boldsymbol{w}}}^{\underline{\sigma}_{\mu}}\left(z \underline{\underline{\xi}}_{\mu}\right)
$$

where

$$
\underline{\tilde{\xi}}_{\mu}=\tilde{\pi}\left(\underline{\zeta}_{\mu}\right) \quad(1 \leq \mu \leq L) .
$$

Applying the special case of Lemma 13.4 (where $\widetilde{u}=\{0\}$ ) to $\mathbb{C}^{\widetilde{d}}$ with

$$
\widetilde{W}=\tilde{\pi}(\mathcal{W}) \quad \text { and } \quad \tilde{X}=\tilde{\pi}(X)
$$

completes the proof of Lemma 13.4 in the general case.

### 13.2.4 Upper Bound for the Interpolation Determinant

We now extend Lemma 7.7 in order to include derivatives:
Corollary 13.5. Under the assumptions of Lemma 13.4, for $1 \leq \lambda \leq$ L, let $M_{\lambda}$ be a positive real number for which

$$
\log \sup _{|z|=E} \max _{1 \leq \mu \leq L}\left|d_{\lambda \mu}(z)\right| \leq M_{\lambda}
$$

then

$$
\log \left|\Delta_{I}(1)\right| \leq-\Theta_{L^{\prime}} \log E+L^{\prime} S_{0} \log E+\log (L!)+M_{1}+\cdots+M_{L}
$$

Proof. We use Schwarz' Lemma (Lemma 6.3) together with Lemma 13.4:

$$
\log \left|\Delta_{I}(1)\right| \leq-\left(\Theta_{L^{\prime}}-L^{\prime} S_{0}\right) \log E+\log \sup _{|z|=E}\left|\Delta_{I}(z)\right| .
$$

For $|z|=E$ we plainly have

$$
\log \left|\Delta_{I}(z)\right| \leq \log (L!)+M_{1}+\cdots+M_{L} .
$$

### 13.2.5 Proof of Proposition 13.2

Proof. From Corollary 13.5 and the lower bound for $\Theta_{L^{\prime}}$ in Lemma 13.4, we deduce that the hypotheses of Lemma 7.6 are satisfied with $r=r_{3}$ and with $\chi_{0}, \chi_{1}$ and $\chi_{3}$ defined by

$$
\begin{aligned}
& \left(\frac{r_{3}+1}{r_{3}} \cdot \frac{\chi_{0}}{\log E}\right)^{r_{3}}\binom{T_{0}+r_{1}}{r_{1}}\binom{S_{0}+r_{2}}{r_{2}}=r_{3}!, \\
& \chi_{1}=\tilde{V}, \quad \chi_{2}=\log (L!)+M_{1}+\cdots+M_{L}
\end{aligned}
$$

The assumption on $L$ implies

$$
\frac{r_{3}^{r_{3}}}{\left(r_{3}+1\right)^{r_{3}+1}} \cdot \frac{\tilde{V}^{r_{3}+1}}{\chi_{0}^{r_{3}}} \leq \frac{1}{2} L V .
$$

### 13.3 Exponential Polynomials

For $\underline{\tau}=\left(\tau_{1}, \ldots, \tau_{d_{0}}\right) \in \mathbb{N}^{d_{0}}$ and $\underline{t}=\left(t_{1}, \ldots, t_{d_{1}}\right) \in \mathbb{Z}^{d_{1}}$, consider the exponential monomial in $d$ variables

$$
\underline{z}^{\underline{\tau}} e^{\underline{t z}}=z_{1}^{\tau_{1}} \cdots z_{d_{0}}^{\tau_{d_{0}}} e^{t_{1} z_{d_{0}+1}+\cdots+t_{d_{1}} z_{d}}
$$

In order to take derivatives, we introduce $\boldsymbol{w}=\left(\underline{w}_{1}, \ldots, \underline{w}_{\ell_{0}}\right) \in\left(\mathbb{C}^{d}\right)^{\ell_{0}}$ and $\underline{\sigma}=$ $\left(\sigma_{1}, \ldots, \sigma_{\ell_{0}}\right) \in \mathbb{N}^{\ell_{0}}$. Let $\underline{\eta}_{1}, \ldots, \underline{\eta}_{\ell_{1}}$ be elements of $\mathbb{C}^{d}$. For $\underline{s}=\left(s_{1}, \ldots, s_{\ell_{1}}\right) \in \overline{\mathbb{Z}}^{\ell_{1}}$, the number

$$
\mathcal{D}^{\frac{\sigma}{w}}\left(\underline{z}^{\underline{\tau}} e^{t \underline{z}}\right)\left(s_{1} \underline{\eta}_{1}+\cdots+s_{\ell_{1}} \underline{\eta}_{\ell_{1}}\right)
$$

is the value of a polynomial at a point given by the coordinates of

$$
\exp _{G} \underline{\eta}_{j} \in G(\mathbb{C})=\mathbb{C}^{d_{0}} \times\left(\mathbb{C}^{\times}\right)^{d_{1}} \quad\left(1 \leq j \leq \ell_{1}\right)
$$

Our first goal (§ 13.3.1) is to introduce these polynomials.
Write

$$
\begin{gathered}
\underline{w}_{k}=\left(\beta_{1 k}, \ldots, \beta_{d k}\right) \quad\left(1 \leq k \leq \ell_{0}\right) \\
\underline{\eta}_{j}=\left(\beta_{1, \ell_{0}+j}, \ldots, \beta_{d_{0}, \ell_{0}+j}, \lambda_{1 j}, \ldots, \lambda_{d_{1} j}\right) \quad\left(1 \leq j \leq \ell_{1}\right)
\end{gathered}
$$

and for $1 \leq i \leq d_{1}, 1 \leq j \leq \ell_{1}$, define

$$
\alpha_{i j}=e^{\lambda_{i j}}
$$

so that

$$
\exp _{G} \underline{\eta}_{j}=\left(\beta_{1, \ell_{0}+j}, \ldots, \beta_{d_{0}, \ell_{0}+j}, \alpha_{1 j}, \ldots, \alpha_{d_{1} j}\right)
$$

Further, set

$$
\underline{\eta}_{\underline{s}}=s_{1} \underline{\eta}_{1}+\cdots+s_{\ell_{1}} \underline{\eta}_{\ell_{1}} .
$$

Then we will get

$$
\mathscr{D}^{\frac{\sigma}{w}}\left(\underline{z} \underline{\underline{\tau}} e^{t \underline{z}}\right)\left(\underline{\eta_{\underline{q}}}\right)=P_{\underline{\tau} \underline{t}}^{\left(\frac{\sigma s}{}\right)}(\underline{\beta}) \prod_{i=1}^{d_{1}} \prod_{j=1}^{\ell_{1}} \alpha_{i j}^{t_{i} s_{j}}
$$

where $P_{\underline{T I}}^{(\sigma s)}$ is a polynomial in $d_{0} \ell_{0}+d_{1} \ell_{0}+d_{0} \ell_{1}$ variables.
Next we put these numbers into a square matrix and we express again its determinant $\Delta_{\text {ar }}$ as the value of a polynomial $\Delta$ (§ 13.3.2). In the special case where all the numbers $\alpha$ and $\beta$ are algebraic, Liouville's estimate will enable us to produce a lower bound for the absolute value of this determinant, assuming it is not zero.

### 13.3.1 Algebraic Expression for $\mathscr{D}_{w}^{\frac{\sigma}{w}}\left(\underline{z} \underline{\underline{\tau}} e^{\underline{t} \underline{z}}\right)(\underline{\eta} \underline{s})$

We introduce $d(\ell+1)$ variables, named as follows:

$$
\left.\left(\begin{array}{ccc}
\mathbb{W} & \mathbb{X} & \underline{\mathrm{X}} \\
& \mathbb{Y} & \underline{\mathrm{Y}}
\end{array}\right)=\left(\begin{array}{ccc}
\mathrm{W}_{h k} & \mathrm{X}_{h j} & \mathrm{X}_{h} \\
\underbrace{}_{1 \leq k \leq \ell_{0}} & \underbrace{\mathbf{W}_{d_{0}+i, k}}_{1 \leq j \leq \ell_{1}} & 1 \leq h \leq d_{0} \\
\mathrm{Y}_{i j} & \mathrm{Y}_{i}
\end{array}\right) \quad\right\} \quad 1 \leq i \leq d_{1}
$$

Hence $\mathbb{Z}[\mathbb{W}, \mathbb{X}, \mathbb{Y}]$ is a ring of polynomials in $d \ell$ variables, while $\mathbb{Z}[\mathbb{W}, \underline{X}, \underline{Y}]$ is a ring of polynomials in $d\left(\ell_{0}+1\right)$ variables.

For $\underline{\tau}=\left(\tau_{1}, \ldots, \tau_{d_{0}}\right) \in \mathbb{N}^{d_{0}}$ and $\underline{t}=\left(t_{1}, \ldots, t_{d_{1}}\right) \in \mathbb{Z}^{d_{1}}$, we write

$$
\underline{\mathrm{X}}^{\underline{\tau}}=\mathrm{X}_{1}^{\tau_{1}} \cdots \mathrm{X}_{d_{0}}^{\tau_{d_{0}}}, \quad \underline{\mathrm{Y}^{t}}=\mathrm{Y}_{1}^{t_{1}} \cdots \mathrm{Y}_{d_{1}}^{t_{d_{1}}}
$$

For $1 \leq k \leq \ell_{0}$, write $\underline{\mathrm{W}}_{k}=\left(\mathrm{W}_{1 k}, \ldots, \mathrm{~W}_{d k}\right)$ and define a derivative operator $\mathscr{D}_{\underline{\mathrm{W}}_{k}}$ on the field of rational functions in $d\left(\ell_{0}+1\right)$ variables $\mathbb{Q}(\mathbb{W}, \underline{\mathrm{X}}, \underline{\mathrm{Y}})$ as follows:

$$
\mathscr{D}_{\underline{W}_{k}}=\sum_{h=1}^{d_{0}} \mathrm{~W}_{h k} \frac{\partial}{\partial \mathrm{X}_{h}}+\sum_{i=1}^{d_{1}} \mathrm{~W}_{d_{0}+i, k} \mathrm{Y}_{i} \frac{\partial}{\partial \mathrm{Y}_{i}}
$$

For $\underline{\sigma}=\left(\sigma_{1}, \ldots, \sigma_{\ell_{0}}\right) \in \mathbb{N}^{\ell_{0}}$, define

$$
\mathscr{D}_{\mathbb{W}}^{\frac{\sigma}{W}}=\mathscr{D}_{\underline{W}_{1}}^{\sigma_{1}} \cdots \mathscr{D}_{\underline{W}_{\varepsilon_{0}}}^{\sigma_{\ell_{0}}} .
$$

Further, for $\underline{s}=\left(s_{1}, \ldots, s_{\ell_{1}}\right) \in \mathbb{Z}^{\ell_{1}}$, we put

$$
\underline{\mathrm{Z}}_{\underline{s}}=\left(\sum_{j=1}^{\ell_{1}} s_{j} \mathrm{X}_{1 j}, \ldots, \sum_{j=1}^{\ell_{1}} s_{j} \mathrm{X}_{d_{0} j}, \prod_{j=1}^{\ell_{1}} \mathrm{Y}_{1 j}^{s_{j}}, \ldots, \prod_{j=1}^{\ell_{1}} \mathrm{Y}_{d_{1} j}^{s_{j}}\right) .
$$

We assume that $\underline{\tau}, \underline{t}, \underline{\sigma}$ and $\underline{s}$ satisfy

$$
\begin{aligned}
& \|\underline{\tau}\| \leq T_{0}, \quad\|\underline{\sigma}\| \leq S_{0}, \\
& \|\underline{t}\| \leq T^{*} \quad \text { and } \quad\|\underline{s}\| \leq S^{*} .
\end{aligned}
$$

Lemma 13.6. For each $\underline{\tau} \in \mathbb{N}^{d_{0}}, \underline{t} \in \mathbb{Z}^{d_{1}}, \underline{\sigma} \in \mathbb{N}^{\ell_{0}}$ and $\underline{s} \in \mathbb{Z}^{\ell_{1}}$, there exists a polynomial $P_{\underline{\tau t}}^{(\sigma \underline{t})}$ in the ring $\mathbb{Z}[\mathbb{W}, \mathbb{X}]$, such that

$$
\mathscr{D}_{\mathbb{W}}^{\frac{\sigma}{\mathbb{W}}}\left(\underline{\mathrm{X}}^{\underline{\tau}} \underline{\mathrm{Y}}^{t}\right)_{(\underline{\mathrm{X}}, \underline{\mathrm{Y}})=\underline{\underline{Z}}}=P_{\underline{\tau} \underline{t}}^{\left(\frac{\sigma s)}{\underline{\underline{t}}}(\mathbb{W}, \mathbb{X})\right.} \prod_{i=1}^{d_{1}} \prod_{j=1}^{\ell_{1}} \mathrm{Y}_{i j}^{t_{i} s_{j}} .
$$

This polynomial $P_{\tau t}^{(\underline{\sigma} s)}$ is
-for $1 \leq k \leq \ell_{0}$, homogeneous of degree $\sigma_{k}$ in the $d$ variables $\mathrm{W}_{1 k}, \ldots, \mathrm{~W}_{d k}$;

- for $1 \leq h \leq d_{0}$, homogeneous of degree $\tau_{h}$ in the $\ell$ variables $\mathrm{W}_{h 1}, \ldots, \mathrm{~W}_{h \ell_{0}}$, $\mathrm{X}_{h 1}, \ldots, \mathrm{X}_{h \ell_{1}}$;
moreover, the length of $P_{\underline{\tau t}}^{(\sigma \mathcal{t})}$ is bounded from above by

$$
L\left(P_{\underline{t} \underline{(\sigma s)}}^{(\underline{\sigma})}\right) \leq \sum_{m=0}^{\min \left\{T_{0}, S_{0}\right\}} m!\binom{T_{0}}{m}\binom{S_{0}}{m}\left(S^{*}\right)^{T_{0}-m}\left(T^{*}\right)^{S_{0}-m} .
$$

Proof. Define the polynomial $Q_{\underline{\tau} t}^{(\underline{\sigma})}(\mathbb{W}, \underline{\mathrm{X}})$ in $\mathbb{Z}[\mathbb{W}, \underline{\mathrm{X}}]$ by

$$
\left.Q_{\underline{\tau} \underline{(\underline{\sigma}}}^{(\underline{W}, \underline{X})} \underline{\mathrm{Y}}^{t}=\mathscr{D}_{\overline{\mathbb{W}}}^{\frac{\sigma}{\underline{\mathrm{X}}}} \underline{\mathrm{X}}^{\tau} \underline{\mathrm{Y}}^{t}\right) .
$$

By induction on $\|\underline{\sigma}\|$, it is easily checked that this polynomial $Q_{\underline{\tau t}}^{(\sigma)}$ is homogeneous of degree $\sigma_{k}$ in the $d$ variables $\mathrm{W}_{1 k}, \ldots, \mathrm{~W}_{d k}\left(1 \leq k \leq \ell_{0}\right)$, and homogeneous of degree $\tau_{h}$ in the $\ell_{0}+1$ variables $\mathrm{W}_{h 1}, \ldots, \mathrm{~W}_{h \ell_{0}}, \mathrm{X}_{h}\left(1 \leq h \leq d_{0}\right)$. One obtains the polynomial $P_{\underline{\tau t}}^{(\underline{\sigma} s)}$ by substituting, in $Q_{\underline{\tau t}}^{(\sigma)}$,

$$
\sum_{j=1}^{\ell_{1}} s_{j} \mathrm{X}_{h j} \quad \text { to the variable } \quad \mathrm{X}_{h} \quad\left(1 \leq h \leq d_{0}\right)
$$

We now estimate the length. Since the upper bound we announced is a nondecreasing function of each of the parameters $S_{0}, T_{0}, S^{*}$ and $T^{*}$, there is no loss of generality to assume $S_{0}=\|\underline{\sigma}\|, T_{0}=\|\underline{\tau}\|, S^{*}=\|\underline{s}\|$ and $T^{*}=\|\underline{t}\|$. For each $\underline{\sigma}, \underline{s}, \underline{\tau}$ and $\underline{t}$, we can write

$$
P_{\underline{\tau} \underline{t}}^{(\underline{\sigma})}=\sum_{\underline{\alpha}} \sum_{\underline{\beta}} \underline{t}_{\underline{\alpha} \underline{s} \underline{\beta} p_{\underline{\alpha} \underline{\beta}}, \quad\left(\underline{\alpha} \in \mathbb{N}^{d_{1}}, \quad \underline{\beta} \in \mathbb{N}^{\ell_{1}}\right), ~, ~, ~, ~}^{\text {, }}
$$

where $p_{\underline{\alpha} \underline{\beta}} \in \mathbb{Z}[\mathbb{W}, \mathbb{X}]$ are polynomials with nonnegative coefficients. It easily follows that if we set

$$
\boldsymbol{t}=\left(\left|t_{1}\right|, \ldots,\left|t_{d_{1}}\right|\right) \in \mathbb{N}^{d_{1}} \quad \text { and } \quad \boldsymbol{s}=\left(\left|s_{1}\right|, \ldots,\left|s_{\ell_{1}}\right|\right) \in \mathbb{N}^{\ell_{1}}
$$

then we have

$$
L\left(P_{\underline{\tau} \underline{t}}^{\left(\frac{\sigma s}{}\right)}\right) \leq \sum_{\underline{\alpha}} \sum_{\underline{\beta}} t^{\underline{\alpha}} s^{\underline{\beta}} L\left(p_{\underline{\alpha} \underline{\beta}}\right) .
$$

For a polynomial with nonnegative coefficients, the length is the value of the polynomial where one substitutes 1 to each variable. Denote by $(\mathbf{1}, \mathbf{1}, \mathbf{1})$ the corresponding point in $\mathbb{C}^{d_{0} \ell_{0}} \times \mathbb{C}^{d_{1} \ell_{0}} \times \mathbb{C}^{d_{0} \ell_{1}}$. We get

$$
\begin{aligned}
L\left(P_{\underline{\tau t}}^{(\underline{\sigma} s}\right) & \leq P_{\underline{\underline{t}}}^{(\underline{\sigma} s)}(\mathbf{1}, \mathbf{1}, \mathbf{1}) \\
& \leq\left(\sum_{h=1}^{d_{0}} \frac{\partial}{\partial \mathrm{X}_{h}}+\sum_{i=1}^{d_{1}} \mathrm{Y}_{i} \frac{\partial}{\partial \mathrm{Y}_{i}}\right)^{S_{0}}\left(\underline{\mathrm{X}}^{\underline{\tau}} \underline{\mathrm{Y}}^{t}\right)_{\substack{\mathrm{x}_{1}=\cdots \mathrm{x}_{d_{0}}=s^{*} \\
\mathrm{Y}_{1}=\cdots=\mathrm{x}_{d_{1}}=1}} .
\end{aligned}
$$

For $f \in \mathbb{C}[\underline{\mathrm{X}}, \underline{\mathrm{Y}}]$, we have

$$
\left.\frac{d}{d z} f\left(z, \ldots, z, e^{z}, \ldots, e^{z}\right)\right|_{z=S^{*}}=\left.\left(\sum_{h=1}^{d_{0}} \frac{\partial}{\partial \mathrm{X}_{h}}+\sum_{i=1}^{d_{1}} \mathrm{Y}_{i} \frac{\partial}{\partial \mathrm{Y}_{i}}\right) f\right|_{\substack{\mathrm{x}_{1}=\cdots=\mathrm{x}_{d_{0}}=S^{*} \\ \mathrm{Y}_{1}=\cdots=\mathrm{d}_{d_{1}=e^{*}}}}
$$

Therefore

$$
\begin{aligned}
L\left(P_{\underline{I I}}^{(\sigma \mathcal{\sigma})}\right) & \leq\left. e^{-T^{*} S^{*}}\left(\frac{d}{d z}\right)^{S_{0}}\left(z^{T_{0}} e^{T^{*} z}\right)\right|_{z=S^{*}} \\
& \leq \sum_{m=0}^{\min \left\{T_{0}, S_{0}\right\}} m!\binom{T_{0}}{m}\binom{S_{0}}{m}\left(S^{*}\right)^{T_{0}-m}\left(T^{*}\right)^{S_{0}-m}
\end{aligned}
$$

Remark. Using the bound $m!\binom{N}{m} \leq N^{m}$ for $N \geq 0$ - with the usual conventions, namely

$$
\begin{gathered}
N^{m}=1 \quad \text { for } \quad N=m=0 \\
\binom{N}{m}=0 \quad \text { unless } \quad 0 \leq m \leq N, \\
\binom{N}{0}=1 \quad \text { for } \quad N \geq 1
\end{gathered}
$$

we deduce

$$
L\left(P_{\underline{\tau t}}^{(\underline{\sigma} s)}\right) \leq\left(T^{*}\right)^{S_{0}}\left(S^{*}\right)^{T_{0}} \min \left\{\left(1+\frac{S_{0}}{T^{*} S^{*}}\right)^{T_{0}},\left(1+\frac{T_{0}}{T^{*} S^{*}}\right)^{S_{0}}\right\}
$$

A special case of Lemma 13.6 is Lemma 4.9.

### 13.3.2 The Arithmetic Determinant

In this section we use the notation of § 13.1 and we assume that the conditions stated there are fulfilled.

## a) The Polynomial $\Delta$

Let $L$ be nonnegative integers. For $1 \leq \lambda, \mu \leq L$, let

$$
\begin{array}{ll}
\underline{\tau}_{\lambda}=\left(\tau_{1 \lambda}, \ldots, \tau_{d_{0} \lambda}\right) \in \mathbb{N}^{d_{0}}, & \underline{t}_{\lambda}=\left(t_{1 \lambda}, \ldots, t_{d_{1} \lambda}\right) \in \mathbb{Z}^{d_{1}}, \\
\underline{\sigma}_{\mu}=\left(\sigma_{1 \mu}, \ldots, \sigma_{\ell_{0} \mu}\right) \in \mathbb{N}^{\ell_{0}}, & \underline{s}_{\mu}=\left(s_{1 \mu}, \ldots, s_{\ell_{1} \mu}\right) \in \mathbb{Z}^{\ell_{1}}
\end{array}
$$

satisfy

$$
\begin{array}{rr}
\left\|\underline{\tau}_{\lambda}\right\| \leq T_{0}, & \left|t_{i \lambda}\right| \leq T_{i}, \\
\left\|\underline{\sigma}_{\mu}\right\| \leq d^{+} S_{0}, & \left|s_{j \mu}\right| \leq d^{+} S_{j}, \\
\left(1 \leq j \leq \ell_{1}\right),
\end{array}
$$

Define

$$
\begin{aligned}
\vartheta_{\lambda \mu} & =\left.\mathscr{D}_{\mathbb{W}}^{\underline{\sigma}_{\mu}} \underline{\mathbf{X}}^{\tau_{\lambda}} \underline{\mathrm{Y}}_{\lambda}^{t_{\lambda}}\right|_{(\underline{\mathrm{X}}, \mathbf{Y})=\mathbf{Z}_{\underline{s}_{\mu}}} \\
& =P_{\tilde{\tau}_{\lambda} t_{\lambda}}^{\left(\sigma_{\mu} \underline{s}_{\mu}\right)}(\mathbb{W}, \mathbb{X}) \prod_{i=1}^{d_{1}} \prod_{j=1}^{\ell_{1}} \mathrm{Y}_{i j}^{t_{i j} s_{j \mu}} .
\end{aligned}
$$

Recall the notation $T^{*}=T_{1}+\cdots+T_{d_{1}}$ and $S^{*}=S_{1}+\cdots+S_{\ell_{1}}$.
Lemma 13.7. The determinant $\Delta$ of the $L \times L$ matrix

$$
\left(\vartheta_{\lambda \mu}\right)_{1 \leq \lambda, \mu \leq L}
$$

is a polynomial with integer coefficients in $\mathbb{W}, \mathbb{X}, \mathbb{Y}^{ \pm 1}$, of total degree $\leq d^{+} L S_{0}$ in the $d \ell_{0}$ variables $\mathrm{W}_{i k}\left(1 \leq i \leq d, 1 \leq k \leq \ell_{0}\right)$,
$\leq L T_{0}$ in the $d_{0} \ell$ variables $\mathrm{W}_{h k}, \mathrm{X}_{h j}\left(1 \leq h \leq d_{0}, 1 \leq k \leq \ell_{0}, 1 \leq j \leq \ell_{1}\right)$, $\leq d^{+} L T_{i} S_{j}$ in each of the variables $\mathrm{Y}_{i j}$ and $1 / \mathrm{Y}_{i j}\left(1 \leq i \leq d_{1}, 1 \leq j \leq \ell_{1}\right)$. The length of this polynomial is bounded from above by

$$
L!e^{L U_{0}}
$$

where

$$
\begin{aligned}
& U_{0}=T_{0} \log \left(d^{+} S^{*}\right)+d^{+} S_{0} \log T^{*}+ \\
& \min \left\{T_{0} \log \left(1+\frac{S_{0}}{T^{*} S^{*}}\right), d^{+} S_{0} \log \left(1+\frac{T_{0}}{d^{+} T^{*} S^{*}}\right)\right\} .
\end{aligned}
$$

Proof. We develop the determinant

$$
\Delta=\sum_{\{\varphi\}} \epsilon(\varphi) \prod_{\mu=1}^{L}\left(P_{\left.\underline{\tau_{\varphi(\mu)}}\right)_{\underline{\varphi}(\mu)}}^{\left(\sigma_{\mu} \underline{\underline{s}}_{\mu}\right)}(\mathbb{W}, \mathbb{X}) \prod_{i=1}^{d_{1}} \prod_{j=1}^{\ell_{1}} \mathrm{Y}_{i j}^{t_{i, \varphi(\mu)} s_{j \mu}}\right)
$$

where $\varphi$ runs over the set of bijective maps from the set $\{1, \ldots, L\}$ onto itself and $\epsilon(\varphi)= \pm 1$. The length which we want to estimate is bounded by

$$
\sum_{\{\varphi\}} \prod_{\mu=1}^{L} L\left(P_{\tilde{\tau}_{\varphi(\mu)}}^{\underline{\sigma}_{\mu} s_{\mu} \underline{t}_{\mu(\mu)}}\right) .
$$

The number of terms in the sum is $L$ ! and therefore the desired bound follows from Lemma 13.6 and the remark at the end of $\S$ 13.3.1 (with $S_{0}, S_{1}, \ldots, S_{\ell_{1}}$ replaced by $d^{+} S_{0}, d^{+} S_{1}, \ldots, d^{+} S_{\ell_{1}}$ respectively).

## b) Liouville's Estimate for the Arithmetic Determinant

We substitute to $\mathbb{W}, \mathbb{X}$ and $\mathbb{Y}$ algebraic numbers.
Define

$$
\theta_{\underline{\underline{\tau}}}^{\frac{\sigma s}{\underline{s}}}=\mathscr{D}_{\bar{w}}^{\underline{\bar{w}}}\left(\underline{z}^{\underline{\tau}} e^{t \underline{z}}\right)\left(\underline{\eta_{s}}\right)
$$

and

$$
\theta_{\lambda \mu}=\theta_{\underline{I}_{\lambda}, t_{\lambda}}^{\sigma_{\mu} \tilde{S}_{\mu}} .
$$

Proposition 13.8. Assume that the determinant $\Delta_{\text {ar }}$ of the $L \times L$ matrix

$$
\left(\theta_{\lambda \mu}\right)_{1 \leq \lambda, \mu \leq L}
$$

is not zero. Then

$$
-\frac{1}{L} \log \left|\Delta_{\mathrm{ar}}\right| \leq(D-1)\left(U_{0}+\log L\right)+U_{1}+2 U_{2}
$$

with

$$
\begin{aligned}
& U_{1}=D T_{0} \log B_{1}+d^{+} D S_{0} \log B_{2}, \\
& U_{2}=d^{+} D \sum_{i=1}^{d_{1}} \sum_{j=1}^{\ell_{1}} T_{i} S_{j} \log A_{i j} .
\end{aligned}
$$

Proof. The number $\theta_{\lambda \mu}$ is the value of the polynomial $\vartheta_{\lambda \mu}$ at the point
$\mathrm{W}_{h k}=\beta_{h k}\left(1 \leq h \leq d_{0}, 1 \leq k \leq \ell_{0}\right), \quad \mathrm{X}_{h j}=\beta_{h, \ell_{0}+j}\left(1 \leq h \leq d_{0}, 1 \leq j \leq \ell_{1}\right)$,
$\mathrm{W}_{d_{0}+i, k}=\beta_{d_{0}+i, k}\left(1 \leq i \leq d_{1}, 1 \leq k \leq \ell_{0}\right), \quad \mathrm{Y}_{i j}=\alpha_{i j}\left(1 \leq i \leq d_{1}, 1 \leq j \leq \ell_{1}\right)$,
hence $\Delta_{\mathrm{ar}}$ is the value at the same point of the determinant $\Delta$ from Lemma 13.7.
We use Proposition 3.14 (Liouville's inequality); in the case where

$$
\mathrm{h}\left(1: \beta_{h 1}: \cdots: \beta_{h \ell}\right) \leq \log B_{1} \quad\left(1 \leq h \leq d_{0}\right)
$$

one uses the fact that for $1 \leq h \leq d_{0}$ the degree of the polynomial $\Delta$ in the variables $\mathrm{W}_{h 1}, \ldots, \mathrm{~W}_{h \ell_{0}}, \mathrm{X}_{h 1}, \ldots, \mathrm{X}_{h \ell_{1}}$ is at most $L T_{0}$, while for $1 \leq k \leq \ell_{0}$ the degree in $\mathrm{W}_{d_{0}+1, k}, \ldots, \mathrm{~W}_{d k}$ is at most $d^{+} L S_{0}$. In the other case where

$$
\mathrm{h}\left(1: \beta_{1 k}: \cdots: \beta_{d k}\right) \leq \log B_{2} \quad\left(1 \leq k \leq \ell_{0}\right)
$$

we use the fact that for $1 \leq k \leq \ell_{0}, \Delta$ has degree $\leq d^{+} L S_{0}$ in $\mathrm{W}_{1 k}, \ldots, \mathrm{~W}_{d k}$ and for $1 \leq h \leq d_{0}$, it has degree $\leq L T_{0}$ in $\mathrm{X}_{h 1}, \ldots, \mathrm{X}_{h \ell_{1}}$.

### 13.4 Proof of Theorem 13.1

We assume that the hypotheses of Theorem 13.1 are satisfied. We first give the main arguments, taking for granted some technical estimates; next we check these estimates.

### 13.4.1 Sketch of the Proof

We choose for $L$ the least integer for which

$$
L \geq 2\binom{T_{0}+r_{1}}{r_{1}}\binom{d^{+} S_{0}+r_{2}}{r_{2}}\left(\frac{V}{\log E}\right)^{r_{3}} .
$$

From the hypotheses in § 13.1 we deduce

$$
L \leq H\left(G^{+} ; \mathcal{T}\right)
$$

By the definition of $H\left(G^{+} ; \mathcal{T}\right)$, there exist monomials in $\mathbb{C}[G]=\mathbb{C}\left[\underline{X}, \underline{Y}^{ \pm 1}\right]$, say

$$
\underline{X}^{\tau_{\lambda}} \underline{Y}^{t_{\lambda}}=X_{1}^{\tau_{1} \lambda} \cdots X_{d_{0}}^{\tau_{d_{0} \lambda}} Y_{1}^{t_{1} \lambda} \cdots Y_{d_{1}}^{t_{d_{1} \lambda}} \quad(1 \leq \lambda \leq L),
$$

with $\underline{\tau}_{\lambda} \in \mathbb{N}^{d_{0}},\left\|\underline{\tau}_{\lambda}\right\| \leq T_{0}, \underline{t}_{\lambda} \in \mathcal{T}_{1}$, such that the restrictions to $G^{+}(\mathbb{C})$ of the associated mappings

$$
\begin{aligned}
G(\mathbb{C})= & \mathbb{C}^{d_{0}} \times\left(\mathbb{C}^{\times}\right)^{d_{1}} & \longrightarrow \mathbb{C} \\
& \longrightarrow \underline{u}, \underline{v}) & \longmapsto \underline{u}^{\tau_{\lambda}} \underline{v}_{-\lambda}^{t_{\lambda}}
\end{aligned}
$$

are linearly independent.
Our goal is to show that the matrix

$$
\boldsymbol{M}=\left(D^{\frac{\sigma}{w}}\left(\underline{z}^{\tau_{\lambda}} e^{t_{\lambda}} \underline{z}\right)\left(\underline{\eta_{\underline{s}}}\right)\right)_{\substack{1 \leq \lambda \leq L \\(\underline{\sigma}, \underline{S}}}
$$

has rank $<L$; the index of rows is $\lambda$ with $1 \leq \lambda \leq L$, while the index of columns is $(\underline{\sigma}, \underline{s})$ with $\underline{\sigma} \in \mathbb{N}^{\ell_{0}},\|\underline{\sigma}\| \leq d^{+} S_{0}$ and $\underline{s} \in \rho_{1}\left[d^{+}\right]$. Recall the notation

$$
s_{1}\left[d^{+}\right]=\left\{\underline{s}^{(1)}+\cdots+\underline{s}^{\left(d^{+}\right)} ; \underline{s}^{(i)} \in \delta_{1}\left(1 \leq i \leq d^{+}\right)\right\} .
$$

This will allow us to check the hypotheses of Philippon's multiplicity estimate (Chap. 10): indeed a vanishing nontrivial linear combination between the rows gives a nonzero element of $\mathbb{C}[G]$ of multidegree $\leq\left(T_{0}, \ldots, T_{d_{1}}\right)$ which does not vanish identically on $G^{+}$but vanishes to order $>d^{+} S_{0}$ with respect to $\mathcal{W}$ at each point of $\Sigma\left[d^{+}\right]+G^{-}$(recall the definition of $\mathcal{T}_{1}$ ) with

$$
\begin{aligned}
\Sigma\left[d^{+}\right] & =\left\{\underline{\gamma}^{(1)}+\cdots+\underline{\gamma}^{\left(d^{+}\right)} ; \underline{\gamma}^{(i)} \in \Sigma\left(1 \leq i \leq d^{+}\right)\right\} \\
& =\left\{s_{1} \underline{\gamma}_{1}+\cdots+s_{\ell_{1}} \underline{\gamma}_{\ell_{1}} ;\left(s_{1}, \ldots, s_{\ell_{1}}\right) \in \delta_{1}\left[d^{+}\right]\right\} .
\end{aligned}
$$

Theorem 8.1 then gives the conclusion of Theorem 13.1.
We select $L$ elements $\left(\underline{\sigma}_{\mu}, \underline{s}_{\mu}\right) \in \mathbb{N}^{\ell_{0}} \times s_{1}$ with $\left\|\underline{\sigma}_{\mu}\right\| \leq S_{0}$ and we consider the corresponding determinant (see Proposition 13.8)

$$
\Delta_{\mathrm{ar}}=\operatorname{det}\left(\theta_{\lambda \mu}\right)_{1 \leq \lambda, \mu \leq L}
$$

We want to prove $\Delta_{\mathrm{ar}}=0$.
We shall check below that the assumptions of Proposition 13.2 are satisfied with $\boldsymbol{w}, \boldsymbol{W}$ and $\mathcal{X}$ replaced by $\boldsymbol{w}^{\prime}, \mathcal{W}^{\prime}$ and $\mathcal{X}^{\prime}$ respectively, and with $\mathcal{U}_{0}=\{0\}$, $\mathcal{U}_{1}=T_{e}\left(G_{1}^{-}\right)$,

$$
\begin{gathered}
\psi_{\lambda_{\underline{\tau}}}\left(z_{d_{0}+1}, \ldots, z_{d}\right)=\left\{\begin{array}{ll}
e^{t_{\lambda}} \underline{z}=e^{t_{1 \lambda} z_{d_{0}+1}+\cdots+t_{d_{1} \lambda} z_{d}} & \text { for } \underline{\tau}=\underline{\tau_{\lambda}} \\
0 & \text { otherwise }
\end{array},\right. \\
\varphi_{\lambda}(\underline{z})=\underline{z}^{\underline{\tau_{\lambda}}} e_{-\lambda}^{t_{-}} \underline{z}=z_{1}^{\tau_{1 \lambda}} \cdots z_{d_{0} \lambda}^{\tau_{d_{0} \lambda}} \psi_{\lambda_{\underline{\tau}_{\lambda}}}\left(z_{d_{0}+1}, \ldots, z_{d}\right), \\
\underline{\zeta}_{\mu}=\underline{\eta}_{\underline{q}_{\mu}}^{\prime}, \quad \epsilon=e^{-V}, \\
M_{\lambda}=2\left(d^{+}+1\right) U+\left(d^{+}+1\right) \frac{U}{D}+1,
\end{gathered}
$$

while $\delta_{\lambda \mu}$ is defined by

$$
\theta_{\lambda \mu}=\mathscr{D}_{w^{\prime}}^{\underline{\sigma}_{\mu}}\left(\underline{z}^{\tau_{\lambda}} e^{t_{-\lambda} \underline{z}}\right)\left(\underline{\eta}_{\underline{s}_{\mu}}^{\prime}\right)+\epsilon \delta_{\lambda \mu}
$$

Hence

$$
\frac{1}{L} \log \left|\Delta_{\mathrm{ar}}\right| \leq-\frac{1}{2} V+2\left(d^{+}+1\right) U+\left(d^{+}+1\right) \frac{U}{D}+2+\log L
$$

From the estimates

$$
U_{0} \leq\left(d^{+}+1\right) \frac{U}{D}, \quad U_{1} \leq\left(d^{+}+1\right) U, \quad U_{2} \leq d^{+} U
$$

it follows that the conclusion of Proposition 13.8 gives the lower bound

$$
\frac{1}{L} \log \left|\Delta_{\mathrm{ar}}\right| \geq-2\left(2 d^{+}+1\right) U-(D-1) \log L+\left(d^{+}+1\right) \frac{U}{D}
$$

The first technical estimate below implies $e^{2} L^{D}<e^{U / 2}$; the condition $V \geq c U$ with $c=12 d^{+}+9$ shows that this lower bound for $\left|\Delta_{\text {ar }}\right|$ is not compatible with the previous upper bound ; hence the assumption of Proposition 13.8 is not satisfied, which means $\Delta_{\mathrm{ar}}=0$. This is what we wanted to prove.

### 13.4.2 First Technical Estimate

We prove now:

$$
e^{2} L^{D}<e^{U / 2}
$$

Using the lower bound

$$
2\binom{T_{0}+r_{1}}{r_{1}}\binom{d^{+} S_{0}+r_{2}}{r_{2}}\left(\frac{V}{\log E}\right)^{r_{3}} \geq 2\left(12 d^{+}+9\right)>1
$$

we derive

$$
L<3\binom{T_{0}+r_{1}}{r_{1}}\binom{d^{+} S_{0}+r_{2}}{r_{2}}\left(\frac{V}{\log E}\right)^{r_{3}}
$$

From the estimates $\log E \geq 1$ and $\max \left\{T_{0}, S_{0}, r_{1}, r_{2}\right\} \leq U$, we deduce

$$
\begin{aligned}
L & <3\left(T_{0}+r_{1}\right)^{r_{1}}\left(d^{+} S_{0}+r_{2}\right)^{r_{2}}\left(\frac{V}{\log E}\right)^{r_{3}} \\
& <3\left(12 d^{+}+9\right)^{r} U^{r} .
\end{aligned}
$$

Using the assumption $U \geq 20 r D \log (2 d D)$ we obtain $U^{r D}<e^{U / 4}$ and $9 e^{2}(4 d+3)<$ $e^{U / 4 r D}$ (for this last upper bound one may notice that the assumptions of § 13.1 cannot be satisfied with $d=1$ ). The first technical estimate follows.

### 13.4.3 Second Technical Estimate

We check the upper bounds

$$
e^{2} d^{+} T^{*} S^{*}\left(T_{0}+d^{+} S_{0}+d^{+} T^{*} S^{*}\right)<e^{U} \quad \text { and } \quad T_{0}+d^{+} S_{0}+d^{+} T^{*} S^{*} E<e^{V}
$$

which will be needed later. We bound firstly $T_{0}+d^{+} S_{0}+d^{+} T^{*} S^{*}$ by $(2 d+1) U$, secondly $T^{*} S^{*}$ by $U$, and next $e^{2} d^{+}(2 d+1) U^{2}$ by $e^{U}$, using again the lower bound $U \geq 20 \log (2 d)$. This proves the first estimate, while the second is proved in the same way using the inequality $U>\log E$.

### 13.4.4 Upper Bound for $\widetilde{V}$

We check

$$
\widetilde{V} \leq\left(1+\frac{r_{3}}{4}\right) V
$$

Indeed, from $V=c U$ with $c=12 d^{+}+9$, using the assumption

$$
\max \left\{T_{0} \log E, S_{0} \log E, r_{3} \log E\right\} \leq U
$$

we deduce

$$
\begin{aligned}
\widetilde{V} & =V+r_{3} T_{0} \log E+\left(r_{3}+1\right) d^{+} S_{0} \log E+r_{3}\left(r_{3}+1\right) \log E \\
& \leq V+\left(d^{+} r_{3}+d^{+}+2 r_{3}+1\right) U \leq\left(1+\frac{d^{+} r_{3}+d^{+}+2 r_{3}+1}{c}\right) V
\end{aligned}
$$

Since

$$
\frac{d^{+} r_{3}+d^{+}+2 r_{3}+1}{c} \leq \frac{r_{3}}{4} \quad \text { and } \quad\left(1+\frac{r_{3}}{4}\right)^{r_{3}+1}<\left(r_{3}+1\right)!
$$

we deduce

$$
\frac{2}{\left(r_{3}+1\right)!}\left(\frac{\widetilde{V}}{V}\right)^{r_{3}+1}<2
$$

### 13.4.5 Estimate for $M_{\lambda}$

We check now that the assumptions of Proposition 13.2 are satisfied with

$$
M_{\lambda}=2\left(d^{+}+1\right) U+\left(d^{+}+1\right) \frac{U}{D}+1
$$

Recall that a complex algebraic number $\beta$ of degree $\leq D$ and absolute logarithmic height $\leq \log B$ satisfies $|\beta| \leq B^{D}$.

For $1 \leq k \leq \ell_{0}$ write $\underline{w}_{k}^{\prime}=\left(w_{1 k}^{\prime}, \ldots, w_{d k}^{\prime}\right)$. From the assumptions of Theorem 13.1 we derive, for $1 \leq h \leq d_{0}$ and $1 \leq k \leq \ell_{0}$,

$$
\left|w_{h k}^{\prime}-\beta_{h k}\right| \leq e^{-V} \quad \text { and } \quad\left|\beta_{h k}\right| \leq \max \left\{B_{1}^{D}, B_{2}^{D}\right\}
$$

hence

$$
\left|w_{h k}^{\prime}\right| \leq \max \left\{B_{1}^{D}, B_{2}^{D}\right\}\left(1+e^{-V}\right)
$$

because $B_{i} \geq 1$; from the estimate $\log (1+t) \leq t$ (for $t \geq 0$ ), we obtain

$$
\log \left|w_{h k}^{\prime}\right| \leq D \log \max \left\{B_{1}, B_{2}\right\}+e^{-V}
$$

We also write $\underline{\eta}_{j}^{\prime}=\left(\eta_{1 j}^{\prime}, \ldots, \eta_{d j}^{\prime}\right)$ for $1 \leq j \leq \ell_{1}$. The same argument gives, for $1 \leq h \leq d_{0}, 1 \leq i \leq d_{1}$ and $1 \leq j \leq \ell_{1}$ :

$$
\log \left|\eta_{h j}^{\prime}\right| \leq D \log B_{1}+e^{-V}, \quad \log \left|w_{d_{0}+i, k}^{\prime}\right| \leq D \log B_{2}+e^{-V}
$$

and

$$
\left|\eta_{d_{0}+i, j}^{\prime}\right| \leq\left|\lambda_{i j}\right|+e^{-V}
$$

Fix $\lambda$ and $\mu$ in the range $1 \leq \lambda \leq L, 1 \leq \mu \leq L$, and define $F_{\lambda \mu}: \mathbb{C} \rightarrow \mathbb{C}$ by

$$
F_{\lambda \mu}(z)=\mathscr{D}_{w^{\prime}}^{\underline{\sigma_{\mu}}}\left(\underline{z}^{\tau_{\lambda}} e^{t_{-\lambda}} \underline{z}\right)\left(z \underline{\underline{\eta}}_{\underline{s}_{\mu}^{\prime}}^{\prime}\right)
$$

Lemma 13.9. We have

$$
\log \sup _{|z|=E}\left|F_{\lambda \mu}(z)\right| \leq U_{0}+U_{1}+U_{3}+T_{0} \log E+1,
$$

where

$$
U_{3}=E\left|\sum_{i=1}^{d_{1}} \sum_{j=1}^{\ell_{1}} t_{i} s_{j} \lambda_{i j}\right| .
$$

Proof. We can write

$$
F_{\lambda \mu}(z)=P_{\underline{t \underline{t}}}^{(\sigma \underline{s})}\left(\boldsymbol{w}^{\prime}, z \boldsymbol{x}^{\prime}\right) \prod_{i=1}^{d_{1}} \prod_{j=1}^{\ell_{1}} e^{t_{i} s_{j} \prime_{d_{0}+i, j}^{\prime}} z^{z}
$$

where $\boldsymbol{w}^{\prime}$ denotes the point in $\mathbb{C}^{d \ell_{0}}$ with coordinates $\left(w_{i k}^{\prime}\right), \boldsymbol{x}^{\prime}$ denotes the point in $\mathbb{C}^{d_{0} \ell_{1}}$ with coordinates $\left(\eta_{h j}^{\prime}\right)$ and $P_{\underline{\underline{t}}}^{(\sigma s)}$ is the polynomial of Proposition 13.6, in the variables $W_{i k}, X_{h j}$, with length bounded by $e^{U_{0}}$ and total degree in $X_{h 1}, \ldots, X_{h \ell_{1}}$ at most $T_{0}$. Hence

$$
\log \left|P_{\underline{\tau t}}^{(\sigma \underline{t})}\left(\boldsymbol{w}^{\prime}, z \boldsymbol{x}^{\prime}\right)\right| \leq U_{0}+U_{1}+T_{0} \log E+\left(T_{0}+d^{+} S_{0}\right) e^{-V} .
$$

Finally for $|z| \leq E$ we have

$$
\begin{aligned}
\log \left|\prod_{i=1}^{d_{1}} \prod_{j=1}^{\ell_{1}} e^{t_{i} s_{j} \eta_{d_{0}+i, j}^{\prime}}\right| & \leq\left|\sum_{i=1}^{d_{1}} \sum_{j=1}^{\ell_{1}} t_{i} s_{j} \eta_{d_{0}+i, j}^{\prime} z\right| \\
& \leq E\left|\sum_{i=1}^{d_{1}} \sum_{j=1}^{\ell_{1}} t_{i} s_{j} \lambda_{i j}\right|+d^{+} T^{*} S^{*} E e^{-V} \\
& \leq U_{3}+d^{+} T^{*} S^{*} E e^{-V}
\end{aligned}
$$

By the second technical estimate, we may bound

$$
\left(T_{0}+d^{+} S_{0}+d^{+} T^{*} S^{*} E\right) e^{-V} \quad \text { by } \quad 1 .
$$

For the proof of the next analytic lemma, we need a simple auxiliary result which is useful to estimate differences.

Lemma 13.10. Let $v_{1}, \ldots, v_{\ell}$ be positive integers and $P$ a polynomial with complex coefficients in $v_{1}+\cdots+v_{\ell}$ variables $X_{i j}\left(1 \leq j \leq v_{i}, 1 \leq i \leq \ell\right)$. Assume $P$ has total degree $N$. Assume also that for any $i=1, \ldots, \ell, P$ has total degree $\leq L_{i}$ with respect to the $\nu_{i}$ variables $X_{i 1}, \ldots, X_{i v_{i}}$. Let $a_{i j}, b_{i j}$ be complex numbers and $A_{1}, \ldots, A_{\ell}, \in$ positive real numbers such that

$$
\max \left\{1,\left|a_{i j}\right|,\left|b_{i j}\right|\right\} \leq A_{i} \quad \text { and } \quad\left|a_{i j}-b_{i j}\right| \leq \epsilon A_{i}
$$

for $1 \leq j \leq \nu_{i}$ and $1 \leq i \leq \ell$. Then

$$
|P(\underline{a})-P(\underline{b})| \leq \epsilon N L(P) A_{1}^{L_{1}} \cdots A_{\ell}^{L_{\ell}} .
$$

Proof. For any integer $k \geq 0$, the identity

$$
a^{k}-b^{k}=(a-b)\left(a^{k-1}+\cdots+b^{k-1}\right)
$$

gives the estimate

$$
\left|a^{k}-b^{k}\right| \leq k|a-b| \max \{|a|,|b|\}^{k-1}
$$

By induction on $m$, one deduces, for $k_{1}, \ldots, k_{m}$ nonnegative integers,

$$
\begin{aligned}
& \left|a_{1}^{k_{1}} \cdots a_{m}^{k_{m}}-b_{1}^{k_{1}} \cdots b_{m}^{k_{m}}\right| \leq \\
& \qquad \sum_{\nu=1}^{m} k_{\nu}\left|a_{v}-b_{v}\right| \max \left\{\left|a_{\nu}\right|,\left|b_{\nu}\right|\right\}^{k_{v}-1} \prod_{\substack{\mu \neq v \\
1 \leqslant \mu \leq m}} \max \left\{\left|a_{\mu}\right|,\left|b_{\mu}\right|\right\}^{k_{\mu}} .
\end{aligned}
$$

This proves Lemma 13.10 when $P$ is a monomial; the general case easily follows.

Remark. The same proof yields a homogeneous version of Lemma 13.10: for each $i \in\{1, \ldots, \ell\}$ for which $P$ is homogeneous of degree $L_{i}$ with respect to the $\nu_{i}$ variables $X_{i 1}, \ldots, X_{i v_{i}}$, one may replace

$$
\max \left\{1,\left|a_{i j}\right|,\left|b_{i j}\right|\right\} \leq A_{i} \quad \text { by } \quad \max \left\{\left|a_{i j}\right|,\left|b_{i j}\right|\right\} \leq A_{i}
$$

For instance if $P \in \mathbb{C}\left[X_{0}, \ldots, X_{m}\right]$ is homogeneous of degree $N$, then

$$
\begin{aligned}
& \left|P\left(a_{0}, \ldots, a_{m}\right)-P\left(b_{0}, \ldots, b_{m}\right)\right| \leq \\
& \quad N L(P)\left(\max _{0 \leq i \leq m}\left|a_{i}-b_{i}\right|\right)\left(\max _{0 \leq i \leq m} \max \left\{\left|a_{i}\right|,\left|b_{i}\right|\right\}\right)^{N-1}
\end{aligned}
$$

Lemma 13.11. The number

$$
\delta_{\lambda \mu}=e^{V}\left(\mathscr{D}_{w}^{\underline{\sigma}_{\omega}}\left(\underline{z}^{\tau_{\lambda}} e^{t_{\lambda}, \underline{z}}\right)\left(\underline{\underline{q}}_{\underline{s}_{\mu}}\right)-\mathscr{D}_{w^{\prime}}^{\underline{\sigma}_{\mu}}\left(\underline{z}^{\tau_{\lambda}} e^{t_{\lambda}, \underline{z}}\right)\left(\underline{\underline{s}}_{s_{\mu}}^{\prime}\right)\right)
$$

has absolute value bounded by

$$
\log \left|\delta_{\lambda \mu}\right| \leq U_{0}+U_{1}+\frac{U_{3}}{E}+U
$$

Proof. For simplicity we write $\underline{\tau}, \underline{t}, \underline{\sigma}$ and $\underline{s}$ in place of $\underline{\tau}_{\lambda}, \underline{t}_{\lambda}, \underline{\sigma}_{\mu}$ and $\underline{s}_{\mu}$. We use Exercise 1.1.a:

$$
\left|e^{z}-e^{z^{\prime}}\right| \leq\left|z-z^{\prime}\right| \max \left\{\left|e^{z}\right|,\left|e^{z^{\prime}}\right|\right\}
$$

with

$$
z=\sum_{i=1}^{d_{1}} \sum_{j=1}^{\ell_{1}} t_{i} s_{j} \lambda_{i j}, \quad z^{\prime}=\sum_{i=1}^{d_{1}} \sum_{j=1}^{\ell_{1}} t_{i} s_{j} \eta_{d_{0}+i, j}^{\prime}
$$

For these values of $z$ and $z^{\prime}$ we have

$$
e^{z}=\prod_{i=1}^{d_{1}} \prod_{j=1}^{\ell_{1}} \alpha_{i j}^{t_{i} s_{j}}, \quad e^{z^{\prime}}=\prod_{i=1}^{d_{1}} \prod_{j=1}^{\ell_{1}} e^{t_{i} s_{j} \eta_{d_{0}+i, j}^{\prime}}
$$

and

$$
\begin{gathered}
\left|z-z^{\prime}\right| \leq d^{+} T^{*} S^{*} e^{-V}, \quad\left|e^{z}\right| \leq \exp \left(\frac{U_{3}}{E}\right) \\
\left|e^{z^{\prime}}\right| \leq \exp \left(\frac{U_{3}}{E}+d^{+} T^{*} S^{*} e^{-V}\right)
\end{gathered}
$$

Hence

$$
\left|e^{z}-e^{z^{\prime}}\right| \leq d^{+} T^{*} S^{*} e^{-V} \max \left\{1,\left|e^{z}\right|,\left|e^{z^{\prime}}\right|\right\}
$$

with

$$
\log \max \left\{1,\left|e^{z}\right|,\left|e^{z^{\prime}}\right|\right\} \leq \frac{U_{3}}{E}+d^{+} T^{*} S^{*} e^{-V}
$$

We use Lemma 13.10 for the polynomial

$$
P_{\underline{\tau t}}^{\left(\frac{\sigma s}{(\underline{s})}\right.}(\mathbb{W}, \mathbb{X}) Z
$$

The number $e^{-V} \delta_{\lambda \mu}$ which we want to estimate is the absolute value of the difference of the values of this polynomial at two different points, namely the points with coordinates

$$
W_{h k}=\beta_{h k}, \quad X_{h j}=\beta_{h, \ell_{0}+j}, \quad Z=\prod_{i=1}^{d_{1}} \prod_{j=1}^{\ell_{1}} \alpha_{i j}^{t_{i j}, j_{j}}
$$

and

$$
W_{h k}=w_{h k}^{\prime}, \quad X_{h j}=\eta_{h j}^{\prime}, \quad Z=\prod_{i=1}^{d_{1}} \prod_{j=1}^{\ell_{1}} e^{t_{i} s_{j} \eta_{d_{0}+i, j}^{\prime}}
$$

respectively. We use Lemma 13.10 with $\epsilon=d^{+} T^{*} S^{*} e^{-V}$. The total degree $N$ is bounded by $T_{0}+d^{+} S_{0}+1$ and the length by $e^{U_{0}}$. We deduce

$$
\begin{aligned}
\log \left|\delta_{\lambda \mu}\right| \leq \log \left(d^{+} T^{*} S^{*}\right)+\log \left(T_{0}+d^{+} S_{0}+1\right)+U_{0}+ & U_{1}+\frac{U_{3}}{E}+ \\
& \left(T_{0}+d^{+} S_{0}+d^{+} T^{*} S^{*}\right) e^{-V}
\end{aligned}
$$

From the technical estimates we deduce

$$
e d^{+} T^{*} S^{*}\left(T_{0}+d^{+} S_{0}+1\right) \leq e^{U}, \quad\left(T_{0}+d^{+} S_{0}+d^{+} T^{*} S^{*}\right) e^{-V} \leq 1
$$

and the conclusion of Lemma 13.11 readily follows.
From the estimates

$$
U_{0} \leq\left(d^{+}+1\right) \frac{U}{D}, \quad U_{1} \leq\left(d^{+}+1\right) U
$$

and

$$
U_{3} \leq d^{+} U, \quad T_{0} \log E \leq D T_{0} \log B_{1} \leq U
$$

we conclude that

$$
M_{\lambda}=\left(d^{+}+1\right)\left(2+\frac{1}{D}\right) U+1
$$

is admissible, which is what we wanted to check.

### 13.5 Directions for Use

In this section we explain how to use Theorem 13.1. For simplicity we shall consider only the simpler situation where $G^{-}=\{e\}, G^{+}=G$ (see § 14.4.5.for comments on the relevance of $G^{-}$and $G^{+}$).

We also assume that $\mathcal{T}_{1}$ is the full set of tuples $\left(t_{1}, \ldots, t_{d_{1}}\right)$ for which $\left|t_{i}\right| \leq T_{i}$ $\left(1 \leq i \leq d_{1}\right)$, and similarly for $\delta_{1}$. Even when $G^{-}=\{e\}$, it may be useful to take for $\mathcal{T}_{1}$ and $\delta_{1}$ smaller subsets (for instance in connection with Matveev's trick - see $\S 9.3$ ), but we shall no insist further on this point.

The statement of Theorem 13.1 involves a number of parameters. In most applications (examples already occurred earlier in this book, and further applications are to come), the parameters $A_{i j}, B_{1}, B_{2}$ and $E$ are imposed by the data. For instance, when proving a measure of linear independence for logarithms of algebraic numbers, that means a lower bound for the absolute value of nonzero numbers of the form

$$
\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m}
$$

the parameters $A_{i j}$ measure the height of the algebraic numbers $e^{\lambda_{i}}, B_{1}$ and $B_{2}$ are related to the heights of the coefficients $\beta_{0}, \ldots, \beta_{m}$, and $E$ is connected with $\left|\lambda_{j}\right|$.

On the other hand we have to choose the parameters $T_{0}, T_{1}, \ldots, T_{d_{1}}$ and $S_{0}, S_{1}, \ldots, S_{\ell_{1}}$, and the main goal of this section is to provide a few tips for a good choice; here, good means that we are looking for a sharp conclusion, which means that $U$ and $V$ should be as small as possible.

In many applications, the most restrictive conditions on the parameters are imposed by the fact that we wish to avoid the trivial case where the conclusion of Theorem 13.1 holds with $G^{*}=\{e\}$. We deal with this issue here.

### 13.5.1 Optimal Value for $\boldsymbol{U}$

We prove that, under the assumptions of Theorem 13.1, if the parameter $U$ is sufficiently small, then the conclusion is satisfied with $G^{*}=\{e\}$. This indicates, to a certain extent, a limit of application of Theorem 13.1: one can deduce a nontrivial conclusion only by taking $U$ large enough.

Proposition 13.12. Under the assumptions of Theorem 13.1, suppose

$$
\begin{aligned}
& \mathcal{T}_{1}=\left\{\underline{t} \in \mathbb{Z}^{d_{1}} ;\left|t_{i}\right| \leq T_{i}\left(1 \leq i \leq d_{1}\right)\right\}, \\
& s_{1}=\left\{\underline{s} \in \mathbb{Z}^{\ell_{1}} ;\left|s_{j}\right| \leq S_{j}\left(1 \leq j \leq \ell_{1}\right)\right\}
\end{aligned}
$$

and $G_{1}^{-}=\{1\}, G_{1}^{+}=G_{1}$. Suppose also $T_{i} \geq 1$ for $1 \leq i \leq d_{1}, S_{j} \geq 1$ for $1 \leq j \leq \ell_{1}$, and moreover $T_{0} \geq 1$ if $d_{0}>0, S_{0} \geq 1$ if $\ell_{0}>0$. Assume further that the numbers

$$
\begin{aligned}
& u=d_{1} \ell_{1}+d_{0} \ell_{1}+d_{1} \ell_{0}-r\left(d_{1}+\ell_{1}\right), \\
& \delta=d_{1} \ell_{1}+d_{0} \ell_{1}+d_{1} \ell_{0}-\left(r-r_{3}\right)\left(d_{1}+\ell_{1}\right), \\
& b_{1}=d_{0} \ell_{1}-r_{1}\left(d_{1}+\ell_{1}\right), \\
& b_{2}=d_{1} \ell_{0}-r_{2}\left(d_{1}+\ell_{1}\right)
\end{aligned}
$$

are $\geq 0$. If the conclusion of Theorem 13.1 is not satisfied for the trivial subgroup $G^{*}=\{e\}$, then the parameter $U$ satisfies

$$
U^{u} \geq c_{0} D^{\delta}\left(\log B_{1}\right)^{b_{1}}\left(\log B_{2}\right)^{b_{2}}\left(\prod_{i=1}^{d_{1}} \prod_{j=1}^{\ell_{1}} \log A_{i j}\right)(\log E)^{-r_{3}\left(d_{1}+\ell_{1}\right)}
$$

where $c_{0}$ depends only on $d_{0}, d_{1}, \ell_{0}, \ell_{1}, r_{1}, r_{2}, r_{3}$.
Proof.
Define

$$
L=\binom{T_{0}+d_{0}}{d_{0}}\left(2 T_{1}+1\right) \cdots\left(2 T_{d_{1}}+1\right)=\binom{T_{0}+d_{0}}{d_{0}} \operatorname{Card} \mathcal{T}_{1}
$$

and

$$
N=\binom{S_{0}+\ell_{0}}{\ell_{0}}\left(2 S_{1}+1\right) \cdots\left(2 S_{\ell_{1}}+1\right)=\binom{S_{0}+\ell_{0}}{\ell_{0}} \operatorname{Card} \ell_{1}
$$

which represent (to a certain extent) the number of unknowns and the number of equations in the multiplicity estimate. We have

$$
L \leq\left(1+\eta_{1}\right) \frac{2^{d_{1}}}{d_{0}!} T_{0}^{d_{0}} T_{1} \cdots T_{d_{1}} \quad \text { and } \quad N \leq\left(1+\eta_{2}\right) \frac{2^{\ell_{1}}}{\ell_{0}!} S_{0}^{\ell_{0}} S_{1} \cdots S_{\ell_{1}}
$$

with

$$
1+\eta_{1}=\left(1+\frac{d_{0}}{T_{0}}\right)^{d_{0}}\left(1+\frac{1}{2 T_{1}}\right) \cdots\left(1+\frac{1}{2 T_{d_{1}}}\right)
$$

and

$$
1+\eta_{2}=\left(1+\frac{\ell_{0}}{S_{0}}\right)^{\ell_{0}}\left(1+\frac{1}{2 S_{1}}\right) \cdots\left(1+\frac{1}{2 S_{\ell_{1}}}\right) .
$$

Since the conclusion of Theorem 13.1 is not satisfied for the trivial subgroup $G^{*}$ of dimension 0 , we have

$$
N \geq c_{Z E} L \quad \text { with } \quad c_{Z E}=d!
$$

The analytic condition implies

$$
L \geq c_{A N} T_{0}^{r_{1}} S_{0}^{r_{2}}\left(\frac{V}{\log E}\right)^{r_{3}} \quad \text { with } \quad c_{A N}=\frac{2 d^{r_{2}}}{r_{1}!r_{2}!}
$$

while the arithmetic condition requires

$$
V \geq c_{A R} U, \quad \text { with } \quad c_{A R}=12 d+9
$$

Hence the arithmetic plus analytic constraints are

$$
L \geq c_{A N}\left(c_{A R}\right)^{r_{3}} T_{0}^{r_{1}} S_{0}^{r_{2}}\left(\frac{U}{\log E}\right)^{r_{3}}
$$

From the upper bounds for $L$ and $N$ one deduces

$$
L^{\ell_{1}} N^{d_{1}} \leq\left(1+\eta_{1}\right)^{\ell_{1}}\left(1+\eta_{2}\right)^{d_{1}}\left(\frac{T_{0}^{d_{0}}}{d_{0}!}\right)^{\ell_{1}}\left(\frac{S_{0}^{\ell_{0}}}{\ell_{0}!}\right)^{d_{1}} 4^{d_{1} \ell_{1}} \prod_{i=1}^{d_{1}} \prod_{j=1}^{\ell_{1}} T_{i} S_{j}
$$

We estimate the left hand side:

$$
L^{\ell_{1}} N^{d_{1}} \geq\left(c_{Z E}\right)^{d_{1}} L^{d_{1}+\ell_{1}} \geq\left(c_{Z E}\right)^{d_{1}}\left(c_{A N}\left(c_{A R}\right)^{r_{3}}\right)^{d_{1}+\ell_{1}}\left(T_{0}^{r_{1}} S_{0}^{r_{2}}\left(\frac{U}{\log E}\right)^{r_{3}}\right)^{d_{1}+\ell_{1}}
$$

Therefore we have

$$
\begin{aligned}
\left(1+\eta_{1}\right)^{\ell_{1}}\left(1+\eta_{2}\right)^{d_{1}} & T_{0}^{d_{0} \ell_{1}} S_{0}^{d_{1} \ell_{0}} \prod_{i=1}^{d_{1}} \prod_{j=1}^{\ell_{1}} T_{i} S_{j} \geq \\
& \frac{d_{0}!^{\ell_{1}} \ell_{0}!^{d_{1}}}{4^{d_{1} \ell_{1}}}\left(c_{Z E}\right)^{d_{1}}\left(c_{A N}\left(c_{A R}\right)^{r_{3}}\right)^{d_{1}+\ell_{1}}\left(T_{0}^{r_{1}} S_{0}^{r_{2}}\left(\frac{U}{\log E}\right)^{r_{3}}\right)^{d_{1}+\ell_{1}}
\end{aligned} .
$$

We use the bounds

$$
T_{0} \leq \frac{U}{D \log B_{1}}, \quad S_{0} \leq \frac{U}{D \log B_{2}}, \quad T_{i} S_{j} \leq \frac{U}{D \log A_{i j}}
$$

together with $u \geq 0, \delta \geq 0, b_{1} \geq 0, b_{2} \geq 0$ and we find the given condition on $U$.

Remark. The proof yields also an estimate for $c_{0}$. For simplicity we replace $\eta_{1}$ and $\eta_{2}$ by 0 (in all applications these numbers are pretty small, in any case $<1$ ). We also assume

$$
T_{i} S_{j} \leq \frac{U}{d_{1} \ell_{1} D \log A_{i j}}
$$

Then

$$
\begin{align*}
c_{0} & \geq\left(d_{0}!\right)^{\ell_{1}}\left(\ell_{0}!\right)^{d_{1}} \cdot\left(\frac{d_{1} \ell_{1}}{4}\right)^{d_{1} \ell_{1}}\left(c_{Z E}\right)^{d_{1}}\left(c_{A N}\left(c_{A R}\right)^{r_{3}}\right)^{d_{1}+\ell_{1}}  \tag{13.13}\\
& \geq \frac{\left(d_{0}!\right)^{\ell_{1}}\left(\ell_{0}!\right)^{d_{1}}\left(d_{1} \ell_{1}\right)^{d_{1} \ell_{1}} d!^{d_{1}}}{4^{d_{1} \ell_{1}}}\left(\frac{2 d^{r_{2}}(12 d+9)^{r_{3}}}{r_{1}!r_{2}!}\right)^{d_{1}+\ell_{1}}
\end{align*}
$$

This is only a lower bound for the value of the constant which can be expected using Theorem 13.1. The actual value involves extra terms, coming for instance from the need to choose the parameters $T_{0}, \ldots, T_{d_{1}}, S_{0}, \ldots, S_{\ell_{1}}$ as integers, and taking into account the difference between a real number and its integral part. On the other hand if one wishes to get a sharp numerical constant, it is usually advisable to repeat the proof introducing a few minor refinements at some places. Such tricks can be found in the literature on this subject. The paper [LauMN 1995] (which deals only with homogeneous linear combinations of two logarithms only) contains several such refinements. Just to name one of them, the use of Blaschke factors (see Exercise 4.3), which was introduced in [MiW 1978], easily yields sharper numerical values for the final constants.

### 13.5.2 Choice of the Parameters

Proposition 13.12 gives a limit of application to Theorem 13.1. When applying Theorem 13.1, one wishes to come as close as possible to this limit. We explain how to select the parameters for this purpose.

We shall denote by $c_{1}$ a constant which depends only on $d_{0}, d_{1}, \ell_{0}, \ell_{1}, r_{1}, r_{2}, r_{3}$.
We assume, as we may without loss of generality,

$$
\log A_{i j} \leq \frac{\log A_{i 1} \log A_{1 j}}{\log A_{11}}
$$

for $1 \leq i \leq d_{1}, 1 \leq j \leq \ell_{1}$ (a permutation reduces to this case).
Remark. From the proof of Proposition 13.12 it is easy to see that the optimal value of $U$ cannot be reached unless the rank of the matrix $\left(\log A_{i j}\right)$ is 1 .

We first define $U$ by the following condition involving $u, \delta, b_{1}, b_{2}$ :

$$
\begin{aligned}
& U^{u}=c_{0} D^{\delta}\left(\log B_{1}\right)^{b_{1}}\left(\log B_{2}\right)^{b_{2}} . \\
& \\
& \left(\prod_{i=1}^{d_{1}} \log A_{i 1}\right)^{\ell_{1}}\left(\prod_{j=1}^{\ell_{1}} \log A_{1 j}\right)^{d_{1}}\left(\log A_{11}\right)^{-d_{1} \ell_{1}}(\log E)^{-r_{3}\left(d_{1}+\ell_{1}\right)} .
\end{aligned}
$$

The definition of $S_{0}$ and $T_{0}$ is easy:

$$
T_{0}=\left[\frac{U}{D \log B_{1}}\right], \quad S_{0}=\left[\frac{U}{D \log B_{2}}\right]
$$

We shall select a positive integer $S_{1}$ below and then define

$$
\begin{gathered}
S_{j}=\left[S_{1} \frac{\log A_{11}}{\log A_{1 j}}\right] \quad\left(1 \leq j \leq \ell_{1}\right), \\
T_{i}=\left[\frac{U}{d_{1} \ell_{1} D S_{1} \log A_{i 1}}\right] \quad\left(1 \leq i \leq d_{1}\right) .
\end{gathered}
$$

This enables us to check

$$
\sum_{i=1}^{d_{1}} \sum_{j=1}^{\ell_{1}} T_{i} S_{j} \log A_{i j} \leq \frac{U}{D} .
$$

Now we define $S_{1}$ in terms of $U$ in such a way that the condition $N \geq c_{Z E} L$ of $\S 13.5 .1$ is satisfied. For simplicity we replace

$$
N \quad \text { by } \quad \frac{2^{\ell_{1}}}{\ell_{0}!}\left(\frac{U}{D \log B_{2}}\right)^{\ell_{0}} \frac{\left(S_{1} \log A_{11}\right)^{\ell_{1}}}{\log A_{11} \cdots \log A_{1 \ell_{1}}}
$$

and

$$
L \text { by } \frac{2^{d_{1}}}{d_{0}!}\left(\frac{U}{D \log B_{1}}\right)^{d_{0}} \frac{U^{d_{1}}}{\left(d_{1} \ell_{1} D S_{1}\right)^{d_{1}} \log A_{11} \cdots \log A_{d_{1} 1}} .
$$

Accordingly we choose the least positive integer for which

$$
S_{1}^{d_{1}+\ell_{1}} \geq c_{1} \frac{U^{d-\ell_{0}}\left(\log B_{2}\right)^{\ell_{0}} \log A_{11} \cdots \log A_{1 \ell_{1}}}{D^{d-\ell_{0}}\left(\log B_{1}\right)^{d_{0}}\left(\log A_{11}\right)^{\ell_{1}} \log A_{11} \cdots \log A_{d_{1} 1}}
$$

with some $c_{1}$ satisfying

$$
c_{1} \geq \frac{\ell_{0}!2^{d_{1}-\ell_{1}}}{d_{0}!\left(d_{1} \ell_{1}\right)^{d_{1}}} \cdot c_{Z E}
$$

(see Exercise 13.7). This is essentially how our parameters will be chosen in the next chapter. Notice that this choice leads a value for $T_{1}^{d_{1}+\ell_{1}}$ which is close to

$$
c_{1}^{\prime} \frac{U^{\ell-d_{0}}\left(\log B_{1}\right)^{d_{0}} \log A_{11} \cdots \log A_{d_{1} 1}}{D^{\ell-d_{0}}\left(\log B_{2}\right)^{\ell_{0}}\left(\log A_{11}\right)^{d_{1}} \log A_{11} \cdots \log A_{1 \ell_{1}}}
$$

where

$$
c_{1}^{\prime}=\frac{d_{0}!2^{\ell_{1}-d_{1}}}{\ell_{0}!\left(d_{1} \ell_{1}\right)^{\ell_{1}}} \cdot \frac{1}{c_{Z E}} .
$$

A good approximation for $L$ is then

$$
\frac{2^{d_{1}}}{d_{0}!\left(d_{1} \ell_{1}\right)^{d_{1}}} \cdot \frac{U^{d}}{D^{d}\left(\log B_{1}\right)^{d_{0}} S_{1}^{d_{1}} \log A_{11} \cdots \log A_{d_{1} 1}}
$$

which is close to

$$
c_{A N}\left(c_{A R}\right)^{r_{3}} \frac{U^{r}}{\left(D \log B_{1}\right)^{r_{1}}\left(D \log B_{2}\right)^{r_{2}}}
$$

### 13.5.3 On the Conditions $T_{i} \geq 1$ and $S_{j} \geq 1$

Recall that the letters $T_{0}, T_{1}, \ldots, T_{d_{1}}$ and $S_{0}, S_{1}, \ldots, S_{\ell_{1}}$ in Theorem 13.1 denote positive integers. A general principle is that if the choice suggested in § 13.5.1 yields a value for some of the parameters $T_{i}$ or $S_{j}$ less than one, then one should omit the corresponding factor. The condition $S_{j} \geq 1$ amounts to

$$
\begin{aligned}
& c_{1} U^{d-\ell_{0}}\left(\log B_{2}\right)^{\ell_{0}}\left(\log A_{11}\right)^{d_{1}} \log A_{11} \cdots \log A_{1 \ell_{1}} \geq \\
& D^{d-\ell_{0}}\left(\log B_{1}\right)^{d_{0}}\left(\log A_{1 j}\right)^{d_{1}+\ell_{1}} \log A_{11} \cdots \log A_{d_{1} 1}
\end{aligned}
$$

while the condition $T_{i} \geq 1$ is essentially

$$
\begin{aligned}
& c_{1}^{\prime} U^{\ell-d_{0}}\left(\log B_{1}\right)^{d_{0}}\left(\log A_{11}\right)^{\ell_{1}} \log A_{11} \cdots \log A_{d_{1} 1} \geq \\
& D^{\ell-d_{0}}\left(\log B_{2}\right)^{\ell_{0}}\left(\log A_{i 1}\right)^{d_{1}+\ell_{1}} \log A_{11} \cdots \log A_{1 \ell_{1}} .
\end{aligned}
$$

We shall use this remark in $\S \S 14.1 .2,14.2 .2,14.3 .1$ and 14.3.2.

### 13.6 Introducing Fel'dman's Polynomials

As mentioned in the introduction of the present chapter, we did not include Fel'dman's polynomials in our proof. Therefore Theorem 13.1 does not contain the refined measures of linear independence of logarithms given in Theorem 9.1 for instance. We explain here one way of including such a refinement in Theorem 13.1.

In this section we assume that the $d_{0} \times \ell_{0}$ matrix $\mathrm{B}_{0}$ has a special shape:

$$
\beta_{h k}=\delta_{h k} \quad\left(1 \leq h \leq d_{0}, \quad 1 \leq k \leq \ell_{0}\right)
$$

(This assumption is satisfied, by agreement, when either $d_{0}=0$ or $\ell_{0}=0$ ). The specialization $\widetilde{P}_{\underline{\tau t}}^{(\sigma s)}$ at

$$
\mathrm{W}_{h k}=\delta_{h k} \quad\left(1 \leq h \leq d_{0}, \quad 1 \leq k \leq \ell_{0}\right)
$$

of the polynomial $P_{\underline{\tau t}}^{\left(\frac{\sigma s}{t}\right)}$ of Lemma 13.6 has a simple closed form ${ }^{21}$, namely

[^18]$$
\widetilde{P}_{\underline{\tau} \underline{(\sigma s})}^{(\underline{\sigma})}=\sum_{\underline{\kappa}} \frac{\underline{\sigma}!\underline{\tau}!}{\underline{\kappa}!\underline{\sigma}-\underline{\kappa})!(\underline{\tau}-\underline{\kappa})!}(\underline{s} \underline{X})^{\underline{\tau}-\underline{\kappa}}(\underline{t \underline{W}})^{\underline{\sigma}-\underline{\kappa}},
$$
where $\underline{\kappa}$ runs over the tuples $\left(\kappa_{1}, \kappa_{2}, \ldots\right)$ of rational integers with
$$
0 \leq \kappa_{h} \leq \min \left\{\sigma_{h}, \tau_{h}\right\}, \quad \kappa_{h}=0 \quad \text { for } \quad h \geq \min \left\{d_{0}, \ell_{0}\right\} .
$$

For simplicity we have written

$$
(\underline{s} \underline{X})^{\underline{\underline{\tau}}-\underline{\kappa}}=\left(\sum_{j=1}^{\ell_{1}} s_{j} \underline{X}_{j}\right)^{\underline{\underline{\tau}-\underline{\kappa}}}=\prod_{h=1}^{d_{0}}\left(\sum_{j=1}^{\ell_{1}} s_{j} \mathrm{X}_{h j}\right)^{\tau_{h}-\kappa_{h}}
$$

and similarly

$$
(\underline{t \mathrm{~W}})^{\underline{\underline{\sigma}-\underline{\kappa}}}=\left(\sum_{i=1}^{d_{1}} t_{i} \underline{\mathrm{~W}}_{d_{0}+i}\right)^{\underline{\underline{\sigma}-\underline{\kappa}}}=\prod_{k=1}^{\ell_{0}}\left(\sum_{i=1}^{d_{1}} t_{i} \mathrm{~W}_{d_{0}+i, k}\right)^{\sigma_{k}-\kappa_{k}} .
$$

It is sometimes useful to perform a change of basis, as we already saw in Chapters 9 and 10, where we used Fel'dman's $\Delta$ polynomials. We are going to do the same in the general context.

To start with, consider

$$
\frac{\underline{\tau}!}{(\underline{\tau}-\underline{\kappa})!}(\underline{s X})^{\underline{\tau}-\underline{\kappa}} .
$$

This term arises from the specialization of

$$
\mathscr{D}_{\bar{w}}^{\frac{\kappa}{w}}\left(\underline{z}^{\underline{\tau}}\right)
$$

at

$$
\underline{s \mathrm{X}}=\left(\sum_{j=1}^{\ell_{1}} s_{j} \mathrm{X}_{1 j}, \ldots, \sum_{j=1}^{\ell_{1}} s_{j} \mathrm{X}_{d_{0} j}\right) .
$$

One may replace $\underline{z} \underline{\underline{\tau}}=z_{1}^{\tau_{1}} \cdots z_{d_{0}}^{\tau_{d_{0}}}$ by other polynomials, which may have better arithmetic properties. So let us choose any basis

$$
\delta^{(1)}(\underline{z} ; \tau) \quad(1 \leq \tau \leq M) \quad \text { with } \quad M=\binom{T_{0}+d_{0}}{d_{0}}
$$

of the space of polynomials in $d_{0}$ variables with coefficients in the number field $K$ and total degree $\leq T_{0}$. For $\underline{\kappa} \in \mathbb{N}^{d_{0}}$, define

$$
\delta^{(1)}(\underline{z} ; \tau, \underline{\kappa})=\left(\frac{\partial}{\partial z_{1}}\right)^{\kappa_{1}} \cdots\left(\frac{\partial}{\partial z_{d_{0}}}\right)^{\kappa_{d_{0}}} \delta^{(1)}(\underline{z} ; \tau) .
$$

Then in the expression for $\widetilde{P}_{\underline{t} t}^{(\sigma s)}$ one may replace

$$
\frac{\underline{\tau}!}{(\underline{\tau}-\underline{\kappa})!}(\underline{s})^{\underline{\tau}-\underline{\kappa}}
$$

by

$$
\delta^{(1)}(\underline{s} \underline{X} ; \tau, \underline{\kappa})
$$

The consequence on the matrix

$$
\boldsymbol{M}=\left(\mathscr{D}_{\underline{w}}^{\underline{\sigma}}\left(\underline{z^{\tau}} e^{t \underline{z}}\right)(\underline{s} \underline{\eta})\right)_{\substack{(\underline{t I I})}}
$$

is described as follows. Define $\tilde{\boldsymbol{M}}$ to be the matrix of the same size as $\boldsymbol{M}$ whose entries are

$$
\sum_{\underline{\kappa}} \frac{\underline{\sigma}!}{\underline{\kappa}!(\underline{\sigma}-\underline{\kappa})!} \delta^{(1)}(\underline{s} \underline{\beta} ; \tau, \underline{\kappa})(\underline{t} \underline{\beta})^{\underline{\sigma}-\underline{\kappa}} \prod_{i=1}^{d_{1}} \prod_{j=1}^{\ell_{1}} \alpha_{i j}^{t_{i} s_{j}} .
$$

Here, $\underline{s} \underline{\beta}$ is nothing but

$$
\left(\sum_{j=1}^{\ell_{1}} s_{j} \beta_{1, \ell_{0}+j}, \ldots, \sum_{j=1}^{\ell_{1}} s_{j} \beta_{d_{0}, \ell_{0}+j}\right) \in K^{d_{0}}
$$

while

$$
\underline{t} \underline{\beta}=\left(\sum_{i=1}^{d_{1}} t_{i} \underline{\beta}_{d_{0}+i, 1}, \ldots \sum_{i=1}^{d_{1}} t_{i} \underline{\beta}_{d_{0}+i, \ell_{0}}\right) \in K^{\ell_{0}},
$$

so that

$$
(\underline{t} \underline{\beta})^{\underline{\sigma}-\underline{\kappa}}=\left(\sum_{i=1}^{d_{1}} t_{i} \underline{\beta}_{d_{0}+i}\right)^{\underline{\sigma} \underline{\underline{\kappa}}}=\prod_{k=1}^{\ell_{0}}\left(\sum_{i=1}^{d_{1}} t_{i} \beta_{d_{0}+i, k}\right)^{\sigma_{k}-\kappa_{k}} .
$$

We choose any ordering for the tuples ( $\underline{\tau}, \underline{t}$ ) so that the tuples with the same $\underline{t}$ are consecutive. Denote by

$$
\boldsymbol{Q}^{(1)}=\left(q_{\tau \underline{I}}^{(1)}\right) \in \mathrm{GL}_{M}(\mathbb{C})
$$

the transition matrix such that

$$
\delta^{(1)}(\underline{z} ; \tau)=\sum_{\|\underline{\tau}\| \leq T_{0}} q_{\tau \underline{\tau}}^{(1)} \underline{z}^{\underline{\tau}} \quad(1 \leq \tau \leq M) .
$$

Denote by $\widetilde{\boldsymbol{Q}}^{(1)}$ the matrix in $\mathrm{GL}_{L}(\mathbb{C})\left(\right.$ where $\left.L=M\left(2 T_{1}+1\right) \cdots\left(2 T_{d_{1}}+1\right)\right)$ which is diagonal by blocs with

$$
\widetilde{\boldsymbol{Q}}^{(1)}=\operatorname{diag}\left(\boldsymbol{Q}^{(1)}, \ldots, \boldsymbol{Q}^{(1)}\right) .
$$

Then

$$
\widetilde{\boldsymbol{Q}}^{(1)} \boldsymbol{M}=\widetilde{\boldsymbol{M}} .
$$

The change of basis we just performed turns out to be specially useful when the entries of the matrix $B_{1}$ are rational integers. In the same way, when $B_{2}$ has rational integers entries, it may be useful to perform a similar change of basis in order to avoid a too strong condition on the parameter $B_{2}$ of Theorem 13.1. For this, consider any basis

$$
\delta^{(2)}(\underline{z} ; \sigma) \quad 1 \leq \sigma \leq\binom{ S_{0}+\ell_{0}}{\ell_{0}}
$$

of the space of polynomials in $\ell_{0}$ variables with coefficients in $K$ and total degree $\leq S_{0}$. For $\underline{\kappa} \in \mathbb{N}^{\ell_{0}}$, define

$$
\delta^{(2)}(\underline{z} ; \sigma, \underline{\kappa})=\left(\frac{\partial}{\partial z_{1}}\right)^{\kappa_{1}} \cdots\left(\frac{\partial}{\partial z_{\ell_{0}}}\right)^{\kappa \ell_{0}} \delta^{(1)}(\underline{z} ; \sigma) .
$$

Denote by

$$
\boldsymbol{Q}^{(2)}=\left(q_{\underline{\sigma} \sigma}^{(2)}\right)
$$

the (transposed of the) transition matrix such that

$$
\delta^{(2)}(\underline{z} ; \sigma)=\sum_{\|\underline{\|}\| \leq S_{0}} q_{\underline{\sigma} \sigma}^{(2)} \underline{z}^{\underline{\sigma}} \quad 1 \leq \sigma \leq\binom{ S_{0}+\ell_{0}}{\ell_{0}}
$$

and by $\widetilde{\boldsymbol{Q}}^{(2)}$ the matrix $\operatorname{diag}\left(\boldsymbol{Q}^{(2)}, \ldots, \boldsymbol{Q}^{(2)}\right)$. Then the entries of

$$
\widetilde{\boldsymbol{Q}}^{(1)} \boldsymbol{M} \widetilde{\boldsymbol{Q}}^{(2)}
$$

are

$$
\sum_{\underline{\kappa}} \frac{1}{\underline{\kappa}!} \delta^{(1)}(\underline{s} \underline{\beta} ; \tau, \underline{\kappa}) \delta^{(2)}(\underline{t} \underline{\beta} ; \sigma, \underline{\kappa}) \prod_{i=1}^{d_{1}} \prod_{j=1}^{\ell_{1}} \alpha_{i j}^{t_{i} s_{j}} .
$$

This means that we have replaced the polynomials $\widetilde{P}_{\underline{\tau t}}^{(\sigma \mathcal{s})}$ by

$$
\sum_{\underline{K}} \frac{1}{\underline{\kappa}!} \delta^{(1)}(\underline{s \mathrm{X}} ; \tau, \underline{\kappa}) \delta^{(2)}(\underline{t \mathrm{~W}} ; \sigma, \underline{\kappa}) .
$$

This polynomial depends on the choices of bases $\delta^{(1)}$ and $\delta^{(2)}$. Of course if we take the canonical bases then we find $\widetilde{P}_{\underline{\tau t}}^{(\sigma \mathcal{t})}$ again (the transition matrices $\boldsymbol{Q}^{(1)}, \boldsymbol{Q}^{(2)}$, $\widetilde{\boldsymbol{Q}}^{(1)}, \widetilde{\boldsymbol{Q}}^{(2)}$ are then identity matrices), so we do not lose any generality with this modification.

Remark. When the entries of the matrix $\left(\mathrm{B}_{0}, \mathrm{~B}_{1}\right)$ are rational integers, one may take for instance for $\delta^{(1)}(\underline{z} ; \tau)$ the basis

$$
\prod_{h=1}^{d_{0}} \Delta\left(z_{h} ; \tau_{h}\right) \quad\left(\|\underline{\tau}\| \leq T_{0}\right)
$$

or some variants of these like

$$
\prod_{h=1}^{d_{0}} \triangle\left(z_{h}+\tau_{h}^{\prime} ; T_{0}^{\prime}\right)^{\tau_{h}^{\prime \prime}} \quad \text { or } \quad \prod_{h=1}^{d_{0}} \delta_{T_{0}^{\prime}}\left(z_{h} ; \tau_{h}\right)
$$

(see Lemma 9.8).

In a symmetric way, if the entries of $\binom{\mathrm{B}_{0}}{\mathrm{~B}_{2}}$ are in $\mathbb{Z}$, one may also take for $\delta^{(2)}(\underline{z} ; \tau)$ products of Delta polynomials.

The choice of such polynomials should be done in order to sharpen the arithmetic estimates and to get rid (at least in some cases) of the conditions $D T_{0} \log S_{1} \leq U$ (using $\delta^{(1)}$ ) and $D S_{0} \log T_{1} \leq U$ (using $\delta^{(2)}$ ) of Theorem 13.1. In the context of measures of linear independence of logarithms of algebraic numbers, this enables one to weaken the assumptions on $E^{*}$, as we have seen in Chap. 9 and Chap. 10. However this process has its own limitation: for instance in the nonhomogeneous rational case ( $\beta_{i} \in \mathbb{Z}$ for $0 \leq i \leq m$ ), the available estimates are not yet strong enough to enable us to omit the assumption $B \geq \max \log A_{j}$ in Theorem 9.1 (see Exercise 9.4).

### 13.7 Duality: the Fourier-Borel Transform

We already mentioned several times the existence of a duality ${ }^{22}$ between the solution by Gel'fond on one hand, Schneider on the other hand, of Hilbert's seventh problem. Let us consider this matter more thoroughly.

### 13.7.1 Duality between Gel'fond-Baker's Method and Schneider's Method

Start for simplicity with a homogeneous linear combination of logarithms of algebraic numbers with algebraic coefficients:

$$
\Lambda=\beta_{1} \lambda_{1}+\cdots+\beta_{m-1} \lambda_{m-1}-\lambda_{m}
$$

where $\beta_{i}$ and $\alpha_{i}=e^{\lambda_{i}}(1 \leq i \leq m)$ are algebraic numbers.
The method we described in Chap. 10 (Gel'fond-Baker) involves the functions

$$
e^{z_{1}}, \ldots, e^{z_{m-1}}, e^{\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}}
$$

which satisfy differential equations with algebraic coefficients The proof required a multiplicity estimate on $\mathbb{G}_{\mathrm{m}}^{m}$ related to an exponential sum

$$
\Phi_{G}^{(1)}(\underline{z})=\sum_{\underline{t}} c_{\underline{t}} \prod_{i=1}^{m-1} e^{\left(t_{i}+t_{m} \beta_{i}\right) z_{i}}=\sum_{\underline{t}} c_{\underline{t}} e^{\underline{x}_{\underline{t}} \underline{z}},
$$

with

$$
\underline{x}_{\underline{t}}=\left(t_{1}+t_{m} \beta_{1}, \ldots, t_{m-1}+t_{m} \beta_{m-1}\right) \in \mathbb{C}^{m-1}
$$

[^19]Here, $\underline{t}$ runs over a finite subset of $\mathbb{Z}^{m}$ and $c_{\underline{t}}$ are algebraic numbers. We take derivatives $\left(\partial / \partial z_{1}\right)^{\sigma_{1}} \cdots\left(\partial / \partial z_{m-1}\right)^{\sigma_{m-1}}$ for $\underline{\sigma} \in \overline{\mathbb{N}}^{m-1}$. If $\Lambda=0$, the value of this derivative of $\Phi_{G}^{(1)}$ at a point $s \underline{\lambda}=\left(s \lambda_{1}, \ldots, s \lambda_{m-1}\right)(s \in \mathbb{Z})$ is an algebraic number:

$$
\begin{equation*}
\mathscr{D}^{\underline{\sigma}} \Phi_{G}^{(1)}(s \underline{\lambda})=\sum_{\underline{t}} c_{\underline{t}} \prod_{i=1}^{m-1}\left(t_{i}+t_{m} \beta_{i}\right)^{\sigma_{i}} \cdot \prod_{i=1}^{m} \alpha_{i}^{t_{i} s} . \tag{13.14}
\end{equation*}
$$

If $\Lambda$ is not zero, then equality (13.14) does not hold anymore, but the difference between both sides of (13.14) has a small absolute value if $|\Lambda|$ is small.

In case $m=2$, this is akin to Gel'fond's solution of Hilbert's seventh problem [G 1934]. He used a similar approach later (see references for instance in [G 1952]) when he established the first effective estimates. Baker's work [B 1966] extends this method to the general case $m \geq 2$. The proof, without any refinement nor extrapolation, yields, under the notation of Theorem 9.1,

$$
|\Lambda| \geq \exp \left\{-C(m) D^{m^{2}}(\log B)^{m^{2}-m} \log A_{1} \cdots \log A_{m}(\log E)^{-m^{2}+1}\right\}
$$

(see § 14.4.1).
The main new feature of Baker's method, as opposed to Gel'fond's method, is to exploit the fact that the points lie on a complex line. This enabled Baker to use an extrapolation formula which holds only for functions of a single complex variable. By means of an induction he increases progressively the number of zeroes of his auxiliary function, and accordingly he increases the number of equations which are satisfied by the numbers $c_{\underline{t}}$. Finally this yields an estimate

$$
|\Lambda| \geq \exp \left\{-C(m) D^{m+2}(\log B)^{2} \log A_{1} \cdots \log A_{m}\right\}
$$

The best known results so far by this method have been described in § 10.4: substituting $(\log B)\left(\log E^{*}\right)$ to $(\log B)^{2}$ is achieved by replacing $\Phi_{G}^{(1)}$ by a function of $m$ variables

$$
\Phi_{G}^{(2)}(\underline{z})=\sum_{\tau} \sum_{\underline{t}} c_{\tau \underline{t}} z_{0}^{\tau} \prod_{i=1}^{m-1} e^{\left(t_{i}+t_{m} \beta_{i}\right) z_{i}},
$$

where ( $\tau, \underline{t}$ ) runs over a finite subset of $\mathbb{N} \times \mathbb{Z}^{m}$. If $\Lambda=0$, the derivative of order $\underline{\sigma}=\left(\sigma_{0}, \ldots, \sigma_{m-1}\right) \in \mathbb{N}^{n}$ at the point $s \underline{\lambda}=\left(s, s \lambda_{1}, \ldots, s \lambda_{m-1}\right)(s \in \mathbb{Z})$ is

$$
\begin{equation*}
\mathcal{D}^{\underline{\sigma}} \Phi_{G}^{(2)}(s \underline{\lambda})=\sum_{\tau, \underline{t}} c_{\tau \underline{t}} \frac{\tau!}{\left(\tau-\sigma_{0}\right)!} s^{\tau-\sigma_{0}} \prod_{i=1}^{m-1}\left(t_{i}+t_{m} \beta_{i}\right)^{\sigma_{i}} \cdot \prod_{i=1}^{m} \alpha_{i}^{\lambda_{i} s} . \tag{13.15}
\end{equation*}
$$

This is what Baker, Fel'dman, Stark and others did (with an auxiliary function), and also what we did (with an interpolation determinant) in Chap. 10.

In Chapters 7 and 9 we used a quite different approach. Transpose (13.14) and consider numbers

$$
\begin{equation*}
\sum_{\underline{\sigma}} \sum_{s} c_{\underline{\sigma s}} \prod_{i=1}^{m-1}\left(t_{i}+t_{m} \beta_{i}\right)^{\sigma_{i}} \cdot \prod_{i=1}^{m} \alpha_{i}^{t_{i} s} \tag{13.16}
\end{equation*}
$$

with some algebraic coefficients $c_{\sigma s}$, where ( $\underline{\sigma}, s$ ) runs over a finite subset of $\mathbb{N}^{m-1} \times \mathbb{Z}$. For $\underline{t} \in \mathbb{Z}^{m}$ the value $\Phi_{S}^{(1)}(\underline{\underline{t}})$ of the exponential polynomial

$$
\Phi_{S}^{(1)}(\underline{z})=\sum_{\underline{\sigma}} \sum_{s} c_{\underline{\sigma} s} \prod_{i=1}^{m-1}\left(z_{i}^{\sigma_{i}} \alpha_{i}^{s z_{i}}\right)
$$

at the point $\underline{x}_{t} \in \mathbb{C}^{m-1}$, is close to the algebraic number (13.16) if $|\Lambda|$ is small (and is equal if $\Lambda$ is zero).

For $m=2$ this is just the starting point of Schneider's solution to Hilbert's seventh problem [Sch 1934], which has been developed later for getting sharp measures of linear independence for two logarithms of algebraic numbers in [MiW 1978], [Lau 1994], [LauMN 1995]. The dependence in $B$ is $(\log B)^{2}$, and this is quite comparable to what can be achieved by Gel'fond's method alone. The zero estimate is simpler for Schneider's method because no derivative is involved. The zero estimate used in [MiW 1978] is due to D. W. Masser (see also [Ma 1981b]). The improvement in [Lau 1994] arises mainly from using an interpolation determinant in place of an auxiliary function, while [LauMN 1995] rests on an improved zero estimate of Nesterenko's (Proposition 2.12).

This method has been extended to cover the case $m \geq 2$ in [W 1991b], [W 1992] and [W 1993].

In Chap. 7 we used this approach (for $m \geq 2$ ), which is the exact dual to the Gel'fond-Baker's method. If you compare the notation of Chap. 7 with (13.16), you will notice a permutation between $(\tau, \underline{t})$ and $(\underline{\sigma}, s)$, which is of course due to this duality.

In this duality, the analog of Baker's refinement (related to the fact that his points were on a complex line) is that, apart from a single exponential factor

$$
\left(\alpha_{1}^{z_{1}} \cdots \alpha_{m-1}^{z_{m-1}}\right)^{s}=\exp (s \underline{\lambda z})
$$

we have only polynomial functions (see Chap. 9). This yields an estimate involving $(\log B)^{2}$, like in [MiW 1978], [Lau 1994], [LauMN 1995] for the case $m=2$. In Chap. 9 , in order to replace $(\log B)^{2}$ by $(\log B)\left(\log E^{*}\right)$, we transposed (13.15). The identity

$$
\left(\frac{d}{d z}\right)^{\sigma}\left(\left.z^{\tau}\right|_{z=s}=\left(\frac{d}{d z}\right)^{\tau}\left(\left.z^{\sigma} e^{s z}\right|_{z=0}\right.\right.
$$

(for $\sigma, \tau$ in $\mathbb{N}$ and $s$ in $\mathbb{Z}$ ) suggests to consider a complex function of $m$ variables

$$
\Phi_{S}^{(2)}(\underline{z})=\sum_{\underline{\sigma}} \sum_{s} c_{\underline{\sigma} s} z_{0}^{\sigma_{0}} e^{s z 0} \prod_{i=1}^{m-1}\left(z_{i}^{\sigma_{i}} \alpha_{i}^{z_{i} s}\right)
$$

(where $(\underline{\sigma}, s)$ runs over a finite subset of $\mathbb{N}^{m} \times \mathbb{Z}$ ) and to introduce

$$
\left(\frac{\partial}{\partial z_{0}}\right)^{\tau} \Phi_{S}^{(2)}\left(0, t_{1}+t_{m} \beta_{1}, \ldots, t_{m-1}+t_{m} \beta_{m-1}\right)
$$

for $\tau \in \mathbb{N}$ and $\underline{t} \in \mathbb{Z}^{m}$.

This duality between the two main classical methods extends to the very general setting of Theorem 13.1. Consider the matrix M of § 13.1 together with its transpose:

$$
M=\left(\begin{array}{cc}
\mathrm{B}_{0} & \mathrm{~B}_{1} \\
\mathrm{~B}_{2} & \mathrm{~L}
\end{array}\right) \quad{ }^{\mathrm{t}} \mathrm{M}=\left(\begin{array}{cc}
{ }^{\mathrm{t}} \mathrm{~B}_{0} & { }^{\mathrm{t}} \mathrm{~B}_{2} \\
{ }^{\mathrm{t}} \mathrm{~B}_{1} & { }^{\mathrm{t}} \mathrm{~L}
\end{array}\right)
$$

This transposition exchanges $\left(d_{0}, d_{1}\right)$ and $\left(\ell_{0}, \ell_{1}\right)$ on one hand, permutes $r_{1}$ and $r_{2}$ on the other hand, while $n, r$ and $r_{3}$ are invariant. The quantities

$$
\ell_{0} d_{1}+\ell_{1} d_{0}, \quad d_{1} \ell_{1}, \quad d_{1}+\ell_{1}
$$

are invariant; so the inequality

$$
\ell_{0} d_{1}+\ell_{1} d_{0}+\ell_{1} d_{1} \leq n\left(\ell_{1}+d_{1}\right)
$$

(which occurred several times in many disguises in Chap. 11) is invariant by transposition. This duality establishes a correspondence between methods 1 and $1^{\prime}$ on one hand, 2 and 2 ' on the other, for proving Baker's Theorem (see § 11.4.5 and § 14.4).

The most remarkable fact is the effect of such a transposition on the matrix $\boldsymbol{M}$ (§ 13.4.1) which gave rise to the interpolation determinant $\Delta_{\mathrm{ar}}$ : the parameters

$$
U, \quad D, \quad E, \quad n, \quad r, \quad r_{3}, \quad u, \quad \delta
$$

are left invariant, while the following parameters are exchanged:

| $B_{1}$ | $A_{i j}$ | $d_{0}$ | $d_{1}$ | $d$ | $r_{1}$ | $b_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\imath$ | $\imath$ | $\hat{\imath}$ | $\imath$ | $\imath$ | $\imath$ | $\imath$ |
| $B_{2}$ | $A_{j i}$ | $\ell_{0}$ | $\ell_{1}$ | $\ell$ | $r_{2}$ | $b_{2}$ |

Some proofs are auto-dual (to a certain extent): this is the case for the Theorem of Hermite-Lindemann and for the six exponentials Theorem. One of the main point in considering this duality is that it enables us to mix the methods: the arithmetic estimate is invariant by transposition, but this is not exactly true for the analytic estimate, and this is not true at all for the multiplicity estimate. So there is no obstruction to use in the same proof the zero estimate related to Schneider's method, say, and the analytic upper bound arising from Gel'fond-Baker's method. This shows that in spite of the rigidity of the method (alluded to in Lang's book [L 1966] ${ }^{23}$ ), there are many possible variants. Unfortunately, so far, they do not seem to lead to substantially different conclusions!

By means of the Fourier-Borel transform (see [LelGru 1986], Chap. 8 and [W 1991a]) we now explain why this correspondence holds for the analytic estimates of $\S 13.2$ as well as for the arithmetic estimates of § 13.3 (e.g. Lemma 13.6: see Exercise 13.3). This will explain why the conclusion of Proposition 13.12 is essentially invariant under transposition: indeed, it is invariant as far as the dependence in $D$,

[^20]$B_{1}, B_{2}, A_{i j}$ and $E$ is concerned, but it is not invariant if we consider the value of $c_{0}$ in terms of $d, \ell, d_{1}$ and $\ell_{1}$ given by (13.13). Clearly, the lack of symmetry occurs in the term $\left(c_{Z E}\right)^{d_{1}}$ only. It would be nice to have a symmetric multiplicity estimate.

### 13.7.2 Fourier-Borel Transform

Recall that $\mathcal{A}_{n}$ denotes the $\mathbb{C}$-vector space of entire functions in $\mathbb{C}^{n}$. Further, let $\mathcal{A}_{n}^{\prime}$ denote the space of $\mathbb{C}$-linear maps $\eta: \mathcal{A}_{n} \rightarrow \mathbb{C}$ which are bounded as follows: there exist two positive constants $C$ and $R$ (depending on $\eta$ ) such that, for any $F \in \mathcal{A}_{n}$,

$$
\begin{equation*}
|\eta(F)| \leq C|F|_{R} \tag{13.17}
\end{equation*}
$$

The elements of $\mathcal{A}_{n}^{\prime}$ are called analytic functionals. Each $\eta \in \mathcal{A}_{n}^{\prime}$ is determined by its moments $\eta(\underline{z} \underline{\underline{K}}), \underline{\kappa} \in \mathbb{N}^{n}$, as shown by the following lemma:

Lemma 13.18. Let $\eta \in \mathcal{A}_{n}^{\prime}$ and $F \in \mathcal{A}_{n}$ be given. Consider the Taylor expansion at the origin of $F$ :

$$
F(\underline{z})=\sum_{\underline{\kappa} \in \mathbb{N}^{n}} a_{\underline{k}} \underline{z}^{\underline{\underline{k}}} .
$$

Then the series

$$
\sum_{\underline{\underline{\kappa}} \in \mathbb{N}^{n}} a_{\underline{\kappa}} \eta\left(\underline{z}^{\underline{\kappa}}\right)
$$

converges absolutely and the sum is $\eta(F)$.
Proof. From (13.17) follows

$$
\left|\eta\left(\underline{z}^{\underline{K}}\right)\right| \leq C R^{\|\underline{\underline{K}}\|},
$$

with some positive constants $C$ and $R$ independent of $\underline{\kappa} \in \mathbb{N}^{n}$. Fix $R_{1}>R$. Using Cauchy's inequalities we deduce

$$
\left|a_{\underline{\kappa}}\right| \leq|F|_{R_{1}} R_{1}^{-\|\underline{\kappa}\|} .
$$

Hence

$$
\left|a_{\underline{\underline{k}}} \eta\left(\underline{z}^{\underline{\kappa}}\right)\right| \leq C|F|_{R_{1}}\left(\frac{R}{R_{1}}\right)^{\|\underline{\kappa}\|} .
$$

Fix $\epsilon>0$. Let $N$ be a sufficiently large integer, so that

$$
C(2+N)^{n}|F|_{R_{1}}\left(\frac{R}{R_{1}}\right)^{N}<\epsilon
$$

Define

$$
G(\underline{z})=F(\underline{z})-\sum_{\|\underline{\underline{k}}\| \leq N} a_{\underline{k}} \underline{z}^{\underline{\underline{k}}} .
$$

On one hand we have

$$
|G|_{R_{1}} \leq|F|_{R_{1}}+\sum_{\|\underline{\kappa}\| \leq N}\left|a_{\underline{\kappa}}\right| R_{1}^{\|\underline{\underline{K}}\|} \leq(2+N)^{n}|F|_{R_{1}}
$$

On the other hand $G$ has a zero at $\underline{z}=0$ of multiplicity $\geq N$, and Schwarz' Lemma (Lemma 2.4 in one variable suffices) gives

$$
|G|_{R} \leq\left(\frac{R}{R_{1}}\right)^{N}|G|_{R_{1}}
$$

Therefore we deduce from (13.17)

$$
\left|\eta(F)-\sum_{\|\underline{\kappa}\| \leq N} a_{\underline{K}} \eta\left(\underline{z}^{\underline{\kappa}}\right)\right|=|\eta(G)| \leq C|G|_{R}<\epsilon
$$

It follows from Lemma 13.18 that $\eta$ is also determined by its values

$$
\mathcal{F}_{\eta}(\underline{\zeta})=\eta\left(e^{\underline{\xi} \underline{\underline{Z}}}\right)
$$

on the functions $\underline{z} \mapsto e^{\underline{\xi} \underline{z}}$, for $\underline{\zeta}$ running over $\mathbb{C}^{n}$ :

$$
\mathcal{F}_{\eta}(\underline{\zeta})=\sum_{\underline{\kappa} \in \mathbb{N}^{n}} \frac{1}{\underline{\kappa}!} \eta\left(\underline{z}^{\underline{\kappa}}\right) \underline{\zeta}^{\underline{\kappa}} .
$$

By Lemma 13.18, this series $\sum_{\underline{\kappa} \in \mathbb{N}^{n}} \eta\left(\underline{z}^{\underline{K}}\right) \underline{\underline{K}}^{\underline{k}} / \underline{\kappa}!$ converges absolutely, and condition (13.17) shows that $\mathcal{F}_{\eta}$ is an entire function of finite exponential type:

Definition. An entire function $\Phi \in \mathcal{A}_{n}$ is of finite exponential type if there exist two positive constants $C_{1}$ and $C_{2}$ such that

$$
|\Phi(\underline{\zeta})| \leq C_{1} e^{C_{2}|\underline{\underline{\xi}}|}
$$

for any $\underline{\zeta} \in \mathbb{C}^{n}$. We denote by $\mathcal{A}_{n}^{0}$ the vector space of entire functions of finite exponential type.

Notice that any $f \in \mathcal{A}_{n}^{0}$ has order of growth $\leq 1$.
Definition. The Fourier-Borel Transform of $\eta \in \mathcal{A}_{n}^{\prime}$ is $\mathcal{F}_{\eta} \in \mathcal{A}_{n}^{0}$.
Conversely, to an entire function $\Phi$ in $\mathcal{A}_{n}^{0}$ we associate an analytic functional $\eta \in \mathscr{A}_{n}^{\prime}$ such that $\Phi=\mathcal{F}_{\eta}$ as follows:

Lemma 13.19. Let $\Phi$ be an entire function of finite exponential type. Let

$$
\Phi(\underline{\zeta})=\sum_{\kappa \in \mathbb{N}^{n}} a_{\underline{\kappa}} \frac{z^{\underline{\kappa}}}{\underline{\underline{\kappa}}!}
$$

be its Taylor expansion at the origin. Then for any entire function

$$
F(\underline{z})=\sum_{\kappa \in \mathbb{N}^{n}} b_{\underline{\kappa}} \underline{z}^{\underline{\kappa}} \in \mathcal{A}_{n}
$$

the series

$$
\mathscr{H}_{\Phi}(F)=\sum_{\kappa \in \mathbb{N}^{n}} a_{\underline{\kappa}} b_{\underline{\kappa}}
$$

is absolutely convergent and the mapping

$$
F \longmapsto \mathcal{H}_{\Phi}(F)
$$

belongs to $\mathcal{A}_{n}^{\prime}$.
Moreover

$$
\eta \longmapsto \mathcal{F}_{\eta} \quad \text { and } \quad \Phi \longmapsto \mathcal{H}_{\Phi}
$$

define inverse bijections between $\mathcal{A}_{n}^{\prime}$ and $\mathcal{A}_{n}^{0}$ :

$$
\Phi=\mathcal{F}_{\eta} \Longleftrightarrow \eta=\mathcal{H}_{\Phi}
$$

Proof. We use Cauchy's inequality twice: first for $F$, with $R_{1}>0$ :

$$
\left|b_{\underline{\kappa}}\right| \leq|F|_{R_{1}} R_{1}^{-\|\underline{\underline{\kappa}}\|}
$$

and then for $\Phi$, with $\varrho>0$, using the assumption $\Phi \in \mathcal{A}_{n}^{0}$ :

$$
\left|a_{\underline{\kappa}}\right| \leq \underline{\kappa}!|\Phi|_{\varrho} \varrho^{-\|\underline{\kappa}\|} \leq \underline{\kappa}!C_{1} e^{C_{2} \varrho} \varrho^{-\|\underline{\kappa}\|}
$$

Therefore

$$
\left|a_{\underline{\kappa}} b_{\underline{\kappa}}\right| \leq \underline{\kappa}!C_{1} e^{C_{2} \varrho}|F|_{R_{1}}\left(R_{1} \varrho\right)^{-\|\underline{\kappa}\|} .
$$

This estimate holds for any $R_{1}>0, \varrho>0$ and $\underline{\kappa} \in \mathbb{N}^{n}$. Fix $R_{1}>C_{2}$ and choose $\varrho=\|\underline{\kappa}\| / C_{2}$. For any $\underline{\kappa} \in \mathbb{N}^{n}$, we get

$$
\left|a_{\underline{\kappa} \underline{\kappa}} b_{\underline{\kappa}}\right| \leq u_{\underline{\kappa}}|F|_{R_{1}}
$$

with

$$
u_{\underline{\kappa}}=C_{1}\left(\frac{C_{2} e}{R_{1}}\right)^{\|\underline{\kappa}\|} \frac{\underline{\kappa}!}{\|\underline{\kappa}\|^{\|\underline{\kappa}\|}}
$$

The series $\sum_{\underline{\kappa}} u_{\underline{\kappa}}$ is convergent. Let $c$ be its sum. We obtain

$$
\left|\mathscr{H}_{\Phi}(F)\right| \leq \sum_{\kappa \in \mathbb{N}^{n}}\left|a_{\underline{\kappa}} b_{\underline{\kappa}}\right| \leq c|F|_{R_{1}}
$$

which proves $\mathscr{H}_{\Phi} \in \mathcal{A}_{n}^{\prime}$.
From the definition of $\mathscr{H}_{\Phi}$ we deduce

$$
\mathscr{H}_{\Phi}\left(\underline{z}^{\underline{\kappa}}\right)=D^{\underline{\kappa}} \Phi(0) \quad \text { for any } \underline{\kappa} \in \mathbb{N}^{n}
$$

and therefore

$$
\Phi(\underline{\zeta})=\sum_{\underline{\kappa} \in \mathbb{N}^{n}} \frac{1}{\underline{\kappa}!} \mathscr{H}_{\Phi}\left(\underline{z}^{\underline{\kappa}}\right) \underline{\zeta}^{\underline{\kappa}} .
$$

Let $\eta \in \mathcal{A}_{n}^{\prime}$; put $\Phi=\mathcal{F}_{\eta}$. For any $\underline{\kappa} \in \mathbb{N}^{n}$ we have

$$
\mathcal{H}_{\Phi}\left(z^{\underline{\underline{K}}}\right)=D^{\underline{\kappa}} \Phi(0)=D^{\underline{\kappa}} \mathcal{F}_{\eta}(0)=\eta\left(\underline{z}^{\underline{K}}\right),
$$

hence $\mathscr{H}_{\Phi}=\eta$.
Conversely, let $\Phi \in \mathcal{A}_{n}^{0}$; put $\eta=\mathscr{H}_{\Phi}$. Then

$$
\mathcal{F}_{\eta}(\underline{\zeta})=\sum_{\underline{\kappa} \in \mathbb{N}^{n}} \frac{1}{\underline{\kappa}!} \eta\left(\underline{z}^{\underline{\kappa}}\right) \underline{\zeta}^{\underline{\kappa}}=\sum_{\underline{\kappa} \in \mathbb{N}^{n}} \frac{1}{\underline{\kappa}!} \mathscr{H}_{\Phi}\left(\underline{z}^{\underline{\kappa}}\right) \underline{\underline{k}}^{\underline{\kappa}}=\Phi(\underline{\zeta}) .
$$

## Example 1.

1. For $\underline{z}_{0} \in \mathbb{C}^{n}$, denote by $\delta_{z_{0}} \in \mathcal{A}_{n}^{\prime}$ the analytic functional $F \mapsto F\left(\underline{z}_{0}\right)$. Then

$$
\mathcal{F}_{\delta_{\underline{z}_{0}}} \underline{(\underline{)}}=e^{\underline{z}_{0} \underline{\underline{S}}} .
$$

Example 2. For $\eta \in \mathcal{A}_{n}^{\prime}$ and $1 \leq i \leq n$, denote by $\eta \circ \partial / \partial z_{i}$ the functional

$$
F \mapsto \eta\left(\frac{\partial}{\partial z_{i}} F\right) .
$$

Then

$$
\mathcal{F}_{\eta \circ \partial / \partial z_{i}}(\underline{\zeta})=\eta\left(\frac{\partial}{\partial z_{i}} e^{\xi \underline{\underline{z}}}\right)=\eta\left(\zeta_{i} e^{\underline{\zeta} \underline{\underline{z}}}\right)=\zeta_{i} \eta\left(e^{\underline{\zeta} \underline{\underline{z}}}\right)=\zeta_{i} \mathcal{F}_{\eta}(\underline{\zeta}) .
$$

Of course an equivalent statement is

$$
\mathscr{H}_{\zeta_{i} \Phi}=\mathscr{H}_{\Phi} \circ \frac{\partial}{\partial z_{i}}
$$

for any $\Phi \in \mathcal{A}_{n}^{0}$.
Example 3. For any $\eta \in \mathcal{A}_{n}^{\prime}$ and for $1 \leq i \leq n$, denote by $\eta \circ z_{i}$ the functional

$$
F \mapsto \eta\left(z_{i} F\right) .
$$

Then

$$
\mathcal{F}_{\eta \circ z_{i}}=\frac{\partial}{\partial \zeta_{i}} \mathcal{F}_{\eta} .
$$

This relation can be written

$$
\mathcal{H}_{\Phi} \circ z_{i}=\mathscr{H}_{\frac{\partial}{\partial \zeta_{i}} \Phi}
$$

for any $\Phi \in \mathcal{A}_{n}^{0}$, which is proved as follows: for $\Phi=\mathcal{F}_{\eta}$ (so that $\eta=\mathcal{H}_{\Phi}$ ) and $\underline{\kappa} \in \mathbb{N}^{n}$,

$$
\eta\left(\underline{\underline{k}}^{\kappa}\right)=\mathscr{D}^{\underline{\kappa}} \Phi(0) \quad \text { and } \quad \eta\left(z_{i} \underline{z}^{\underline{\kappa}}\right)=\mathscr{D}^{\underline{\kappa}}\left(\frac{\partial}{\partial \zeta_{i}} \Phi\right)(0)
$$

hence

$$
\eta \circ z_{i}=\mathscr{H}_{\frac{\partial}{\partial \xi_{i}} \Phi} \Phi
$$

4. Let $\pi: \mathbb{C}^{d} \rightarrow \mathbb{C}^{n}$ be a linear map and ${ }^{\mathrm{t}} \pi: \mathbb{C}^{n} \rightarrow \mathbb{C}^{d}$ its transpose. Define

$$
\begin{array}{rlll}
\mathcal{A}_{n}^{\prime} & \longrightarrow & \mathcal{A}_{d}^{\prime} \\
\eta & \longmapsto & \pi^{*} \eta
\end{array}
$$

by

$$
\pi^{*} \eta(F)=\eta(F \circ \pi) \quad \text { for } \quad F \in \mathcal{A}_{n} .
$$

Then

$$
\mathcal{F}_{\pi^{*} \eta}=\mathcal{F}_{\eta} \circ{ }^{\mathrm{t}} \pi
$$

In other terms, for $\Phi \in \mathcal{A}_{d}^{0}$

$$
\mathscr{H}_{\Phi \circ \text { ' } \pi}=\mathscr{H}_{\Phi}(F \circ \pi) \quad \text { for } \quad F \in \mathcal{A}_{n} .
$$

It suffices to check this equality when $F(\underline{z})=e^{\underline{\xi} \underline{z}}$ for $\underline{\zeta} \in \mathbb{C}^{n}$ :

$$
\mathscr{H}_{\circ^{\prime} \pi}\left(e^{\underline{\xi} \underline{z}}\right)=\Phi \circ^{\mathrm{t}} \pi(\underline{\zeta})=\mathscr{H}_{\Phi}\left(\underline{\xi} \mapsto e^{\mathrm{t} \pi(\underline{\zeta}) \underline{\xi}}\right)=\mathscr{H}_{\Phi}\left(\underline{\xi} \mapsto e^{\underline{\xi} \pi(\underline{\xi})}\right) .
$$

Putting these examples together one deduces:

## Lemma 13.20.

a) Let $\underline{u}_{1}, \ldots, \underline{u}_{d_{0}}$ be elements of $\mathbb{C}^{n}, \underline{\tau} \in \mathbb{N}^{d_{0}}$ and $\mu \in \mathcal{A}_{n}^{\prime}$. Define $\eta \in \mathcal{A}_{n}^{\prime}$ by

$$
\eta(F)=\mu\left((\boldsymbol{u} \underline{z})^{\underline{\tau}} F\right) \quad \text { for } \quad F \in \mathcal{A}_{n},
$$

where

$$
(\boldsymbol{u} \underline{z})^{\underline{\tau}}=\left(\underline{u}_{1} \underline{z}\right)^{\tau_{1}} \cdots\left(\underline{u}_{d_{0}} \underline{z}\right)^{\tau_{d_{0}}} .
$$

Then

$$
\mathcal{F}_{\eta}=\mathscr{D}_{u}^{\frac{\tau}{\tau}} \mathcal{F}_{\mu} .
$$

b) Let $\underline{w}_{1}, \ldots \underline{w}_{\ell_{0}}$ be elements of $\mathbb{C}^{n}, \underline{\sigma} \in \mathbb{N}^{\ell_{0}}$ and $\eta \in \mathcal{A}_{n}^{\prime}$. Define

$$
\mu=\eta \circ \mathscr{D}_{w}^{\frac{\sigma}{w}} \in \mathcal{A}_{n}^{\prime} .
$$

Then

$$
\mathcal{F}_{\mu}(\underline{\zeta})=(\boldsymbol{w} \underline{\zeta})^{\underline{\sigma}} \mathcal{F}_{\eta}(\underline{\zeta}) .
$$

Corollary 13.21. Let $\underline{w}_{1}, \ldots, \underline{w}_{\ell_{0}}, \underline{u}_{1}, \ldots, \underline{u}_{d_{0}}, \underline{x}$ and $\underline{y}$ in $\mathbb{C}^{n}, \underline{\tau} \in \mathbb{N}^{d_{0}}$ and $\underline{\sigma} \in \mathbb{N}^{\ell_{0}}$.
For $\underline{z} \in \mathbb{C}^{d}$, write $(\boldsymbol{u} \underline{z})^{\underline{\underline{1}}}$ for $\left(\underline{u}_{1} \underline{z}\right)^{\tau_{1}} \cdots\left(\underline{u}_{d_{0}} \underline{z}\right)^{\tau_{d_{0}}}$.
a) The Fourier-Borel transform of the analytic functional $\eta \in \mathcal{A}_{n}^{\prime}$ defined by

$$
\eta(F)=\mathscr{D}_{\bar{w}}^{\frac{\sigma}{w}}\left(\left.(\boldsymbol{u} \underline{z})^{\underline{\tau}} F(\underline{z})\right|_{z=\underline{y}}\right.
$$

is

$$
\mathcal{F}_{\eta}(\underline{\zeta})=\mathscr{D}^{\frac{\tau}{u}}\left(\left.(\boldsymbol{w} \underline{z})^{\underline{\sigma}} e^{\underline{y} \underline{z}}\right|_{z=\underline{\zeta}} .\right.
$$

b) We have

$$
\left.\mathscr{D}^{\frac{\sigma}{w}}\left((\boldsymbol{u} \underline{z})^{\underline{\tau}} e^{\underline{x}}\right)\right|_{\underline{z}=\underline{y}}=\left.\mathscr{D}^{\underline{\tau}}\left((\boldsymbol{\omega} \underline{z})^{\underline{\sigma}} e^{\underline{y} \underline{z}}\right)\right|_{\underline{z}=\underline{x}} .
$$

Proof. (See [W 1991a], lemme 7.6.)
Since $\mathcal{F}_{\eta}(\underline{x})=\eta\left(e^{\underline{x z}}\right)$, part b) follows from part a).
Recall the notation $\delta_{\underline{y}}$ for the functional $F \mapsto F(\underline{y})$. Define $\mu \in \mathcal{A}_{n}^{\prime}$ by $\mu=\delta_{\underline{y}} \circ D^{\frac{\sigma}{w}}$. By part b) of Lemma 13.20, we have

$$
\mathcal{F}_{\mu}(\underline{\zeta})=\mathcal{F}_{\delta_{\underline{y}} D_{\bar{w}}^{\sigma}}(\underline{\zeta})=(\boldsymbol{w} \underline{\boldsymbol{\zeta}})^{\underline{\sigma}} \mathcal{F}_{\underline{\underline{y}}}(\underline{\zeta})=(\boldsymbol{w} \underline{\zeta})^{\underline{\sigma}} e^{\underline{\zeta} \underline{y}} .
$$

On the other hand, since

$$
\eta(F)=\mu\left((\boldsymbol{u} \underline{z})^{\underline{\tau}} F\right)
$$

we deduce from part a) of Lemma 13.20

$$
\mathcal{F}_{\eta}(\underline{\zeta})=\mathscr{D}^{\frac{\tau}{u}}\left(\left.(\boldsymbol{w} \underline{z})^{\underline{\sigma}} e^{\underline{y} \underline{\underline{z}}}\right|_{\underline{z}=\underline{\underline{\zeta}}} .\right.
$$

Remark. It follows from Corollary 13.21 that the functions $\Phi_{G}^{(1)}$ and $\Phi_{G}^{(2)}$ in Gel'fond's method (as sketched in § 13.7.1) are the Fourier-Borel transforms of the analytic functionals

$$
\eta_{G}^{(1)}: F \longmapsto \sum_{\underline{t}} c_{\underline{t}} F\left(\underline{x}_{\underline{t}}\right)
$$

and

$$
\eta_{G}^{(2)}: F \longmapsto \sum_{\tau} \sum_{\underline{t}} c_{\tau \underline{t}}\left(\frac{\partial}{\partial z_{0}}\right)^{\tau} F\left(\underline{x}_{\underline{t}}\right)
$$

respectively, while the function $\Phi_{S}^{(1)}$ and $\Phi_{S}^{(2)}$ in Schneider's method are the FourierBorel transforms of the analytic functionals

$$
F \longmapsto \sum_{\underline{\sigma}} \sum_{s} c_{\underline{\sigma} s} \mathscr{D}^{\underline{\sigma}} F(s \underline{\lambda})
$$

with

$$
\begin{aligned}
& \underline{\sigma}=\left(\sigma_{1}, \ldots, \sigma_{m-1}\right) \in \mathbb{N}^{m-1}, \quad \underline{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{m-1}\right) \in \mathbb{C}^{m-1} \quad \text { for } \quad \Phi_{S}^{(1)}, \\
& \underline{\sigma}=\left(\sigma_{0}, \ldots, \sigma_{m-1}\right) \in \mathbb{N}^{m}, \quad \underline{\lambda}=\left(1, \lambda_{1}, \ldots, \lambda_{m-1}\right) \in \mathbb{C}^{m} \quad \text { for } \Phi_{S}^{(2)} .
\end{aligned}
$$

Part b) of Corollary 13.21 explains why the matrices M which occurred in the transcendence proofs of Chapters 9 and 10 are transposed one of the other. This is why the results reached by the two methods are so closed. In § 14.4 we shall go further and compare the outputs of both methods in the light of Proposition 13.12.

## Exercises

Exercise 13.1. Under the assumptions of $\S 13.1$, denote by

$$
M^{\prime}=\left(\begin{array}{cc}
B_{0}^{\prime} & B_{1}^{\prime} \\
B_{2}^{\prime} & L^{\prime}
\end{array}\right)
$$

the $d \times \ell$ matrix whose column vectors are respectively

$$
\underline{w}_{1}^{\prime}, \ldots, \underline{w}_{\ell_{0}}^{\prime}, \underline{\eta}_{1}^{\prime}, \ldots, \underline{\eta}_{\ell_{1}}^{\prime}
$$

a) Check

$$
r=\operatorname{rank}\left(\mathrm{M}^{\prime}\right) \quad \text { and } \quad r_{3}=\operatorname{rank}\left(\mathrm{L}^{\prime}\right)
$$

b) Define $\varrho_{1}$ and $\varrho_{2}$ by

$$
\varrho_{1}+r_{3}=\operatorname{rk}\binom{\mathrm{B}_{1}^{\prime}}{\mathrm{L}^{\prime}} \quad \text { and } \quad \varrho_{2}+r_{3}=\operatorname{rk}\left(\mathrm{B}_{2}^{\prime}, \mathrm{L}^{\prime}\right)
$$

Check

$$
\varrho_{1}+r_{3}=\operatorname{dim}_{\mathbb{C}}\left(\mathcal{X}^{\prime}\right) \quad \text { and } \quad \varrho_{2}+r_{3}=\operatorname{dim}_{\mathbb{C}}\left(\pi_{1}\left(\mathcal{W}^{\prime}+\mathcal{X}^{\prime}\right)\right)
$$

Deduce

$$
\varrho_{1} \leq r_{1} \leq r-r_{3}-\varrho_{2}
$$

c) Check

$$
\operatorname{dim}_{\mathbb{C}}\left(\mathcal{X}^{\prime} \cap \operatorname{ker} \pi_{1}\right)=\varrho_{1} \quad \text { and } \quad \operatorname{dim}_{\mathbb{C}}\left(\left(\mathcal{W}^{\prime}+X^{\prime}\right) \cap \operatorname{ker} \pi_{1}\right)=r-r_{3}-\varrho_{2}
$$

Deduce that $r=\varrho_{1}+\varrho_{2}+r_{3}$ if and only if $\left(\mathcal{W}^{\prime}+\mathcal{X}^{\prime}\right) \cap \operatorname{ker} \pi_{1} \subset \mathcal{X}^{\prime}$.
Exercise 13.2. Check the following explicit formula for the polynomial $P_{\underline{\tau t}}^{(\sigma \underline{s})}$ of Lemma 13.6:

$$
P_{\underline{\tau} \underline{(\underline{\sigma})}}^{(\underline{\sigma})}=\underline{\tau}!\underline{\sigma}!\sum_{\underline{\kappa}}\left(\prod_{h=1}^{d_{0}} \prod_{k=1}^{\ell_{0}} \frac{W_{h k}^{\kappa_{h k}}}{\kappa_{h k}!}\right)\left(\prod_{i=1}^{d_{1}} \prod_{k=1}^{\ell_{0}} \frac{\left(t_{i} W_{d_{0}+i, k}\right)^{\kappa_{d_{0}+i, k}}}{\kappa_{d_{0}+i, k}!}\right)\left(\prod_{h=1}^{d_{0}} \prod_{j=1}^{\ell_{1}} \frac{\left(s_{j} X_{h j}\right)^{\kappa_{h, \ell_{0}+j}}}{\kappa_{h, \ell_{0}+j}!}\right)
$$

where $\underline{\kappa}$ runs over the set of elements in $\mathbb{N}^{d \ell-d_{1} \ell_{1}}$ which satisfy

$$
\sum_{k=1}^{\ell_{0}} \kappa_{h k}+\sum_{j=1}^{\ell_{1}} \kappa_{h, \ell_{0}+j}=\tau_{h}, \quad\left(1 \leq h \leq d_{0}\right)
$$

and

$$
\sum_{h=1}^{d_{0}} \kappa_{h k}+\sum_{i=1}^{d_{1}} \kappa_{d_{0}+i, k}=\sigma_{k}, \quad\left(1 \leq k \leq \ell_{0}\right)
$$

## Exercise 13.3.

a) The polynomial $P_{\underline{\tau t}}^{(\sigma s)}$ of Lemma 13.6 lies in the ring $\mathbb{Z}[\mathbb{W}, \mathbb{X}]$ involving $d_{1} \ell_{1}+d_{0} \ell_{1}+d_{1} \ell_{0}$ variables. Write these variables in matrices

$$
\mathbb{W}=\left(\begin{array}{ccc}
W_{11} & \cdots & W_{1 \ell_{0}} \\
\vdots & \ddots & \vdots \\
W_{d 1} & \cdots & W_{d \ell_{0}}
\end{array}\right) \quad \text { and } \quad \mathbb{X}=\left(\begin{array}{ccc}
X_{11} & \cdots & X_{1 \ell_{1}} \\
\vdots & \ddots & \vdots \\
X_{d_{0} 1} & \cdots & X_{d_{0} \ell_{1}}
\end{array}\right)
$$

and denote by $\mathbb{W}^{\prime}, \mathbb{X}^{\prime}$ the transposed matrices:

$$
\mathbb{W}^{\prime}=\left(\begin{array}{ccc}
W_{11} & \cdots & W_{d 1} \\
\vdots & \ddots & \vdots \\
W_{1 \ell_{0}} & \cdots & W_{d \ell_{0}}
\end{array}\right) \quad \text { and } \quad \mathbb{X}^{\prime}=\left(\begin{array}{ccc}
X_{11} & \cdots & X_{d_{0} 1} \\
\vdots & \ddots & \vdots \\
X_{1 \ell_{1}} & \cdots & X_{d_{0} \ell_{1}}
\end{array}\right)
$$

Check

$$
P_{\underline{\tau t}}^{\left(\frac{\sigma s}{\sigma}\right)}(\mathbb{W}, \mathbb{X})=P_{\sigma \underline{\sigma}}^{\left(\frac{\tau t}{s}\right)}\left(\mathbb{W}^{\prime}, \mathbb{X}^{\prime}\right)
$$

Hint. Use Exercise 13.2.
b) Deduce from Corollary 13.21 an analytic proof of a).

Hint. Define

$$
\underline{\eta}=\sum_{j=1}^{\ell_{1}} s_{j}\left(x_{1 j}, \ldots, x_{d_{0} j}, y_{1 j}, \ldots, y_{d_{1} j}\right) \in \mathbb{C}^{d}
$$

The value of $P_{\underline{\tau}-}^{(\sigma s)}$ at a point $\boldsymbol{w}=\left(w_{i k}\right), \boldsymbol{x}=\left(x_{h j}\right)$ is

$$
D^{\frac{\sigma}{w}}\left(\underline{z}^{\underline{\tau}} e^{t \underline{z}}\right)(\underline{\eta}) \prod_{i=1}^{d_{1}} \prod_{j=1}^{\ell_{1}} e^{-t_{i} s_{j} y_{i j}}
$$

Introduce variables $\zeta_{1}, \ldots, \zeta_{\ell}$. Define $\boldsymbol{v}=\left(\underline{v}_{1}, \ldots, \underline{v}_{d_{0}}\right)$ where

$$
\underline{v}_{h}=\left(w_{h 1}, \ldots, w_{h \ell_{0}}, x_{h 1}, \ldots, x_{h \ell_{1}}\right) \in \mathbb{C}^{\ell}
$$

Put also

$$
\underline{\xi}=\sum_{i=1}^{d_{1}} t_{i}\left(w_{d_{0}+i, 1}, \ldots, w_{d_{0}+i, \ell_{0}}, y_{i 1}, \ldots, y_{i \ell_{1}}\right) \in \mathbb{C}^{\ell}
$$

The formula we want to check reads

$$
\mathcal{D}_{\bar{w}}^{\frac{\sigma}{w}}\left(\underline{z}^{\underline{\tau}} e^{t \underline{z}}\right)(\underline{\eta})=\mathcal{D}^{\frac{\tau}{v}}\left(\underline{\zeta}^{\underline{\sigma}} e^{\underline{S} \underline{\zeta}}\right)(\underline{\xi})
$$

Using Corollary 13.21 with $n=d$,

$$
u_{h k}=\delta_{h k} \quad\left(1 \leq h \leq d_{0}, 1 \leq k \leq d\right), \quad \underline{x}=\left(0, \ldots, 0, t_{1}, \ldots, t_{d_{1}}\right)
$$

check

$$
\begin{aligned}
\mathscr{D}^{\frac{\sigma}{w}}\left(\underline{z}^{\tau} e^{t \underline{z}}\right)(\underline{\eta})= & \left(\frac{\partial}{\partial z_{1}}\right)^{\tau_{1}} \cdots\left(\frac{\partial}{\partial z_{d_{0}}}\right)^{\tau_{d_{0}}} \\
& \left.\prod_{k=1}^{\ell_{0}}\left(\sum_{h=1}^{d_{0}} w_{h k} z_{h}+\sum_{i=1}^{d_{1}} w_{d_{0}+i, k} t_{i}\right)^{\sigma_{k}} \prod_{h=1}^{d_{0}} \prod_{j=1}^{\ell_{1}} e^{s_{j} x_{h j} z_{h}} \cdot \prod_{i=1}^{d_{1}} \prod_{j=1}^{\ell_{1}} e^{t_{i} s_{j} y_{i j}}\right|_{z_{1}=\cdots=z_{d_{0}}=0} .
\end{aligned}
$$

Conclude the proof by means of the formula

$$
\left.\left(\frac{\partial}{\partial z_{1}}\right)^{\tau_{1}} \cdots\left(\frac{\partial}{\partial z_{d_{0}}}\right)^{\tau_{d_{0}}} F(\underline{v} \underline{z}+\underline{\zeta})\right|_{z_{1}=\cdots=z_{d_{0}}=0}=\mathscr{D} \frac{\sigma}{\boldsymbol{v}} F(\underline{\zeta}) .
$$

Exercise 13.4. In Proposition 13.8, assume

$$
L=\binom{T_{0}+d_{0}}{d_{0}} \prod_{i=1}^{d_{1}}\left(2 T_{i}+1\right)
$$

which means that the set $\left\{\left(\underline{\tau}_{\lambda}, \underline{t}_{\lambda}\right), 1 \leq \lambda \leq L\right\}$ is

$$
\left\{(\underline{\tau}, \underline{t}) ;\|\underline{\tau}\| \leq T_{0},\left|t_{i}\right| \leq T_{i},\left(1 \leq i \leq d_{1}\right)\right\}
$$

Show that, in the conclusion of Proposition 13.8, the quantity

$$
2 U_{2}=2 d^{+} D \sum_{i=1}^{d_{1}} \sum_{j=1}^{\ell_{1}} T_{i} S_{j} \log A_{i j}
$$

can be replaced by

$$
d^{+} D \sum_{i=1}^{d_{1}} \sum_{j=1}^{\ell_{1}} \frac{2 T_{i}\left(T_{i}+1\right)}{2 T_{i}+1} \cdot S_{j} \log A_{i j}
$$

Hint. See the hint of Exercise 3.8.

Exercise 13.5. Show that $D$ can be replaced by $D / 2$ in all estimates when the number field $K$ is not contained into $\mathbb{R}$.

Hint. Use Exercise 3.5.

Exercise 13.6. With the notation of Lemma 13.3, let $a>0$ be such that

$$
\left(i_{0}!\right)^{1 / i_{0}}\left(1-\frac{i_{0}+1}{a}\right) \geq \frac{i_{0}+1}{e} .
$$

(For instance $a=8 i_{0}^{2}$ will do.) Assume

$$
L \geq \frac{a^{i_{0}}}{i_{0}!}\left(K+i_{0}+1\right)^{i_{0}} \cdot \prod_{\sigma=1}^{s}\binom{K_{\sigma}+i_{\sigma}}{i_{\sigma}}
$$

Check

$$
\Theta_{L}^{i_{0}} \geq\left(\frac{i_{0}}{e}\right)^{i_{0}} \cdot\left(\frac{L^{i_{0}+1}}{\prod_{\sigma=1}^{s}\binom{K_{\sigma}+i_{\sigma}}{i_{\sigma}}}\right)
$$

Hint. Check

$$
\begin{aligned}
M-\frac{i_{0}}{e} \cdot\left(\frac{L}{\prod_{\sigma=1}^{s}\binom{K_{\sigma}+i_{\sigma}}{i_{\sigma}}}\right)^{1 / i_{0}} & \geq\left(\frac{L}{\prod_{\sigma=1}^{s}\binom{K_{\sigma}+i_{\sigma}}{i_{\sigma}}}\right)^{1 / i_{0}} \cdot\left(\frac{i_{0}}{i_{0}+1} \cdot\left(i_{0}!\right)^{1 / i_{0}}-\frac{i_{0}}{e}\right) \\
& \geq a i_{0}\left(K+i_{0}+1\right)\left(\frac{1}{i_{0}+1}-\frac{1}{e\left(i_{0}!\right)^{1 / i_{0}}}\right),
\end{aligned}
$$

with

$$
\frac{1}{i_{0}+1}-\frac{1}{e\left(i_{0}!\right)^{1 / i_{0}}} \geq \frac{1}{a}
$$

Exercise 13.7. Check that an admissible value for the constant $c_{1}$ in the definition of $S_{1}$ from $\S$ 13.5.2 is

$$
c_{1}=\left(1+\eta_{1}\right)\left(1+\eta_{3}\right) \frac{2^{d_{1}}}{d_{0}!} \cdot \frac{\ell_{0}!}{2^{\ell_{1}}} \cdot \frac{1}{\left(d_{1} \ell_{1}\right)^{d_{1}}} \cdot c_{Z E}
$$

provided that $\eta_{3}>0$ satisfies

$$
\left(1+\eta_{3}\right)^{-1} \leq\left(1-\frac{D \log B_{1}}{2 U}\right)^{\ell_{0}} \prod_{j=1}^{\ell_{1}}\left(1-\frac{\log A_{1 j}}{2 S_{1} \log A_{11}}\right)
$$

Assume further $S_{j} \geq 1$ and $T_{0} \geq d_{0}$. Check the inequality $\eta_{1} \leq 2^{d_{0}}(3 / 2)^{d_{1}}$ and show that $\eta_{3}=2^{\ell}-1$ and

$$
c_{1}=\frac{2^{d_{0}} 3^{d_{1}} \ell_{0}!c_{Z E}}{d_{0}!\left(d_{1} \ell_{1}\right)^{d_{1}}}
$$

are admissible values.

## Exercise 13.8.

a) From Theorem 13.1 deduce Theorem 7.10.
b) State and prove a generalization of Theorem 13.1 which includes Fel'dman's polynomials (see § 13.6) and implies Theorem 9.1.

## Exercise 13.9.

a) The Fourier-Borel transform (in a single variable) of

$$
F \mapsto \int_{0}^{1} F(z) d z \quad \text { is } \quad \zeta \mapsto \frac{e^{\zeta}-1}{\zeta}
$$

b) Given a real valued function $\varphi$ on $\mathbb{R}$ (continuous with compact support, for simplicity), the Fourier-Borel transform of the functional

$$
F \mapsto \int_{-\infty}^{+\infty} \varphi(z) F(i z) d z
$$

is nothing else than the Fourier transform of $\varphi$, namely

$$
\zeta \mapsto \int_{-\infty}^{+\infty} \varphi(z) e^{i z \zeta} d z
$$

Exercise 13.10. For $\Phi \in \mathcal{A}_{n}^{0}$ with Taylor expansion

$$
\Phi(\underline{\zeta})=\sum_{\underline{\kappa} \in \mathbb{N}^{n}} a_{\underline{\kappa}} \underline{\zeta}^{\underline{K}},
$$

define the Laplace transform $\widetilde{\Phi}$ of $\Phi$ by

$$
\widetilde{\Phi}(\underline{z})=\sum_{\underline{\kappa} \in \mathbb{N}^{n}} a_{\underline{\kappa} \underline{z}^{-\underline{\kappa}-1},}
$$

where

$$
\underline{z}^{-\underline{\kappa}-1}=z_{1}^{-\kappa_{1}-1} \cdots z_{n}^{-\kappa_{n}-1}
$$

a) Check that $\widetilde{\Phi}$ is analytic in a domain of $\mathbb{C}^{n}$ which contains a closed set of the form

$$
\left\{\underline{z} \in \mathbb{C}^{n} ;\left|z_{j}\right| \geq R \text { for } 1 \leq j \leq n\right\}
$$

b) Using Cauchy's formula, derive, for $F \in \mathcal{A}_{n}$,

$$
\mathscr{H}_{\Phi}(F)=\frac{1}{(2 i \pi)^{n}} \int_{\left|z_{1}\right|=R} \cdots \int_{\left|z_{n}\right|=R} F(\underline{z}) \widetilde{\Phi}(\underline{z}) d \underline{z}
$$

c) Using the special case $F(\underline{z})=e^{\underline{\xi} \underline{z}}$ with $\zeta \in \mathbb{C}^{n}$, deduce the inversion formula for Laplace's transform

$$
\Phi(\underline{\zeta})=\frac{1}{(2 i \pi)^{n}} \int_{\left|z_{1}\right|=R} \cdots \int_{\left|z_{n}\right|=R} e^{\zeta \underline{z}} \tilde{\Phi}(\underline{z}) d \underline{z}
$$

Hint. See [LelGru 1986], Chap. 8.

## 14. Applications to Diophantine Approximation

The purpose of the present chapter is to apply the main result of diophantine approximation of the previous chapter (Th. 13.1).

The first two sections are devoted to diophantine approximation in dimension 1 (we apply Theorem 13.1 with $r=1$ ). We derive two lower bounds for numbers of the form

$$
\sum_{i=1}^{m} \sum_{j=1}^{n}\left|\lambda_{i j}-\beta_{j} \lambda_{i}\right| \quad \text { and } \quad \sum_{i=1}^{m} \sum_{j=1}^{n}\left|\lambda_{i j}-\beta_{j} \beta_{i}^{\prime}\right|
$$

respectively, where $\beta_{j}$ and $\beta_{i}^{\prime}$ are algebraic numbers, while $\lambda_{i}$ and $\lambda_{i j}$ are logarithms of algebraic numbers.

In § 14.3 we give examples involving several variables. In the next section (§ 14.4) we come back to the question of measures of linear independence of logarithms of algebraic numbers: the effective version of the Theorem of the linear subgroup includes such estimates in a number of ways, and we compare the results and the methods.

In the present chapter we shall use the following definition:
Definition. Let $\underline{\theta}=\left(\theta_{1}, \ldots, \theta_{m}\right)$ be a $m$-tuple of complex numbers. Following [RoyW 1997b], we say that a function $\varphi: \mathbb{N} \times \mathbb{R}_{>0} \rightarrow \mathbb{R}_{>0} \cup\{\infty\}$ is a simultaneous
${ }^{24}$ approximation measure for $\underline{\theta}$ if there exist a positive integer $D_{0}$ together with a real number $h_{0} \geq 1$ such that, for any integer $D \geq D_{0}$, any real number $h \geq h_{0}$ and any $m$-tuple $\underline{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{m}\right)$ of algebraic numbers satisfying

$$
[\mathbb{Q}(\underline{\gamma}): \mathbb{Q}] \leq D \quad \text { and } \quad \max _{1 \leq i \leq m} \mathrm{~h}\left(\gamma_{i}\right) \leq h,
$$

we have

$$
\max _{1 \leq i \leq m}\left|\theta_{i}-\gamma_{i}\right| \geq \exp \{-\varphi(D, h)\} .
$$

[^21]The main results of this chapter (namely Theorems 14.1, 14.6, 14.17 and 14.20) deal with simultaneous approximation of logarithms of algebraic numbers. Let us fix some notation.

Let $m$ and $n$ be two positive integers. We denote by

$$
\mathrm{L}_{m, n}=\left(\lambda_{i j}\right)_{\substack{1 \leq i \leq m \\ 1 \leq j \leq n}}
$$

a $m \times n$ matrix with entries in $\mathcal{L}$. We consider a number field $K$ of degree $D=[K: \mathbb{Q}]$ such that the algebraic numbers $\alpha_{i j}=e^{\lambda_{i j}}$ belong to $K^{\times}$. Let $A_{i j} \quad(1 \leq i \leq m$, $1 \leq j \leq n), E$ be positive real numbers satisfying, for $1 \leq i \leq m$ and $1 \leq j \leq n$, the following conditions:

$$
\mathrm{h}\left(\alpha_{i j}\right) \leq \log A_{i j}, \quad\left|\lambda_{i j}\right| \leq \frac{D}{E} \log A_{i j} \quad \text { and } \quad 1 \leq \log E \leq D \log A_{i j}
$$

We assume further that the $m \times n$ matrix $\left(\log A_{i j}\right)_{\substack{1 \leq i \leq m \\ 1 \leq \leq \leq n}}$ has rank 1 , which can be written

$$
\left(\log A_{i j}\right)\left(\log A_{11}\right)=\left(\log A_{i 1}\right)\left(\log A_{1 j}\right)
$$

for $1 \leq i \leq m$ and $1 \leq j \leq n$.
We need some independence condition on these $\lambda_{i j}$. For simplicity we introduce the following definition: given a positive real number $U$, we shall say that the matrix $\mathrm{L}_{m n}$ satisfies the linear independence condition for $U$ if, for any $\underline{t} \in \mathbb{Z}^{m} \backslash\{0\}$ and any $\underline{s} \in \mathbb{Z}^{n} \backslash\{0\}$ with $|\underline{t}| \leq U$ and $|\underline{s}| \leq U$,

$$
\sum_{i=1}^{m} \sum_{j=1}^{n} t_{i} s_{j} \lambda_{i j} \neq 0
$$

We shall say also that $\mathrm{L}_{m n}$ satisfies the linear independence condition if, for any $U>0$, it satisfies the linear independence condition for $U$. This means that for any nonzero tuple $\underline{t}=\left(t_{1}, \ldots, t_{m}\right)$ in $\mathbb{Z}^{m}$ and any nonzero tuple $\underline{s}=\left(s_{1}, \ldots, s_{n}\right)$ in $\mathbb{Z}^{n}$, we have

$$
\sum_{i=1}^{m} \sum_{j=1}^{n} t_{i} s_{j} \lambda_{i j} \neq 0
$$

### 14.1 A Quantitative Refinement to Gel'fond-Schneider's Theorem

By the Theorem of Gel'fond-Schneider, if $\lambda_{i j}$ are elements of $\mathcal{L}$, not all zero, $\lambda_{1}, \ldots, \lambda_{m}$ elements of $\mathcal{L}$ and $\beta_{1}, \ldots, \beta_{n}$ algebraic numbers, not all rational, then the $(m+1) \times(n+1)$ matrix

$$
\left(\begin{array}{cccc}
1 & \beta_{1} & \cdots & \beta_{n} \\
\lambda_{1} & & & \\
\vdots & & \lambda_{i j} & \\
\lambda_{m} & & &
\end{array}\right)
$$

has rank $\geq 2$. We show that such a matrix cannot be too close to a rank 1 matrix. In order to get a sharper result when $m$ and $n$ are large, some independence condition is clearly necessary.

### 14.1.1 A Lower Bound for $\sum_{i=1}^{m} \sum_{j=1}^{n}\left|\log \alpha_{i j}-\beta_{j} \log \alpha_{i}\right|$

Our first result deals with the simultaneous approximation of numbers $\alpha_{i}^{\beta_{j}}$ by algebraic numbers. Since we work with a $m \times(n+1)$ matrix

$$
\mathrm{L}_{m, n+1}=\left(\lambda_{i j}\right)_{\substack{\leq i \leq m \\ 0 \leq j \leq n}}
$$

with entries in $\mathcal{L}$, we complete the notation of the introduction as follows: we write $\lambda_{i}, \alpha_{i}, A_{i}$ for $\lambda_{i 0}, \alpha_{i 0}$ and $A_{i 0}$ respectively, so that

$$
\mathrm{h}\left(\alpha_{i}\right) \leq \log A_{i}, \quad\left|\lambda_{i}\right| \leq \frac{D}{E} \log A_{i} \quad \text { and } \quad \log E \leq D \log A_{i}
$$

The number field $K$ contains the algebraic numbers $\alpha_{i}=\alpha_{i 0}=e^{\lambda_{i}}$ and we have

$$
\left(\log A_{i j}\right)\left(\log A_{1}\right)=\left(\log A_{i}\right)\left(\log A_{1 j}\right)
$$

for $1 \leq i \leq m$ and $0 \leq j \leq n$.

Theorem 14.1. There exists a positive constant $c$, which depends only on $m$ and $n$, with the following property. Let $\beta_{1}, \ldots, \beta_{n}$ be algebraic numbers in $K$ and $B a$ positive real number satisfying

$$
B \geq e \quad \text { and } \quad \mathrm{h}\left(1: \beta_{1}: \cdots: \beta_{n}\right) \leq \log B
$$

Define

$$
U_{1}^{m n}=D^{(m+1)(n+1)}(\log B)^{n+1}\left(\prod_{i=1}^{m} \prod_{j=0}^{n} \log A_{i j}\right)(\log E)^{-m-n-1}
$$

and assume that the matrix $\mathrm{L}_{m, n+1}$ satisfies the linear independence condition for $\left(c U_{1}\right)^{2}$. Assume further

$$
\log E \leq D \log B \leq U_{1}, \quad B \geq D
$$

and

$$
D \log A_{i j} \leq B
$$

for $1 \leq i \leq m$ and $0 \leq j \leq n$. Then

$$
\sum_{i=1}^{m} \sum_{j=1}^{n}\left|\lambda_{i j}-\beta_{j} \lambda_{i}\right| \geq e^{-c U_{1}} .
$$

Remark 1. To give an explicit numerical value for the constant $c$ is not so important, but an efficient way of stating that it is effectively computable and that it depends only on $m$ and $n$ is to produce an explicit admissible value. We shall check the result with

$$
c=2^{32} m^{4} n^{2}(2 m)^{m} .
$$

Remark 2. One may replace the linear independence condition on the matrix $\mathrm{L}_{m, n+1}$ by the following hypotheses:
for anym-tuple $\underline{t}=\left(t_{1}, \ldots, t_{m}\right) \in \mathbb{Z}^{m} \backslash\{0\}$ satisfying $\left|t_{i}\right| \leq\left(c U_{1}\right)^{2}$ for $1 \leq i \leq m$, we have

$$
t_{1} \lambda_{1}+\cdots+t_{m} \lambda_{m} \neq 0
$$

and
for any $n+1$-tuple $\underline{s}=\left(s_{1}, \ldots, s_{n+1}\right) \in \mathbb{Z}^{n+1} \backslash\{0\}$ satisfying $\left|s_{j}\right| \leq\left(c U_{1}\right)^{2}$ for $1 \leq j \leq n+1$, we have

$$
s_{1} \beta_{1}+\cdots+s_{n} \beta_{n} \neq s_{n+1} .
$$

Plainly, the first condition is satisfied if the numbers $\lambda_{1}, \ldots, \lambda_{m}$ are linearly independent over $\mathbb{Q}$, and the second if the numbers $1, \beta_{1}, \ldots, \beta_{n}$ are linearly independent over $\mathbb{Q}$.

Remark 3. The conclusion of Theorem 14.1 corresponds to the optimal value for $U$ given by Proposition 13.12, with

$$
u=m n, \quad \delta=m n+m+n+1, \quad b_{1}=n+1 \quad b_{2}=0 .
$$

### 14.1.2 Proof of Theorem 14.1

Let us start by checking that there is no loss of generality to assume

$$
\begin{equation*}
D(\log B)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right) \geq\left(\log A_{i}\right)^{m} \log E \tag{14.2}
\end{equation*}
$$

for $1 \leq i \leq m$. The proof is based on the remark in § 13.5.3: if, for some $i$, say $i=m$, this condition is not satisfied, then one should just omit the value $i=m$ in the statement and prove a lower bound for

$$
\sum_{i=1}^{m-1} \sum_{j=1}^{n}\left|\lambda_{i j}-\beta_{j} \lambda_{i}\right| .
$$

More precisely, assume (without loss of generality) $A_{1} \leq \cdots \leq A_{m}$. Since $D \log B \geq \log E$, there is at least one integer $m^{\prime}$ in the range $1 \leq m^{\prime} \leq m$ for which

$$
D(\log B) \prod_{\iota=1}^{m^{\prime}} \log A_{\iota} \geq\left(\log A_{m^{\prime}}\right)^{m^{\prime}} \log E
$$

Let $m^{\prime}$ be the maximal element with this property. In the case $m^{\prime}=m$ there is nothing to prove. Otherwise from the definition of $m^{\prime}$ and the assumption $A_{1} \leq \cdots \leq A_{m}$ we deduce

$$
D(\log B) \prod_{\iota=1}^{m^{\prime}} \log A_{\iota}<\left(\log A_{i}\right)^{m^{\prime}} \log E
$$

for $i=m^{\prime}+1$, hence also for any $i=m^{\prime}+1, \ldots, m$. Assuming the result holds for $m$ replaced by $m^{\prime}$, we have

$$
\sum_{l=1}^{m^{\prime}} \sum_{j=1}^{n}\left|\lambda_{l j}-\beta_{j} \lambda_{l}\right| \geq e^{-c^{\prime} V_{1}}
$$

where $c^{\prime}$ depends only on $m^{\prime}$ and $n$, and where $V_{1}$ is defined by

$$
V_{1}^{m^{\prime} n}=D^{\left(m^{\prime}+1\right)(n+1)}(\log B)^{n+1}\left(\prod_{l=1}^{m^{\prime}} \prod_{j=0}^{n} \log A_{l j}\right)(\log E)^{-m^{\prime}-n-1} .
$$

We have

$$
\left(\frac{D \log B}{\log E}\right)^{m-m^{\prime}} \prod_{\imath=1}^{m^{\prime}}\left(\log A_{\iota}\right)^{m-m^{\prime}}<\prod_{i=m^{\prime}+1}^{m}\left(\log A_{i}\right)^{m^{\prime}}
$$

hence

$$
\left(\frac{D \log B}{\log E}\right)^{\left(m-m^{\prime}\right)(n+1)} \prod_{l=1}^{m^{\prime}} \prod_{j=0}^{n}\left(\log A_{l j}\right)^{m-m^{\prime}}<\prod_{i=m^{\prime}+1}^{m} \prod_{j=0}^{n}\left(\log A_{i j}\right)^{m^{\prime}}
$$

which yields $V_{1}<U_{1}$.
We use the same argument and check that we may assume without loss of generality

$$
\begin{equation*}
D^{m+1}(\log B) \prod_{i=1}^{m}\left(\left(\log A_{i 0}\right) \cdots\left(\log A_{i n}\right)\right) \geq\left(\prod_{i=1}^{m} \log A_{i j}\right)^{n}(\log E)^{m+1} \tag{14.3}
\end{equation*}
$$

for $0 \leq j \leq n$. For $n=1$, (14.3) holds because $D \log B \geq \log E$ and $D \log A_{i j} \geq \log E$. Next, if condition (14.3) is not satisfied for, say, $j=n$, then one should work with $n$ replaced by $n-1$ and consider rather

$$
\sum_{i=1}^{m} \sum_{j=1}^{n-1}\left|\lambda_{i j}-\beta_{j} \lambda_{i}\right| .
$$

Under condition (14.3) we shall obtain a sharper numerical value for $c$, namely

$$
c=2^{32} m^{4} n^{2}(2 m)^{m / n} .
$$

There is a symmetry in the statement of Theorem 14.1 which we shall break in the proof. We may apply Theorem 13.1 either with

$$
d_{0}=1, \quad d_{1}=m, \quad \ell_{0}=0, \quad \ell_{1}=n+1,
$$

or else with

$$
d_{0}=0, \quad d_{1}=n+1, \quad \ell_{0}=1, \quad \ell_{1}=m .
$$

Here we choose the former solution: we set $G=\mathbb{G}_{\mathrm{a}} \times \mathbb{G}_{\mathrm{m}}^{m}$ and $d=m+1$. We also take $G^{+}=G, G^{-}=\{e\}, r=r_{3}=1, r_{1}=r_{2}=0$. It will be convenient to define $\beta_{n+1}=1, A_{1, n+1}=A_{10}$ and to use also the notation, for $1 \leq i \leq m$,

$$
\lambda_{i, n+1}=\lambda_{i}, \quad \alpha_{i, n+1}=\alpha_{i} .
$$

For $1 \leq j \leq n+1$, define $\underline{\eta}_{j} \in K \times \mathcal{L}^{m}$ and $\underline{\gamma}_{j} \in G(K)=K \times\left(K^{\times}\right)^{m}$ as follows:

$$
\underline{\eta}_{j}=\left(\beta_{j}, \lambda_{1 j}, \ldots, \lambda_{m j}\right) \quad \text { and } \quad \underline{\gamma}_{j}=\exp _{G} \underline{\eta}_{j}=\left(\beta_{j}, \alpha_{1 j}, \ldots, \alpha_{m j}\right) .
$$

Hence

$$
\underline{\eta}_{n+1}=\left(1, \lambda_{1}, \ldots, \lambda_{m}\right) \quad \text { and } \quad \underline{\gamma}_{n+1}=\left(1, \alpha_{1}, \ldots, \alpha_{m}\right) .
$$

Next put $\underline{\eta}_{j}^{\prime}=\beta_{j} \underline{\eta}_{n+1}(1 \leq j \leq n+1)$. The vector space

$$
X^{\prime}=\mathbb{C} \underline{\eta}_{1}^{\prime}+\cdots+\mathbb{C} \underline{\eta}_{n+1}^{\prime}=\mathbb{C} \underline{\eta}_{n+1}
$$

has dimension $r=1$. Since $\ell_{0}=0$, we have $\mathcal{W}=0, \mathcal{W}^{\prime}=0$, we take $S_{0}=0$, and the parameter $B_{2}$ (which will play no role) can be selected as

$$
B_{2}=E^{1 / D}+T_{1}+\cdots+T_{m}
$$

We are going now to introduce parameters $T_{0}, T_{1}, \ldots, T_{m}, S_{1}, \ldots, S_{n+1}$. Because of the assumption $(m+1)\left(S_{1}+\cdots+S_{n+1}\right) \leq B_{1}$ (which we shall check later) of Theorem 13.1, we define $B_{1}=B^{c_{1}}$ with some constant $c_{1} \geq 1$ which will be explicitly given.

We shall define below two positive real numbers $S$ and $U$. Instead of giving the values now, we explain where they come from. We first define $T_{0}$ as follows:

$$
T_{0}=\left[\frac{U}{D \log B_{1}}\right]
$$

so that the estimate

$$
D T_{0} \log B_{1} \leq U
$$

is satisfied.
Next we set

$$
S_{j}=\left[S \frac{\log A_{10}}{\log A_{1 j}}\right] \quad(1 \leq j \leq n+1) .
$$

Notice that $S_{n+1}=[S]$. For $1 \leq i \leq m$ and $1 \leq j \leq n+1$ we have

$$
S_{j} \log A_{i j} \leq S \log A_{i 0} .
$$

Therefore if we define $T_{1}, \ldots, T_{m}$ by

$$
T_{i}=\left[\frac{U}{2 m n D S \log A_{i 0}}\right] \quad(1 \leq i \leq m)
$$

then the condition

$$
D \sum_{i=1}^{m} \sum_{j=1}^{n+1} T_{i} S_{j} \log A_{i j} \leq U
$$

is fulfilled.
This shows that our parameters $T_{0}, T_{1}, \ldots, T_{m}, S_{1}, \ldots, S_{n+1}$ will be known as soon as $S$ and $U$ are chosen. We take

$$
\ell=\left\{\underline{s} \in \mathbb{Z}^{n+1} ;\left|s_{j}\right| \leq S_{j}(1 \leq j \leq n+1)\right\}
$$

and

$$
\mathcal{T}=\left\{\underline{t} \in \mathbb{Z}^{m} ;\left|t_{i}\right| \leq T_{i}(1 \leq i \leq m)\right\}
$$

There are two main conditions which will help us to fix $S$ and $U$. The first one arises from the hypothesis

$$
\left(T_{0}+1\right)\left(2 T_{1}+1\right) \cdots\left(2 T_{m}+1\right) \geq \frac{2 V}{\log E}
$$

of Theorem 13.1, where $V \leq 33 m U$. Using the lower bounds $2[x]+1 \geq[x]+1 \geq x$ which hold for any $x \geq 0$ (such lousy estimates will occur repeatedly during the proof), one checks

$$
\begin{aligned}
\left(T_{0}+1\right)\left(2 T_{1}+1\right) \cdots\left(2 T_{m}+1\right) & \geq \\
& \frac{U^{m+1}}{(2 m n)^{m} D^{m+1} S^{m}\left(\log B_{1}\right)\left(\log A_{10}\right) \cdots\left(\log A_{m 0}\right)}
\end{aligned}
$$

This explains the first main condition relating $U$ and $S$ that we require, namely:

$$
U^{m} \geq 66 m(2 m n)^{m} D^{m+1} S^{m}\left(\log B_{1}\right)\left(\log A_{10}\right) \cdots\left(\log A_{m 0}\right)(\log E)^{-1}
$$

Our second main condition will enable us to check

$$
\left(2 S_{1}+1\right) \cdots\left(2 S_{n+1}+1\right)>(m+1)!2^{m} T_{0} T_{1} \cdots T_{m}
$$

Otherwise the conclusion of Theorem 13.1 would be trivial by taking for $G^{*}$ the trivial subgroup $\{e\}$.

Since $(m+1)!\leq 2 m^{m}$,

$$
T_{0} T_{1} \cdots T_{m} \leq \frac{U^{m+1}}{(2 m n)^{m} D^{m+1} S^{m}\left(\log B_{1}\right)\left(\log A_{10}\right) \cdots\left(\log A_{m 0}\right)}
$$

and

$$
\left(2 S_{1}+1\right) \cdots\left(2 S_{n+1}+1\right)>S^{n+1} \frac{\left(\log A_{10}\right)^{n}}{\left(\log A_{11}\right) \cdots\left(\log A_{1 n}\right)}
$$

our second main condition relating $U$ and $S$ will be:

$$
n^{m} D^{m+1} S^{m+n+1}\left(\log B_{1}\right)\left(\log A_{10}\right)^{n} \prod_{i=1}^{m} \log A_{i 0} \geq 2 U^{m+1} \prod_{j=1}^{n} \log A_{1 j} .
$$

This is why we define $S$ and $U$ as follows:

$$
S^{m n}=c_{2} D^{m+1}\left(\log B_{1}\right)\left(\prod_{i=1}^{m} \prod_{j=0}^{n} \log A_{i j}\right) \prod_{i=1}^{m}\left(\log A_{i 0}\right)^{-n} \cdot(\log E)^{-m-1}
$$

and

$$
U^{m n}=c_{3} D^{(m+1)(n+1)}\left(\log B_{1}\right)^{n+1}\left(\prod_{i=1}^{m} \prod_{j=0}^{n} \log A_{i j}\right)(\log E)^{-m-n-1}
$$

with positive constants $c_{2}$ and $c_{3}$ which should satisfy

$$
c_{3} \geq c_{2}(66 m)^{n}(2 m n)^{m n}
$$

and

$$
c_{2}^{m+n+1} n^{m^{2} n} \geq c_{3}^{m+1} 2^{m n} .
$$

We define

$$
c_{4}=33(2 m)^{m+1} n^{m}, \quad c_{3}=c_{4}^{n} c_{2}, \quad c_{2}=33^{m n+1} 2^{m^{2}+3 m n} m^{m^{2}+2 m n+1} n^{m}
$$

so that

$$
c_{2} \geq c_{4}^{m+1} 2^{m} n^{-m^{2}},
$$

and

$$
c_{3}=33^{m n+n+1} 2^{m^{2}+4 m n+n+1} m^{m^{2}+3 m n+n+1} n^{m(n+1)} \leq\left(66 m^{3} n\right)^{m n}(2 m)^{m^{2}} .
$$

We now check the condition $(m+1)\left(S_{1}+\cdots+S_{n+1}\right) \leq B_{1}$. We need to bound $S_{j}$ from above. From the definitions of $S$ and the inequality $S_{j} \log A_{i j} \leq S \log A_{i 0}$ we deduce

$$
S_{j}^{m n} \leq c_{2} D^{m+1}\left(\log B_{1}\right)\left(\prod_{i=1}^{m} \frac{\left(\log A_{i 0}\right) \cdots\left(\log A_{i n}\right)}{\left(\log A_{i j}\right)^{n}}\right)(\log E)^{-m-1} .
$$

Using the estimates $\log E \leq D \log A_{i j} \leq B$ we deduce

$$
\frac{\left(\log A_{i 1}\right) \cdots\left(\log A_{i n}\right)}{\left(\log A_{i j}\right)^{n}} \leq\left(\frac{B}{\log E}\right)^{n-1} \quad \text { and } \quad \log A_{i 0} \leq \frac{B}{D}
$$

hence

$$
S_{j}^{m n} \leq c_{2} D\left(\log B_{1}\right) B^{m n}(\log E)^{-m n-1} .
$$

We now use the assumptions $D \leq B$ and $E \geq e$ with $\log B_{1}=c_{1} \log B$ and we find

$$
S_{j}^{m n} \leq c_{1} c_{2} B^{m n+1} \log B .
$$

Therefore we only need to check

$$
((m+1)(n+1))^{m n} c_{1} c_{2} B^{m n+1} \log B \leq B^{c_{1} m n},
$$

and since we have assumed $B \geq e$ we deduce that this inequality holds with $c_{1}=20 m^{2} n$. The inequality $U \geq 20 D \log (4 m D)$ also plainly follows from $B \geq D$ and $U_{1} \geq D \log B$ since $c_{3} c_{1}^{n+1}>\left(2^{10} m^{3} n\right)^{m n}$.

By the preceding choices, we have $U=\left(c_{3} c_{1}^{n+1}\right)^{1 / m n} U_{1}$,

$$
T_{i}=\left[\left(\frac{c_{4} D\left(\log B_{1}\right)\left(\log A_{10}\right) \cdots\left(\log A_{m 0}\right)}{\log E}\right)^{1 / m} \frac{1}{2 m n \log A_{i 0}}\right]
$$

and $S_{j}=\left[\tilde{S}_{j}\right]$ where

$$
\tilde{S}_{j}^{m n}=c_{2} D^{m+1}\left(\log B_{1}\right)\left(\prod_{i=1}^{m}\left(\log A_{i 0}\right) \cdots\left(\log A_{i n}\right)\left(\log A_{i j}\right)^{-n}\right)(\log E)^{-m-1} .
$$

Assume now that the conclusion of Theorem 14.1 does not hold. Then

$$
\max _{1 \leq j \leq n+1}\left|\underline{\eta}_{j}-\underline{\eta}_{j}^{\prime}\right|<e^{-c U_{1}}
$$

We wish to check the hypotheses of Theorem 13.1. Hence we want to deduce

$$
\max _{1 \leq j \leq n+1}\left|\underline{\eta}_{j}-\underline{\eta}_{j}^{\prime}\right|<e^{-V}
$$

If we get a contradiction with some value of the parameter $U$, then we shall deduce the desired result for any $c$ satisfying

$$
c \geq 33 m\left(c_{3} c_{1}^{n+1}\right)^{1 / m n}
$$

The estimate

$$
c_{1}^{n+1} \leq(400 n)^{m n}
$$

shows that the value

$$
c \leq 2^{32} m^{4} n^{2}(2 m)^{m / n}
$$

is admissible.
Hence we have checked that if the conclusion of Theorem 14.1 does not hold, then all the assumptions of Theorem 13.1 are satisfied for

$$
\begin{aligned}
& \Sigma=\left\{\left(s_{1} \beta_{1}+\cdots+s_{n+1} \beta_{n+1}, \alpha_{11}^{s_{1}} \cdots \alpha_{1, n+1}^{s_{n+1}}, \ldots, \alpha_{m 1}^{s_{1}} \cdots \alpha_{m, n+1}^{s_{n+1}}\right) ;\right. \\
&\left.\left(s_{1}, \ldots, s_{n+1}\right) \in s\right\} \subset G(K) .
\end{aligned}
$$

Therefore there exists a connected algebraic subgroup $G^{*}$ of $G$, which is incompletely defined by polynomials of degrees $\leq\left(T_{0}, T_{1}, \ldots, T_{m}\right)=\left(T_{0}, \underline{T}\right)$, such that

$$
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \mathscr{H}\left(G^{*} ; T_{0}, \underline{T}\right) \leq(m+1)!2^{m} T_{0} T_{1} \cdots T_{m} .
$$

Notice that this inequality would be trivial if $\mathscr{H}\left(G^{*} ; T_{0}, \underline{T}\right)=0$, that is if one $T_{i}$ would vanish. However the inequality $T_{0} \geq 1$ follows from the lower bounds

$$
U_{1} \geq D \log B, \quad c_{3}>c_{1}^{m n} \quad \text { and } \quad U \geq c_{1} U_{1} \geq D \log B_{1}
$$

while condition (14.2) implies $T_{i} \geq 1$ for $1 \leq i \leq m$, since $c_{1} c_{4}>(2 m n)^{m}$.
From the inequality

$$
(m+1)!2^{m} T_{0} T_{1} \cdots T_{m}<\left(2 S_{1}+1\right) \cdots\left(2 S_{n+1}+1\right)
$$

which we have checked earlier, and since $\mathscr{H}\left(G^{*} ; T_{0}, \underline{T}\right) \geq 1$, we deduce

$$
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right)<\left(2 S_{1}+1\right) \cdots\left(2 S_{n+1}+1\right)
$$

hence there exist $\underline{\gamma}^{\prime} \neq \underline{\gamma}^{\prime \prime}$ in $\Sigma$ such that $\underline{\gamma}=\underline{\gamma}^{\prime}-\underline{\gamma}^{\prime \prime} \in G^{*}$.
Here comes the final descent. We write $G^{*}=G_{0}^{*} \times G_{1}^{*}$, where $G_{0}^{*}$ is an algebraic subgroup of $G_{0}=\mathbb{G}_{a}$, hence $G_{0}^{*}$ is either 0 or $\mathbb{G}_{\mathrm{a}}$, while $G_{1}^{*}$ is a connected algebraic subgroup of $G_{1}=\mathbb{G}_{\mathrm{m}}^{m}$ which is incompletely defined by polynomials of degrees $\leq\left(T_{1}, \ldots, T_{m}\right)$.

We first check $G_{0}^{*}=\mathbb{G}_{\mathrm{a}}$, which means $G_{0}^{*} \neq 0$. For this it is sufficient to show that any relation

$$
s_{1} \beta_{1}+\cdots+s_{n+1} \beta_{n+1}=0
$$

with $\underline{s} \in \mathbb{Z}^{n+1}$ satisfying $\left|s_{j}\right| \leq 2 S_{j} \quad(1 \leq j \leq n+1)$ implies $\underline{s}=0$. Using our assumption

$$
\sum_{i=1}^{m} \sum_{j=1}^{n+1}\left|\lambda_{i j}-\beta_{j} \lambda_{i}\right| \leq e^{-33 m U}
$$

we deduce, for $1 \leq i \leq m$,

$$
\left|\sum_{j=1}^{n+1} s_{j} \lambda_{i j}\right| \leq B_{1} e^{-33 m U}
$$

In order to deduce from Liouville's inequality (Exercise 3.7.b) that the left hand side vanishes for at least one index $i$ in the range $1 \leq i \leq m$, it suffices to check

$$
B_{1} e^{-33 m U}<2^{-D} \prod_{j=1}^{n+1} e^{-D \mid s_{j} \operatorname{lh}\left(\alpha_{i j}\right)}
$$

From (14.2) we deduce $\log E \leq D \log B$. Since

$$
\left(\frac{U}{D S}\right)^{m}=\frac{c_{4} D \log B_{1}}{\log E} \prod_{i=1}^{m} \log A_{i 0} \geq c_{1} c_{4} \prod_{i=1}^{m} \log A_{i 0}
$$

and $c_{1} c_{4}(8 m)^{m}>n^{m}$, there is at least one $i$ with $1 \leq i \leq m$ for which

$$
\frac{U}{D S} \geq\left(c_{1} c_{4}\right)^{1 / m} \log A_{i 0} \geq \frac{n}{8 m} \log A_{i 0}
$$

We bound first $\log B_{1}+D \log 2$ by $m U$ (recall $c_{3}>c_{1}^{m n}$ ), next $S_{j} \log A_{i j}$ by $S \log A_{i 0}$, and $n+1$ by $2 n$, and we deduce

$$
33 m U>\log B_{1}+D \log 2+2 D \sum_{j=1}^{n+1} S_{j} \log A_{i j} .
$$

Therefore we may conclude

$$
\sum_{j=1}^{n+1} s_{j} \lambda_{i j}=0
$$

We want to use the condition of linear independence of $\lambda_{i j}$; we need to check $2 S_{j} \leq\left(c U_{1}\right)^{2}$. In fact we shall need later the estimate $2 S_{j} \leq c U$ which is much stronger since $U<c U_{1}$. Indeed, since $S_{j} \log A_{i j} \leq S \log A_{i 0}$ for $1 \leq j \leq n+1$, we have

$$
\left(\frac{U}{D S_{j}}\right)^{m} \geq \frac{c_{4} D \log B_{1}}{\log E} \prod_{i=1}^{m} \log A_{i j}
$$

We deduce from (14.2) the lower bound $D \log B \geq \log E$; we also use the assumptions $D \log A_{i j} \geq \log E \geq 1$ and $\log B_{1}=c_{1} \log B$. We obtain

$$
S_{j} \leq\left(c_{1} c_{4}\right)^{1 / m} U
$$

This completes the proof of our claim $G_{0}^{*}=\mathbb{G}_{\mathrm{a}}$.
Since $G^{*} \neq G$, it follows that $G_{1}^{*} \neq G_{1}$. Let $\Sigma_{1}$ be the projection of $\Sigma$ on $\mathbb{G}_{\mathrm{m}}^{m}$. For $\underline{s} \in \mathbb{Z}^{n+1}$, define

$$
\underline{\gamma}(\underline{s})=\left(\alpha_{11}^{s_{1}} \cdots \alpha_{1, n+1}^{s_{n+1}}, \ldots, \alpha_{m 1}^{s_{1}} \cdots \alpha_{m, n+1}^{s_{n+1}}\right) \in\left(K^{\times}\right)^{m},
$$

so that

$$
\Sigma_{1}=\{\underline{\gamma}(\underline{s}) ; \underline{s} \in f\} .
$$

Define $\mathcal{E}$ as the set of $\underline{s} \in \mathbb{Z}^{n+1}$ such that $\left|s_{j}\right| \leq 2 S_{j}(1 \leq j \leq n+1)$ and $\underline{\gamma}(\underline{s}) \in G_{1}^{*}$. Then, by Lemma 7.8, we have

$$
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right)=\operatorname{Card}\left(\frac{\Sigma_{1}+G_{1}^{*}}{G_{1}^{*}}\right) \geq\left(2 S_{1}+1\right) \cdots\left(2 S_{n+1}+1\right)(\operatorname{Card} \varepsilon)^{-1} .
$$

We deduce

$$
\left(2 S_{1}+1\right) \cdots\left(2 S_{n+1}+1\right)(\operatorname{Card} \mathscr{E})^{-1} \mathscr{H}\left(G^{*} ; T_{0}, \underline{T}\right) \leq(m+1)!2^{m} T_{0} T_{1} \cdots T_{m} .
$$

Since $G_{1}^{*}$ is incompletely defined by polynomials of degrees $\leq\left(T_{1}, \ldots, T_{m}\right)$ and $G_{1}^{*} \neq G_{1}$, it follows that $T_{e}\left(G_{1}^{*}\right)$ is contained in some hyperplane $t_{1} z_{1}+\cdots+t_{m} z_{m}=0$ of $\mathbb{C}^{m}=T_{e}\left(G_{1}\right)$ where $\underline{t} \in \mathbb{Z}^{m} \backslash\{0\}$ satisfies $\left|t_{i}\right| \leq T_{i}(1 \leq i \leq m)$. For each such hyperplane and each $\underline{s} \in \mathcal{E}$, we have

$$
\prod_{i=1}^{m} \prod_{j=1}^{n+1} \alpha_{i j}^{t_{i} s_{j}}=1
$$

Hence the number

$$
k(\underline{t}, \underline{s}):=\frac{1}{2 i \pi} \sum_{i=1}^{m} \sum_{j=1}^{n+1} t_{i} s_{j} \lambda_{i j}
$$

is a rational integer. For $\underline{s} \in \mathcal{E}$, we have $\left|s_{j}\right| \leq 2 S_{j}(1 \leq j \leq n+1)$. From the assumption $\left|\lambda_{j}\right| E \leq D \log A_{i j}$ we deduce the upper bound

$$
|k(\underline{t}, \underline{s})| \leq \frac{D}{\pi E} \sum_{i=1}^{m} \sum_{j=1}^{n+1} T_{i} S_{j} \log A_{i j} \leq \frac{U}{\pi e}<U .
$$

We split the proof in three cases:
(i) Assume $\mathcal{E}$ contains two $\mathbb{Q}$-linearly independent elements, say $\underline{s}^{\prime}$ and $\underline{s}^{\prime \prime}$. Let $\underline{t} \in \mathbb{Z}^{m} \backslash\{0\}$ with $\left|t_{i}\right| \leq T_{i}$ be such that the hyperplane $t_{1} z_{1}+\cdots+t_{m} z_{m}=0$ contains $T_{e}\left(G_{1}^{*}\right)$. Define

$$
\underline{s}=k\left(\underline{t}, \underline{s}^{\prime}\right) \underline{s}^{\prime \prime}-k\left(\underline{t}, \underline{s}^{\prime \prime}\right) \underline{s}^{\prime} \in \mathbb{Z}^{n+1} \backslash\{0\}
$$

Then we have

$$
\sum_{i=1}^{m} \sum_{j=1}^{n+1} t_{i} s_{j} \lambda_{i j}=0
$$

Since $\left|t_{i}\right| \leq T_{i} \leq U<c U_{1}$ and $\left|s_{j}\right| \leq 2 U S_{j} \leq\left(c U_{1}\right)^{2}$, we get a contradiction with the assumption that the matrix $\mathrm{L}_{m, n+1}$ satisfies the condition of linear independence for $\left(c U_{1}\right)^{2}$.
(ii) Assume $G_{1}^{*}$ has codimension $\geq 2$ in $G_{1}$. In this case there exist two linearly independent elements $\underline{t}^{\prime}$ and $\underline{t}^{\prime \prime}$ in $\mathbb{Z}^{m} \backslash\{0\}$ with $\left|t_{i}^{\prime}\right| \leq T_{i}$ and $\left|t_{i}^{\prime \prime}\right| \leq T_{i}$ such that $T_{e}\left(G_{1}^{*}\right)$ is contained in the intersection of the two corresponding hyperplanes. Let $\underline{s} \in \mathcal{E}$. Define

$$
\underline{t}=k\left(\underline{t}^{\prime}, \underline{s}\right) \underline{t}^{\prime \prime}-k\left(\underline{t}^{\prime \prime}, \underline{s}\right) \underline{t}^{\prime} .
$$

Then we have

$$
\sum_{i=1}^{m} \sum_{j=1}^{n+1} t_{i} s_{j} \lambda_{i j}=0
$$

Since $\left|t_{i}\right| \leq 2 U T_{i} \leq\left(c U_{1}\right)^{2}$ and $\left|s_{j}\right| \leq 2 S_{j} \leq c U_{1}$, we get again a contradiction with the assumption of linear independence of the matrix $\mathrm{L}_{m, n+1}$.
(iii) In the remaining case, we have Card $\mathcal{E} \leq \max _{1 \leq j \leq n+1}\left(2 S_{j}+1\right)$ and $G_{1}^{*}$ has codimension 1. By Proposition 5.14 we have

$$
\mathscr{H}\left(G^{*} ; T_{0}, \underline{T}\right) \geq m!2^{m-1} T_{0} T_{1} \cdots T_{m}\left(\max _{1 \leq i \leq m} T_{i}\right)^{-1}
$$

Therefore we get

$$
\left(2 S_{1}+1\right) \cdots\left(2 S_{n+1}+1\right) \leq 2(m+1)\left(\max _{1 \leq i \leq m} T_{i}\right)\left(\max _{1 \leq j \leq n+1}\left(2 S_{j}+1\right)\right)
$$

We bound the left hand side from below:

$$
\begin{aligned}
\left(2 S_{1}+1\right) \cdots\left(2 S_{n+1}+1\right) & \geq S^{n+1} \frac{\left(\log A_{10}\right)^{n}}{\left(\log A_{11}\right) \cdots\left(\log A_{1 n}\right)} \\
& \geq \frac{(m+1)!2^{m}}{(2 m n)^{m}}\left(\frac{U}{D S}\right)^{m} \frac{U}{D \log B_{1}} \prod_{i=1}^{m}\left(\log A_{i 0}\right)^{-1} \\
& \geq \frac{2 c_{4} U}{n^{m} \log E} .
\end{aligned}
$$

Now only we use (14.3) and the inequality $c_{1} c_{2}>1$ to deduce $S_{j} \geq 1$. Hence $2 S_{j}+1 \leq 3 S_{j}$. Since

$$
T_{i} S_{j} \leq \frac{U}{2 m n D \log A_{i j}} \leq \frac{U}{2 m n \log E}
$$

we again derive a contradiction from the estimate $2 m n c_{4}>3(m+1) n^{m}$.

### 14.1.3 Simultaneous Approximation for $\alpha_{s}^{\beta_{j} \beta_{r}^{\prime}}$

We derive from Theorem 14.1 a simultaneous approximation measure for numbers of the form $\alpha_{s}^{\beta_{j} \beta_{r}^{\prime}}$ when $\alpha_{s}, \beta_{j}$ and $\beta_{r}^{\prime}$ are algebraic numbers $(0 \leq j \leq n, 1 \leq r \leq p$, $1 \leq s \leq q$ ).

Corollary 14.4. Let $\beta_{0}, \ldots, \beta_{n}$ be $\mathbb{Q}$-linearly independent algebraic numbers, $\beta_{1}^{\prime}, \ldots, \beta_{p}^{\prime}$ also $\mathbb{Q}$-linearly independent algebraic numbers and $\lambda_{1}, \ldots, \lambda_{q}$ be $\mathbb{Q}$ linearly independent elements of $\mathcal{L}$. There exists a constant $c>0$ such that the function

$$
\varphi(D, h)=c D^{(n+1)(p q+1) / n p q} h^{1+(1 / n)}(\log h+\log D)^{-1 / n}
$$

is a simultaneous approximation measure for the $(n+1) p q$ numbers

$$
e^{\beta_{j} \beta_{r}^{\prime} \lambda_{s}} \quad(0 \leq j \leq n, 1 \leq r \leq p, 1 \leq s \leq q) .
$$

Example. (Compare with [RoyW 1997b], Th. 2.1). Let $\beta$ be an algebraic number of degree $d$ and $\lambda$ a nonzero element of $\mathcal{L}$. Then there exists a positive number $c=c(\beta, \lambda)$ such that

$$
c D^{(d+1) /(d-1)} h^{d /(d-1)}(\log h+\log D)^{-1 /(d-1)}
$$

is a simultaneous approximation measure for the $d-1$ numbers

$$
e^{\beta \lambda}, \ldots, e^{\beta^{d-1} \lambda}
$$

This follows from Corollary 14.4 by taking $n=d-1, p=d, q=1$,

$$
\beta_{j}=\beta^{j} \quad(0 \leq j \leq n), \quad \beta_{r}^{\prime}=\beta^{r-1} \quad(1 \leq r \leq p) \quad \text { and } \quad \lambda_{1}=\lambda .
$$

Proof. We deduce Corollary 14.4 from Theorem 14.1 with $m=p q$ (and the index $i$, $1 \leq i \leq m$ is replaced here by $(r, s)$ with $1 \leq r \leq p, 1 \leq s \leq q)$.

Replacing if necessary $\beta_{j}$ by $\beta_{j} / \beta_{0}$ and $\beta_{r}^{\prime}$ by $\beta_{0} \beta_{r}^{\prime}$, there is no loss of generality to assume $\beta_{0}=1$.

Assume $\gamma_{r s j}$ are algebraic numbers of height $\mathrm{h}\left(\gamma_{r s j}\right) \leq \log A \quad(0 \leq j \leq n$, $1 \leq r \leq p, 1 \leq s \leq q)$ in a field of degree $\leq D$ with

$$
\max _{\substack{0 \leq \leq \leq \leq n \\ 1 \leq \leq \leq \\ 1 \leq \leq \leq q}}\left|e^{\beta_{j} \beta_{r}^{\prime} \lambda_{s}}-\gamma_{r s j}\right| \leq e^{-c U}
$$

where

$$
U^{n p q}=D^{(n+1)(p q+1)}(\log A)^{(n+1) p q}(\log \log A+\log D)^{-p q} .
$$

Define $\lambda_{r s j}$ as the logarithm of $\gamma_{r s j}$ which is close to $\beta_{j} \beta_{r}^{\prime} \lambda_{s}$ and take

$$
\lambda_{r s}=\lambda_{r s 0}, \quad \log A_{r s j}=\log A \geq c_{0}, \quad B=(D \log A)^{c_{0}}, \quad E=(D \log A)^{1 / c_{0}}
$$

where $c_{0}$ is a sufficiently large constant (independent of the $\gamma_{r s j}$ ).
For $\underline{t}=\left(t_{r s}\right) \in \mathbb{Z}^{p q}$ and $T \geq 2$ with $0<|\underline{t}| \leq T$, the lower bound

$$
\left|\sum_{r=1}^{p} \sum_{s=1}^{q} t_{r s} \beta_{r}^{\prime} \lambda_{s}\right| \geq T^{-c_{0}}
$$

holds (see for instance Theorem 9.1). Hence, if there is such a $\underline{t} \neq 0$ with $T=(c U)^{2}$ for which

$$
\sum_{r=1}^{p} \sum_{s=1}^{q} t_{r s} \lambda_{r s}=0,
$$

then the conclusion of Corollary 14.4 plainly follows. Otherwise, the required linear independence condition on the numbers $\lambda_{r s}$ is satisfied, and one may apply Theorem 14.1. This completes the proof of Corollary 14.4.

Remark. This proof is dual of the proof given in [RoyW 1997b] (see the remark at the end of § 6 p. 407 of [RoyW 1997b]).

### 14.1.4 Simultaneous Approximation for $y_{j}$ and $e^{x_{i} y_{j}}$

It will be useful to introduce the following definition.
Definition. A $n$-tuple $\left(\theta_{1}, \ldots, \theta_{n}\right)$ of complex numbers satisfies a linear independence measure condition if for any $\epsilon>0$ there exists $S_{0}>0$ such that, for any $S \geq S_{0}$ and any $\underline{s} \in \mathbb{Z}^{n}$ satisfying $0<|\underline{s}| \leq S$, we have

$$
\left|s_{1} \theta_{1}+\cdots+s_{n} \theta_{n}\right| \geq e^{-s^{\epsilon}}
$$

In particular such a tuple consists of $\mathbb{Q}$-linearly independent numbers. This linear independence measure condition will occur as an hypothesis in several results below.

Often, it would be possible to weaken this condition (for instance asking it holds only for a restricted range of $\epsilon$, for instance $\epsilon>\kappa$ for some explicit $\kappa>0$ ). In the results of diophantine approximation, such an hypothesis cannot be completely avoided (see Exercise 15.12). On the other hand, when it occurs in statements of algebraic independence (see Chap. 15), this assumption is known as "a technical hypothesis" and one expects that it is superfluous.

Example. Any tuple $\left(\Lambda_{1}, \ldots, \Lambda_{n}\right)$ of $\mathbb{Q}$-linearly independent elements in $\widetilde{\mathscr{L}}$ satisfies a linear independence measure condition. Indeed, if

$$
\Lambda_{i}=\gamma_{i 0}+\sum_{j=1}^{m} \gamma_{i j} \lambda_{j}
$$

with $\gamma_{i j} \in \overline{\mathbb{Q}}(1 \leq i \leq n, 0 \leq j \leq m)$ and with $\lambda_{j} \in \mathcal{L}(1 \leq j \leq m)$, then

$$
\sum_{i=1}^{n} s_{i} \Lambda_{i}=\beta_{0}+\sum_{j=1}^{m} \beta_{j} \lambda_{j},
$$

where

$$
\beta_{j}=\sum_{i=1}^{n} s_{i} \gamma_{i j} \quad(0 \leq j \leq m)
$$

From Lemma 3.7 we deduce $\mathrm{h}\left(\beta_{j}\right) \leq c_{1} \log S$ where $c_{1}$ does not depend on $\underline{s}$, hence Theorem 9.1 gives

$$
\left|s_{1} \Lambda_{1}+\cdots+s_{n} \Lambda_{n}\right| \geq S^{-c_{2}}
$$

a much stronger estimate than what is actually needed.
Here is another example: if $\theta_{1}, \ldots, \theta_{n}$ are $\mathbb{Q}$-linearly independent elements in the $\overline{\mathbb{Q}}$-vector space spanned by $\exp (\overline{\mathbb{Q}})$, which means

$$
\theta_{i}=\sum_{j=1}^{m} \beta_{i j} e^{\gamma_{j}} \quad(1 \leq i \leq n)
$$

with algebraic $\gamma$ 's and $\beta$ 's, then the $n$-tuple $\left(\theta_{1}, \ldots, \theta_{n}\right)$ satisfies a linear independence measure condition. This result follows from a quantitative refinement to Lindemann-Weierstraß' Theorem (works of D. Morduhai-Boltovskoi, C. L. Siegel, K. Mahler,... ); see for instance [Sh 1989], Chap. XIII § 3 Th. I. Further examples of tuples satisfying a linear independence measure condition can be deduced from the results of [Sh 1989], Chap. XIII § 3 and § 5 (see also [FNe 1998], Chap. V § 5).

Corollary 14.5. Let $m \geq 1$ and $k \geq 2$ be positive integers, $\left(x_{1}, \ldots, x_{m}\right)$ be a $m$-tuple of complex numbers satisfying a linear independence measure condition, and $\left(y_{1}, \ldots, y_{k}\right)$ be a $k$-tuple of complex numbers satisfying a linear independence measure condition. There exists a constant $c>0$ such that a simultaneous approximation measure for the $k+k m$ numbers

$$
y_{j}, \quad e^{x_{i} y_{j}} \quad(1 \leq i \leq m, 1 \leq j \leq k)
$$

is

$$
\varphi(D, h)=c D^{1+\frac{m+k}{m(k-1)}} h^{1+\frac{1}{k-1}}(h+\log D)^{\frac{1}{m}+\frac{1}{m(k-1)}}(\log h+\log D)^{-\frac{1}{m}-\frac{1}{k-1}-\frac{1}{m(k-1)}} .
$$

Proof. Let $\gamma_{1}, \ldots, \gamma_{k}$ and $\gamma_{i j}(1 \leq i \leq m, 1 \leq j \leq k)$ be algebraic numbers in a field of degree $\leq D$ and heights $\leq h$. Our goal is to produce a lower bound for

$$
\sum_{j=1}^{k}\left(\left|y_{j}-\gamma_{j}\right|+\sum_{i=1}^{m}\left|x_{i} y_{j}-\gamma_{i j}\right|\right)
$$

Since $y_{1} \neq 0$ and $x_{i} y_{j} \neq 0$, there is no loss of generality to assume $\gamma_{1} \neq 0$ and $\gamma_{i j} \neq 0$. For $1 \leq i \leq m$ and $1 \leq j \leq k$, let $\log \gamma_{i j}$ be the value of the logarithm of $\gamma_{i j}$ which is closer to $x_{i} y_{j}$.

In Theorem 14.1, set

$$
n=k-1, \quad \beta_{j}=\frac{\gamma_{j+1}}{\gamma_{1}} \quad(1 \leq j \leq n), \quad \lambda_{i}=\log \gamma_{i 1} \quad(1 \leq i \leq m)
$$

and

$$
\lambda_{i j}=\log \gamma_{i, j+1} \quad(1 \leq j \leq n, 1 \leq i \leq m) .
$$

Next we choose

$$
A_{i}=A_{i j}=e^{h}, \quad B=c_{0} D e^{h}, \quad E=\frac{1}{c_{0}} D h,
$$

where $c_{0}$ is a sufficiently large positive number which depends only on $x_{1}, \ldots, x_{m}$ and $y_{1}, \ldots, y_{k}$.

### 14.2 A Quantitative Refinement to Hermite-Lindemann's Theorem

By Hermite-Lindemann's Theorem, for $m \geq 1$ and $n \geq 1$, when $\beta_{1}, \ldots, \beta_{n}$, $\beta_{1}^{\prime}, \ldots, \beta_{m}^{\prime}$ are algebraic numbers and $\lambda_{i j}$ are in $\mathscr{L}$ and not all zero, the matrix

$$
\left(\begin{array}{cccc}
1 & \beta_{1} & \cdots & \beta_{n} \\
\beta_{1}^{\prime} & & & \\
\vdots & & \lambda_{i j} & \\
\beta_{m}^{\prime} & & &
\end{array}\right)
$$

has rank $\geq 2$. Theorem 14.6 below provides a lower bound for one at least of the $2 \times 2$ minors.

### 14.2.1 A Lower Bound for $\sum_{i=1}^{m} \sum_{j=1}^{n}\left|\log \alpha_{i j}-\beta_{j} \beta_{i}^{\prime}\right|$

Our second main result deals with the simultaneous approximation of numbers $e^{\beta_{j} \beta_{i}^{\prime}}$ by algebraic numbers. Recall the notation for $m, n, \mathrm{~L}_{m n}, K, D, \lambda_{i j}, A_{i j}$ and $E$ already given at the end of the introduction.

Theorem 14.6. There exists a positive constant $c$, which depends only on $m$ and $n$, with the following property. Let $\beta_{1}, \ldots, \beta_{n}, \beta_{1}^{\prime}, \ldots, \beta_{m}^{\prime}$ be algebraic numbers in $K$. Let $B$ and $B^{\prime}$ be positive real numbers satisfying the following conditions:

$$
\begin{gathered}
B \geq e, \quad B^{\prime} \geq e, \quad B \geq D \log B^{\prime}, \quad B^{\prime} \geq D \log B, \\
\mathrm{~h}\left(1: \beta_{1}: \cdots: \beta_{n}\right) \leq \log B \quad \text { and } \quad \mathrm{h}\left(1: \beta_{1}^{\prime}: \cdots: \beta_{m}^{\prime}\right) \leq \log B^{\prime} .
\end{gathered}
$$

## Define

$$
U_{2}^{m n}=D^{m n+m+n}(\log B)^{n}\left(\log B^{\prime}\right)^{m}\left(\prod_{i=1}^{m} \prod_{j=1}^{n} \log A_{i j}\right)(\log E)^{-m-n}
$$

and assume that the matrix $\mathrm{L}_{m n}$ satisfies the linear independence condition for $\left(c \mathrm{U}_{2}\right)^{2}$. Assume further
$\log E \leq D \log B \leq U_{2}, \quad D \log B^{\prime} \leq U_{2}, \quad D \log A_{i j} \leq B \quad$ and $\quad D \log A_{i j} \leq B^{\prime}$ for $1 \leq i \leq m$ and $1 \leq j \leq n$. Then

$$
\sum_{i=1}^{m} \sum_{j=1}^{n}\left|\lambda_{i j}-\beta_{j} \beta_{i}^{\prime}\right| \geq e^{-c U_{2}}
$$

Remark 1. We shall check the conclusion with

$$
c=2^{23} m^{3} n^{2}(2 m)^{m / n}
$$

This is the only part of the result which is not symmetric by replacing

$$
m, n, \beta_{1}, \ldots, \beta_{n}, \beta_{1}^{\prime}, \ldots, \beta_{m}^{\prime}, B, B^{\prime}
$$

and the matrix $L_{m n}$ respectively by

$$
n, m, \beta_{1}^{\prime}, \ldots, \beta_{m}^{\prime}, \beta_{1}, \ldots, \beta_{n}, B^{\prime}, B
$$

and the transposed matrix ${ }^{\mathrm{t}} \mathrm{L}_{m n}$.
Remark 2. One may replace the linear independence condition on the matrix $\mathrm{L}_{m n}$ by the following hypotheses:
for any $\underline{t} \in \mathbb{Z}^{m} \backslash\{0\}$ satisfying $\left|t_{i}\right| \leq\left(c U_{2}\right)^{2}$ for $1 \leq i \leq m$, we have

$$
t_{1} \beta_{1}^{\prime}+\cdots+t_{m} \beta_{m}^{\prime} \neq 0
$$

and
for any $\underline{s} \in \mathbb{Z}^{n} \backslash\{0\}$ satisfying $\left|s_{j}\right| \leq\left(c U_{2}\right)^{2}$ for $1 \leq j \leq n$, we have

$$
s_{1} \beta_{1}+\cdots+s_{n} \beta_{n} \neq 0
$$

Remark 3. Up to the numerical values of the constants, the estimate is the best one can expect from Theorem 13.1 since, with the notation of Proposition 13.12, we have

$$
u=m n, \quad \delta=m n+m+n, \quad b_{1}=n \quad b_{2}=m
$$

### 14.2.2 Proof of Theorem 14.6

Thanks to the remark in § 13.5.3, we may assume without loss of generality

$$
\begin{equation*}
D(\log B)\left(\log A_{11}\right) \cdots\left(\log A_{m 1}\right) \geq\left(\log A_{i 1}\right)^{m} \log E \tag{14.7}
\end{equation*}
$$

for $1 \leq i \leq m$ and

$$
\begin{equation*}
D\left(\log B^{\prime}\right)\left(\log A_{11}\right) \cdots\left(\log A_{1 n}\right) \geq\left(\log A_{1 j}\right)^{n} \log E \tag{14.8}
\end{equation*}
$$

for $1 \leq j \leq n$.
We apply Theorem 13.1 with $d_{0}=1, d_{1}=m, d=m+1, G=G^{+}=G_{0} \times G_{1}$, $G_{0}=\mathbb{G}_{\mathrm{a}}, G_{1}=\mathbb{G}_{\mathrm{m}}^{m}, G^{-}=\{e\}, \ell_{0}=1, \ell_{1}=n, r=r_{3}=1, r_{1}=r_{2}=0$. Define

$$
\underline{w}_{1}=\left(1, \beta_{1}^{\prime}, \ldots, \beta_{m}^{\prime}\right) \in K^{m+1}, \quad \mathcal{W}=K \underline{w}_{1}
$$

and, for $1 \leq j \leq n$,

$$
\begin{gathered}
\underline{\eta}_{j}=\left(\beta_{j}, \lambda_{1 j}, \ldots, \lambda_{m j}\right) \in K \times \mathscr{L}^{m}, \\
\underline{\gamma}_{j}=\exp _{G} \underline{\eta}_{j}=\left(\beta_{j}, \alpha_{1 j}, \ldots, \alpha_{m j}\right) \in G(K)=K \times\left(K^{\times}\right)^{m} .
\end{gathered}
$$

Next put $\underline{w}_{1}^{\prime}=\beta_{1} \underline{w}_{1}$ and, for $1 \leq j \leq n$,

$$
\underline{\eta}_{j}^{\prime}=\beta_{j} \underline{w}_{1}=\left(\beta_{j}, \beta_{1}^{\prime} \beta_{j}, \ldots, \beta_{m}^{\prime} \beta_{j}\right) \in K^{m+1} .
$$

The vector spaces

$$
\mathscr{W}^{\prime}=\mathbb{C} \underline{w}_{1}^{\prime} \quad \text { and } \quad X^{\prime}=\mathbb{C} \underline{\eta}_{1}^{\prime}+\cdots+\mathbb{C} \underline{\eta}_{n}^{\prime}
$$

are both equal to $\mathbb{C} \underline{w}_{1}$.
We define $B_{1}=B^{c_{1}}$ and $B_{2}=B^{c_{1}^{\prime}}$ where $c_{1}>1$ and $c_{1}^{\prime}>1$ are two real numbers which we are going to fix later. We introduce three positive numbers $c_{2}, c_{3}, c_{4}$ related by $c_{3}=c_{4}^{n} c_{2}^{m}$ and we define $S$ and $U$ by

$$
S^{n}=\frac{c_{2} D \log B_{2}}{\log E}\left(\prod_{j=1}^{n} \frac{\log A_{1 j}}{\log A_{11}}\right)
$$

and

$$
U^{m n}=c_{3} D^{m n+m+n}\left(\log B_{1}\right)^{n}\left(\log B_{2}\right)^{m}\left(\prod_{i=1}^{m} \prod_{j=1}^{n} \log A_{i j}\right)(\log E)^{-m-n}
$$

so that

$$
\left(\frac{U}{D S}\right)^{m}=\frac{c_{4} D \log B_{1}}{\log E} \cdot\left(\log A_{11}\right) \cdots\left(\log A_{m 1}\right)
$$

Then define

$$
\begin{gathered}
T_{0}=\left[\frac{U}{D \log B_{1}}\right], \quad S_{0}=\left[\frac{U}{D \log B_{2}}\right], \\
T_{i}=\left[\frac{U}{m n D S \log A_{i 1}}\right] \quad(1 \leq i \leq m), \\
S_{j}=\left[S \frac{\log A_{11}}{\log A_{1 j}}\right] \quad(1 \leq j \leq n),
\end{gathered}
$$

so that the condition

$$
D \sum_{i=1}^{m} \sum_{j=1}^{n} T_{i} S_{j} \log A_{i j} \leq U
$$

is satisfied.
We now want to check

$$
\left(T_{0}+1\right)\left(2 T_{1}+1\right) \cdots\left(2 T_{m}+1\right) \geq \frac{2 V}{\log E}
$$

where $V \leq 33 m U$. The left hand side is bounded from below by

$$
\left(T_{0}+1\right)\left(2 T_{1}+1\right) \cdots\left(2 T_{m}+1\right) \geq \frac{U^{m+1}}{(m n)^{m} D^{m+1} S^{m}\left(\log B_{1}\right)\left(\log A_{11}\right) \cdots\left(\log A_{m 1}\right)} .
$$

Therefore the condition we need reads

$$
U^{m} \geq 33 m(m n)^{m} D^{m+1} S^{m}\left(\log B_{1}\right)\left(\log A_{11}\right) \cdots\left(\log A_{m 1}\right)(\log E)^{-1}
$$

and it will hold as soon as

$$
c_{3} \geq\left(33 m^{m+1} n^{m}\right)^{n} c_{2}^{m}
$$

Next we show

$$
\left(S_{0}+1\right)\left(2 S_{1}+1\right) \cdots\left(2 S_{n}+1\right)>(m+1)!2^{m} T_{0} T_{1} \cdots T_{m}
$$

On one hand we have

$$
\left(S_{0}+1\right)\left(2 S_{1}+1\right) \cdots\left(2 S_{n}+1\right)>\frac{U}{D \log B_{2}} \cdot S^{n}\left(\log A_{11}\right)^{n} \prod_{j=1}^{n}\left(\log A_{1 j}\right)^{-1}
$$

On the other hand $(m+1)!2^{m} \leq m^{m} 2^{m+1}$ and

$$
T_{0} T_{1} \cdots T_{m} \leq \frac{U^{m+1}}{(m n)^{m} D^{m+1} S^{m}\left(\log B_{1}\right)\left(\log A_{11}\right) \cdots\left(\log A_{m 1}\right)} .
$$

Hence the required condition

$$
n^{m} S^{m+n} D^{m}\left(\log A_{11}\right)^{n}\left(\log B_{1}\right) \prod_{i=1}^{m} \log A_{i 1} \geq 2^{m+1} U^{m}\left(\log B_{2}\right) \prod_{j=1}^{n} \log A_{1 j}
$$

will follow if

$$
n^{m n} c_{2}^{m+n} \geq 2^{(m+1) n} c_{3}
$$

This explains the following choice:

$$
c_{4}=33 m^{m+1} n^{m}, \quad c_{2}=33(2 m)^{m+1}, \quad c_{3}=c_{4}^{n} c_{2}^{m}
$$

We now check that the inequalities

$$
\log E \leq D \log B_{1}, \quad \log E \leq D \log B_{2}
$$

and

$$
B_{1} \geq(m+1) S^{*}+(m+1) \frac{S_{0}}{T^{*}}, \quad B_{2} \geq T^{*}+\frac{T_{0}}{d S^{*}}
$$

are satisfied if one chooses $c_{1}=12 m n$ and $c_{1}^{\prime}=8 m n$. Recall that $T^{*}=T_{1}+\cdots+T_{m}$ and $S^{*}=S_{1}+\cdots+S_{n}$. Since

$$
S_{j}^{n} \leq c_{2} \frac{D \log B_{2}}{\log E} \cdot \frac{\left(\log A_{11}\right) \cdots\left(\log A_{1 n}\right)}{\left(\log A_{1 j}\right)^{n}}
$$

we have

$$
S_{j} \leq\left(c_{2} D\left(\log B_{2}\right)\left(B^{\prime}\right)^{n-1}\right)^{1 / n} \leq\left(c_{2} c_{1}^{\prime}\right)^{1 / n} B^{\prime}\left(\log B^{\prime}\right)^{1 / n}
$$

and

$$
(m+1) S^{*}+(m+1) \cdot \frac{S_{0}}{T^{*}} \leq\left((m+1)(n+1) c_{1}^{\prime}+2 m(m+1)\left(c_{1}^{\prime}\right)^{-1}\right) c_{2}^{1 / n} B^{2}
$$

because $\log B^{\prime} \leq B$. Further we have

$$
5 m n\left(c_{1}^{\prime} c_{2}\right)^{1 / n} B^{2} \leq B^{c_{1}}
$$

because $B \geq e$. Similarly, from the upper bound

$$
T_{i}^{m} \leq c_{4} \frac{D \log B_{1}}{\log E} \cdot \frac{\left(\log A_{11}\right) \cdots\left(\log A_{m 1}\right)}{\left(m n \log A_{i 1}\right)^{m}},
$$

we deduce

$$
T_{i} \leq \frac{c_{4}^{1 / m}}{m n} B^{\prime}\left(\log B_{1}\right)^{1 / m}
$$

and therefore

$$
T^{*} \leq \frac{1}{n} c_{4}^{1 / m}\left(B^{\prime}\right)^{c_{1}^{\prime}}\left(\log B_{1}\right)^{1 / m} \leq B_{2}
$$

because $\log B \leq B^{\prime}$ and

$$
\frac{1}{n}\left(c_{4} c_{1}\right)^{1 / m} \leq\left(B^{\prime}\right)^{c_{1}^{\prime}-1-1 / m}
$$

The connection between $U$ and $U_{2}$ is

$$
U^{m n}=c_{3} c_{1}^{n}\left(c_{1}^{\prime}\right)^{m} U_{2}^{m n}
$$

If the conclusion of Theorem 14.6 does not hold, then we deduce

$$
\left|\underline{w}_{1}-\underline{w}_{1}^{\prime}\right| \leq e^{-c U_{1}} \quad \text { and } \quad \max _{1 \leq j \leq n}\left|\underline{\eta}_{j}-\underline{\eta}_{j}^{\prime}\right|<e^{-c U_{1}}
$$

The hypotheses of Theorem 13.1 will follow if we take

$$
c \geq 33 m c_{3}^{1 / m n} c_{1}^{1 / m}\left(c_{1}^{\prime}\right)^{1 / n}
$$

Since $c_{1}^{1 / m} \leq 12 n,\left(c_{1}^{\prime}\right)^{1 / n} \leq 8 m$ and

$$
c_{3} \leq(2 m)^{m^{2}}\left(2 \cdot 33^{2} m n\right)^{m n}
$$

we shall obtain the desired result with

$$
c=2^{23} m^{3} n^{2}(2 m)^{m / n}
$$

We have now checked all hypotheses of Theorem 13.1. Hence we obtain an algebraic subgroup $G^{*}=G_{0}^{*} \times G_{1}^{*}$ of $G$ such that

$$
\binom{S_{0}+\ell_{0}^{b}}{\ell_{0}^{b}} \operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \mathscr{H}\left(G^{*} ; T_{0}, \underline{T}\right) \leq(m+1)!2^{m} T_{0} T_{1} \cdots T_{m}
$$

where

$$
\ell_{0}^{b}=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathcal{W}+T_{e}\left(G^{*}\right)}{T_{e}\left(G^{*}\right)}\right) \in\{0,1\} .
$$

Inequalities (14.7) and (14.8) imply $T_{i} \geq 1$ for $1 \leq i \leq m$ and $S_{j} \geq 1$ for $1 \leq j \leq n$ respectively. The condition $T_{0}>0$ follows from $U>D \log B_{1}$ and inequality $S_{0}>0$ follows from $U>D \log B_{2}$.

In particular we have $\mathscr{H}\left(G^{*} ; T_{0}, \underline{T}\right) \geq 1$. Therefore

$$
\binom{S_{0}+\ell_{0}^{\mathrm{b}}}{\ell_{0}^{\mathrm{b}}} \operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right)<\left(S_{0}+1\right)\left(2 S_{1}+1\right) \cdots\left(2 S_{n}+1\right)
$$

We check $\ell_{0}^{\mathrm{b}}=1$. Otherwise one would have $\mathcal{W} \subset T_{e}\left(G^{*}\right)$, which means $\left(1, \beta_{1}^{\prime}, \ldots, \beta_{m}^{\prime}\right) \in T_{e}\left(G^{*}\right)$. In this case $G_{0}^{*}=\mathbb{G}_{\mathrm{a}}$, hence $G_{1}^{*} \neq G_{1}$. Let $t_{1} z_{1}+\cdots+t_{m} z_{m}=$ 0 be an equation of an hyperplane in $T_{e}\left(G_{1}\right)=\mathbb{C}^{m}$ containing $T_{e}\left(G_{1}^{*}\right)$, where $\underline{t} \in \mathbb{Z}^{m} \backslash\{0\}$ satisfies $\left|t_{i}\right| \leq T_{i} \quad(1 \leq i \leq m)$. We get a relation

$$
t_{1} \beta_{1}^{\prime}+\cdots+t_{m} \beta_{m}^{\prime}=0
$$

and Liouville's inequality easily yields a contradiction with the hypothesis of linear independence on the matrix $L_{m n}$.

Therefore $\ell_{0}^{\mathrm{b}}=1$, and we obtain

$$
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right)<\left(2 S_{1}+1\right) \cdots\left(2 S_{n}+1\right)
$$

Next we check $G_{0}^{*}=G_{0}$. Otherwise we would have $G_{0}^{*}=\{0\}$, and if $\Sigma_{0}$ denotes the projection of $\Sigma$ on $G_{0}$, then

$$
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right)=\operatorname{Card}\left(\frac{\Sigma_{0}+G_{0}^{*}}{G_{0}^{*}}\right)=\operatorname{Card} \Sigma_{0}=\left(2 S_{1}+1\right) \cdots\left(2 S_{n}+1\right)
$$

because the elements $s_{1} \beta_{1}+\cdots+s_{n} \beta_{n}$ are pairwise distinct (again this follows from Liouville's inequality together with the hypothesis of linear independence on the matrix $\mathrm{L}_{m n}$ ). Hence $G_{0}^{*}=\mathbb{G}_{\mathrm{a}}$.

Let $\Sigma_{1}$ denotes the projection of $\Sigma$ on $G_{1}$. For each $\gamma^{\prime} \neq \gamma^{\prime \prime}$ in $\Sigma_{1}$ for which $\underline{\gamma}^{\prime}-\underline{\gamma}^{\prime \prime} \in G_{1}^{*}$, and for each hyperplane of $T_{e}\left(G^{*}\right)$ containing $\bar{T}_{e}\left(G_{1}^{*}\right)$ of equation $\overline{t_{1}} z_{1}+\cdots+t_{m} z_{m}=0$, we get a relation

$$
\prod_{i=1}^{m} \prod_{j=1}^{n} \alpha_{i j}^{t_{i} s_{j}}=1
$$

Using the hypothesis of linear independence of $\lambda_{i j}$ together with Liouville's inequality and the estimates $m n T_{i} S_{j} \leq U, 2 U^{2} \leq c^{2} U_{1}^{2}$, we deduce

$$
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right)=\operatorname{Card}\left(\frac{\Sigma_{1}+G_{1}^{*}}{G_{1}^{*}}\right) \geq \frac{\left(2 S_{1}+1\right) \cdots\left(2 S_{n}+1\right)}{\max _{1 \leq j \leq n}\left(2 S_{j}+1\right)}
$$

and

$$
\mathscr{H}\left(G^{*} ; T_{0}, \underline{T}\right) \geq m!2^{m-1} \frac{T_{0} T_{1} \cdots T_{m}}{\max _{1 \leq i \leq m} T_{i}}
$$

Therefore

$$
\left(S_{0}+1\right)\left(2 S_{1}+1\right) \cdots\left(2 S_{n}+1\right) \leq 2(m+1)\left(\max _{1 \leq i \leq m} T_{i}\right)\left(\max _{1 \leq j \leq n}\left(2 S_{j}+1\right)\right) .
$$

On the other hand combining the inequalities

$$
\left(S_{0}+1\right)\left(2 S_{1}+1\right) \cdots\left(2 S_{n}+1\right) \geq \frac{c_{2} U}{\log E}
$$

and

$$
2(m+1)\left(2 S_{j}+1\right) T_{i} \leq 6(m+1) T_{i} S_{j} \leq 6(m+1) \frac{U}{m n D \log A_{i j}} \leq \frac{12 U}{n \log E}
$$

with $c_{2}>12 / n$, we deduce

$$
2(m+1)\left(2 S_{j}+1\right) T_{i}<\left(S_{0}+1\right)\left(2 S_{1}+1\right) \cdots\left(2 S_{n}+1\right)
$$

for $1 \leq i \leq m$ and $1 \leq j \leq n$, which is not compatible with the previous estimate. This contradiction concludes the proof of Theorem 14.6.

### 14.2.3 Lower Bound for $\sum_{j=1}^{n}\left|\lambda_{j}-\beta_{j}\right|$

The next statement is the special case $m=1$ of Theorem 14.6. It provides a refinement to Theorem 8.1 of [RoyW 1997b] (here we introduce several parameters $A_{1}, \ldots, A_{n}$ instead of the single $A=\max _{1 \leq j \leq n} A_{j}$ ).

Corollary 14.9. Let $n$ be a positive integer. There exists a positive constant $c$ with the following property. Let $\alpha_{1}, \ldots, \alpha_{n}$ and $\beta_{1}, \ldots, \beta_{n}$ be algebraic numbers, let $D$ be the degree of the number field they generate, and let $A_{1}, \ldots, A_{n}, A, B, B^{\prime}, E$ be real numbers which satisfy

$$
\begin{gathered}
B \geq e, \quad B^{\prime} \geq e, \quad A=\max _{1 \leq j \leq n} A_{j} \\
\mathrm{~h}\left(\alpha_{j}\right) \leq \log A_{j} \quad(1 \leq j \leq n) \quad \text { and } \quad \mathrm{h}\left(1: \beta_{1}: \cdots: \beta_{n}\right) \leq \log B
\end{gathered}
$$

For $1 \leq j \leq n$, assume that the number $\alpha_{j}$ is nonzero, choose $\lambda_{j} \in \mathcal{L}$ such that $e^{\lambda_{j}}=\alpha_{j}$ and assume

$$
\left|\lambda_{j}\right| \leq \frac{D}{E} \log A_{j}
$$

Let $U$ be a positive real number satisfying

$$
\begin{gathered}
U \geq D^{2+(1 / n)}(\log B)\left(\left(\log B^{\prime}\right)\left(\log A_{1}\right) \cdots\left(\log A_{n}\right)\right)^{1 / n}(\log E)^{-1-(1 / n)} \\
U \geq D^{2}(\log B)(\log A)(\log E)^{-1-(1 / n)}
\end{gathered}
$$

Further, assume

$$
\begin{gathered}
1 \leq \log E \leq D \log A_{j} \leq B, \quad \log B^{\prime} \leq D \log A \\
B^{\prime} \geq D \log A, \quad U \geq D \log B \\
\log E \leq D \log B \leq B^{\prime}, \quad \text { and } \quad \log E \leq D \log B^{\prime} \leq B
\end{gathered}
$$

Furthermore, assume

$$
s_{1} \beta_{1}+\cdots+s_{n} \beta_{n} \neq 0
$$

for any $\underline{s} \in \mathbb{Z}^{n} \backslash\{0\}$ with

$$
0<|\underline{s}| \leq(c U)^{2}
$$

Then, we have

$$
\sum_{j=1}^{n}\left|\lambda_{j}-\beta_{j}\right| \geq e^{-c U}
$$

where

$$
c=2^{24} n^{2}
$$

Proof. We deduce Corollary 14.9 from Theorem 14.1 by taking $m=1, \beta_{1}^{\prime}=1$.
We deduce a diophantine approximation estimate related with Schanuel's Conjecture (Theorem 2.5 of [RoyW 1997b]).

Corollary 14.10. Let $x_{1}, \ldots, x_{n}$ be complex numbers which satisfy a linear independence measure condition. There exists a positive constant $c=c\left(n, x_{1}, \ldots, x_{n}\right)$ such that the function

$$
\varphi(D, h)=c D^{2+(1 / n)} h(h+\log D)(\log h+\log D)^{-1}
$$

is a simultaneous approximation measure for the $2 n$ numbers

$$
x_{1}, \ldots, x_{n}, e^{x_{1}}, \ldots, e^{x_{n}} .
$$

Here is an estimate of simultaneous diophantine approximation related to the Lindemann-Weierstraß' Theorem:

Corollary 14.11. Let $\beta_{1}, \ldots, \beta_{m}$ be $\mathbb{Q}$-linearly independent algebraic numbers. There exists a positive constant $c=c\left(\beta_{1}, \ldots, \beta_{m}\right)$ such that the function

$$
\varphi(D, h)=c D^{1+(1 / m)} h(\log h+D \log D)(\log h+\log D)^{-1}
$$

is a simultaneous approximation measure for the numbers $e^{\beta_{1}}, \ldots, e^{\beta_{m}}$.
Finally we deduce from Corollary 14.9 a statement on simultaneous approximation of logarithms of algebraic numbers:

Corollary 14.12. Let $\alpha_{1}, \ldots, \alpha_{m}$ be nonzero algebraic numbers. For $1 \leq i \leq m$, let $\lambda_{i}$ be a determination of the logarithm of $\alpha_{i}$. Assume the numbers $\lambda_{1}, \ldots, \lambda_{m}$ are $\mathbb{Q}$-linearly independent. Then there exists a positive constant $c=c\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ such that

$$
\varphi(D, h)=c D^{2+(1 / m)}(h+\log D)(\log h+\log D)^{1 / m}(\log D)^{-1-(1 / m)}
$$

is a simultaneous approximation measure for the numbers $\lambda_{1}, \ldots, \lambda_{m}$.
Proof. We permute $m$ and $n$ and take

$$
E=D, \quad B^{\prime}=D h, \quad B=D e^{h} .
$$

Recall that without loss of generality we may assume $D \geq 2$.
Remark. The following estimate, due to N.I. Feld'man ([F 1982], Th. 7.7 Chap. 7 $\S 5$ ) is stronger when $h>D$ (the point is that our proof of Theorem 14.6, hence of Corollary 14.9 and then of Corollary 14.12, does not involve Feld'man's polynomials; see Exercise 14.5):
(14.13*) Let $\lambda_{1}, \ldots, \lambda_{m}$ be $\mathbb{Q}$-linearly independent logarithm of algebraic numbers. There exists a positive constant $c=c\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ such that

$$
c D^{2+(1 / m)}(h+\log D)(\log D)^{-1}
$$

is a simultaneous approximation measure for the numbers $\lambda_{1}, \ldots, \lambda_{m}$.
All constants are easy to compute explicitly. Here is an example (see [NeW 1996] - see also Exercise 14.3):

- Let $\beta$ be an algebraic number and $\lambda$ a logarithm of an algebraic number. Define $\alpha=e^{\lambda}, K=\mathbb{Q}(\alpha, \beta)$ and $D=[K: \mathbb{Q}]$. Let $A, B$ and $E$ be positive real numbers satisfying $E \geq e$,

$$
\log A \geq \max \left(h(\alpha), D^{-1} \log E, D^{-1}|\beta| E\right)
$$

and

$$
\log B \geq h(\beta)+\log _{+} \log A+\log D+\log E
$$

where $\log _{+} x=\log \max (1, x)$. Then

$$
|\beta-\lambda| \geq \exp \left(-105500 \cdot D^{2}(\log A)(\log B)(D \log D+\log E)(\log E)^{-2}\right)
$$

### 14.2.4 Simultaneous Approximation for $x_{i}, y_{j}$ and $e^{x_{i} y_{j}}$

Corollary 14.14. Let $m \geq 1$ and $n \geq 1$ be positive integers, $\left(x_{1}, \ldots, x_{m}\right)$ a $m$ tuple of complex numbers satisfying a linear independence measure condition and $\left(y_{1}, \ldots, y_{n}\right)$ a $n$-tuple of complex numbers satisfying also a linear independence measure condition. There exists a constant $c>0$ such that a simultaneous approximation measure for the $m+n+m n$ numbers

$$
x_{i}, \quad y_{j}, \quad e^{x_{i} y_{j}} \quad(1 \leq i \leq m, 1 \leq j \leq n)
$$

is

$$
\varphi(D, h)=c D^{1+\frac{m+n}{m n}} h(h+\log D)^{\frac{m+n}{m n}}(\log h+\log D)^{-\frac{m+n}{m n}}
$$

For $D>e^{h}$, the measure is simply

$$
c^{\prime} D^{1+\frac{m+n}{m n}} h
$$

with another constant $c^{\prime}$.
Proof. Let $\beta_{1}, \ldots, \beta_{n}, \beta_{1}^{\prime}, \ldots, \beta_{m}^{\prime}$ and $\gamma_{i j}(1 \leq i \leq m, 1 \leq j \leq n)$ be algebraic numbers in a field of degree $\leq D$ and heights $\leq h$. Our goal is to produce a lower bound for

$$
\sum_{i=1}^{m}\left|x_{i}-\beta_{i}^{\prime}\right|+\sum_{j=1}^{n}\left|y_{j}-\beta_{j}\right|+\sum_{i=1}^{m} \sum_{j=1}^{n}\left|x_{i} y_{j}-\gamma_{i j}\right| .
$$

There is no loss of generality to assume $\gamma_{i j} \neq 0$. For $1 \leq i \leq m$ and $1 \leq j \leq n$, let $\lambda_{i j}$ be the value of the logarithm of $\gamma_{i j}$ which is closer to $x_{i} y_{j}$.

In Theorem 14.6, set

$$
A_{i j}=e^{h}, \quad B=\left(D e^{h}\right)^{c_{0}}, \quad E=\frac{1}{c_{0}} D h
$$

where $c_{0}$ is a sufficiently large positive number which depends only on $x_{1}, \ldots, x_{m}$ and $y_{1}, \ldots, y_{n}$.

### 14.2.5 Simultaneous Approximation for $\log \alpha_{1}, \log \alpha_{2}, \alpha_{1}^{\beta}$ and $\alpha_{2}^{\beta}$

In this section we consider the special case $m=n=2$ of Theorem 14.6.
Corollary 14.15. Let $K$ be a number field of degree $D, \beta, \beta_{1}^{\prime}, \beta_{2}^{\prime}$ be elements of $K$, $\lambda_{1}, \lambda_{2} \lambda_{1}^{\prime}, \lambda_{2}^{\prime}$ elements in $\mathcal{L}$ such that the algebraic numbers

$$
\alpha_{1}=e^{\lambda_{1}}, \alpha_{2}=e^{\lambda_{2}}, \alpha_{1}^{\prime}=e^{\lambda_{1}^{\prime}}, \alpha_{2}^{\prime}=e^{\lambda_{2}^{\prime}}
$$

are in $K$. Assume $\lambda_{1}, \lambda_{2}$ are linearly independent over $\mathbb{Q}$ and $\beta$ is irrational. Let $B \geq e$ and $B^{\prime} \geq e$ be real numbers with

$$
\mathrm{h}(\beta) \leq \log B, \quad \mathrm{~h}\left(1: \beta_{1}^{\prime}: \beta_{2}^{\prime}\right) \leq \log B^{\prime}
$$

Let $A_{1}, A_{2}, A_{1}^{\prime}, A_{2}^{\prime}$ be positive numbers, all $\geq e^{2}$, and $E$ a real number $\geq e$, which satisfy

$$
\left(\log A_{1}\right)\left(\log A_{2}^{\prime}\right)=\left(\log A_{2}\right)\left(\log A_{1}^{\prime}\right)
$$

and, for $i=1,2$,

$$
\mathrm{h}\left(\alpha_{i}\right) \leq \log A_{i}, \quad \mathrm{~h}\left(\alpha_{i}^{\prime}\right) \leq \log A_{i}^{\prime}
$$

and

$$
\left|\lambda_{i}\right| \leq \frac{D}{E} \log A_{i}, \quad\left|\lambda_{i}^{\prime}\right| \leq \frac{D}{E} \log A_{i}^{\prime}
$$

Assume

$$
\begin{gathered}
\log E \leq D \log A_{i} \leq \min \left\{B, B^{\prime}\right\}, \quad \log E \leq D \log A_{i}^{\prime} \leq \min \left\{B, B^{\prime}\right\} \\
\log E \leq D \log B^{\prime}, \quad \log B^{\prime} \leq B, \quad \log B \leq B^{\prime}
\end{gathered}
$$

and

$$
\log E \leq D(\log B) \cdot \frac{\log A_{1}}{\log A_{2}}, \quad \log E \leq D(\log B) \cdot \frac{\log A_{2}}{\log A_{1}}
$$

Define

$$
U=D^{2}(\log B)^{1 / 2}\left(\log B^{\prime}\right)^{1 / 2}\left(\left(\log A_{1}\right)\left(\log A_{2}\right)\left(\log A_{1}^{\prime}\right)\left(\log A_{2}^{\prime}\right)\right)^{1 / 4}(\log E)^{-1}
$$

Then

$$
\left|\lambda_{1}-\beta_{1}^{\prime}\right|+\left|\lambda_{2}-\beta_{2}^{\prime}\right|+\left|\beta \lambda_{1}-\lambda_{1}^{\prime}\right|+\left|\beta \lambda_{2}-\lambda_{2}^{\prime}\right|>\exp \left\{-2^{30} U\right\} .
$$

Remark. By Corollary 14.15, a matrix of the form

$$
\left(\begin{array}{ccc}
1 & \beta_{1}^{\prime} & \beta_{2}^{\prime} \\
1 & \lambda_{1} & \lambda_{2} \\
\beta & \lambda_{1}^{\prime} & \lambda_{2}^{\prime}
\end{array}\right)
$$

cannot be too close to a rank 1 matrix.

Example 14.16. Let $\lambda_{1}, \lambda_{2}$ be two elements of $\mathcal{L}$ which are linearly independent over $\mathbb{Q}$ and let $\theta$ be a complex irrational number which satisfies a linear independence measure condition. Then there exists a constant $c>0$ such that the function

$$
\varphi(D, h)=c D^{2}(h+\log D) h^{1 / 2}(\log D)^{-1}
$$

is a simultaneous approximation measure for the five numbers $\lambda_{1}, \lambda_{2}, \theta, e^{\theta \lambda_{1}}, e^{\theta \lambda_{2}}$.
This follows from Corollary 14.15 by considering the rank 1 matrix

$$
\left(\begin{array}{ccc}
1 & 1 & \theta \\
\lambda_{1} & \lambda_{1} & \theta \lambda_{1} \\
\lambda_{2} & \lambda_{2} & \theta \lambda_{2}
\end{array}\right) .
$$

Several applications of Theorem 14.6 with $m=n=2$ are given in Exercise 14.4.

### 14.3 Simultaneous Approximation in Higher Dimension

In the two previous sections, we were dealing with rank one matrices. We consider now higher values for $r$. In § 14.3.1 we take $d_{0}=\ell_{0}=0$, while in § 14.3.2 we study the opposite extreme case where $d_{0}=\ell_{0}=r$.

### 14.3.1 Simultaneous Approximation of Logarithms by Complex Numbers

By Theorem 12.17, a $m \times n$ matrix $\mathrm{L}_{m n}$ with entries in $\mathscr{L}$ which satisfies the linear independence condition has rank $\geq m n /(m+n)$. We produce a quantitative refinement to this statement, namely a lower bound for the distance between a matrix with entries in $\mathscr{L}$ and a matrix (with complex entries) of given $\operatorname{rank} r<m n /(m+n)$.

Theorem 14.17. For any pair $(m, n)$ of positive integers, there exists a positive constant $c$ with the following property. Let $\mathrm{L}_{m n}$ be a $m \times n$ matrix with entries in $\mathcal{L}$. Recall the notation for $K, D, A_{i j}$ and $E$ in the introduction of this chapter. Further, let $r$ be a real number in the range

$$
0 \leq r<\frac{m n}{m+n}
$$

and let $U_{3}$ be a real number satisfying

$$
U_{3} \geq D \log D
$$

and

$$
U_{3}^{m n-r(m+n)} \geq D^{m n}\left(\prod_{i=1}^{m} \prod_{j=1}^{n} \log A_{i j}\right)(\log E)^{-r(m+n)}
$$

Assume further that $\mathrm{L}_{m n}$ satisfies the linear independence condition for $\left(c U_{3}\right)^{2}$.
Then for any $m \times n$ complex matrix

$$
\mathrm{M}=\left(x_{i j}\right)_{\substack{1 \leq i \leq m \\ 1 \leq j \leq n}}
$$

of rank $r$ we have

$$
\sum_{i=1}^{m} \sum_{j=1}^{n}\left|\lambda_{i j}-x_{i j}\right| \geq e^{-c U_{3}}
$$

Proof. From the assumptions $D \log A_{i j} \geq \log E$ we deduce

$$
U_{3}^{m n-r(m+n)} \geq(\log E)^{m n}(\log E)^{-r(m+n)},
$$

hence $U_{3} \geq \log E$.
We first show that we may assume, without loss of generality,

$$
U_{3}^{r}\left(\log A_{11}\right) \cdots\left(\log A_{m 1}\right) \geq\left(\log A_{i 1}\right)^{m}(\log E)^{r} \quad(1 \leq i \leq m) .
$$

We proceed by induction on $m$. Assume

$$
U_{3}^{r}\left(\log A_{11}\right) \cdots\left(\log A_{m 1}\right)<\left(\log A_{m 1}\right)^{m}(\log E)^{r} .
$$

Taking into account the definition of $U_{3}$, we deduce

$$
D^{r n} \prod_{i=1}^{m}\left(\log A_{i 1}\right)^{n-r} \cdot \prod_{j=1}^{n}\left(\log A_{1 j}\right)^{r}<\left(\log A_{m 1}\right)^{m n-r(m+n)}(\log E)^{r n}\left(\log A_{11}\right)^{r n}
$$

One deduces that the number $V>0$ defined by

$$
V^{m n-r(m+n)-n+r}=D^{(m-1) n} \prod_{i=1}^{m} \prod_{j=1}^{n}\left(\log A_{i j}\right)(\log E)^{-r(m+n)+r}
$$

satisfies $V<U$, and this allows us to apply the remark in § 13.5.3.
For the same reason we may assume

$$
U_{3}^{r}\left(\log A_{11}\right) \cdots\left(\log A_{1 n}\right) \geq\left(\log A_{1 j}\right)^{n}(\log E)^{r} \quad(1 \leq j \leq n) .
$$

From the condition on $U_{3}$ one deduces

$$
U_{3}^{m-r}(\log E)^{r}\left(\log A_{11}\right)^{m} \geq D^{m}\left(\log A_{11}\right) \cdots\left(\log A_{m 1}\right)\left(\log A_{1 j}\right)^{m}
$$

for $1 \leq j \leq n$.
We start with the easy case where all entries $x_{i j}$ of M are zero: in this special case Liouville's inequality (Exercise 3.7.a) gives

$$
\sum_{i=1}^{m} \sum_{j=1}^{n}\left|\lambda_{i j}\right| \geq 2^{-D} \max _{\substack{1 \leq i \leq m \\ 1 \leq j \leq n}} A_{i j}^{-D} .
$$

Next we remark that we may, without loss of generality, replace the number $r$ by the rank of the matrix M .

Let $c_{0}$ be a sufficiently large integer. How large it should be can be explicitly written in terms of $m$ and $n$ only.

We shall apply Theorem 13.1 with $d_{0}=\ell_{0}=0, d=d_{1}=m, G=G^{+}=\mathbb{G}_{\mathrm{m}}^{m}$, $G^{-}=\{e\}, \ell=\ell_{1}=n, r_{3}=r, r_{1}=r_{2}=0$,

$$
\underline{\eta}_{j}=\left(\lambda_{i j}\right)_{1 \leq i \leq m}, \quad \underline{\eta}_{j}^{\prime}=\left(x_{i j}\right)_{1 \leq i \leq m} \quad(1 \leq j \leq n) .
$$

Since $d_{0}=\ell_{0}=0$ we set $T_{0}=S_{0}=0$. Therefore the parameters $B_{1}$ and $B_{2}$ will play no role, but for completeness we set

$$
B_{1}=B_{2}=m n E\left(D \max _{\substack{1 \leq i \leq m \\ 1 \leq j \leq m}} A_{i j}\right)^{m n}
$$

Let $U$ be a real number satisfying

$$
U \geq c_{0}^{m n(r+1)} U_{3} .
$$

Define a real number $S$ by

$$
S^{m}=\frac{U^{m-r}(\log E)^{r}}{c_{0}^{r+1} D^{m}\left(\log A_{11}\right) \cdots\left(\log A_{m 1}\right)}
$$

Next, let $V=c_{0} U$,

$$
T_{i}=\left[\frac{U}{m n D S \log A_{i 1}}\right] \quad(1 \leq i \leq m)
$$

and

$$
S_{j}=\left[S \cdot \frac{\log A_{11}}{\log A_{1 j}}\right] \quad(1 \leq j \leq n)
$$

From the preliminary reduction we infer $S_{j} \geq 1$ for $1 \leq j \leq n$ and $T_{i} \geq 1$ for $1 \leq i \leq m$. From the definitions of $U$ and $S$ one deduces

$$
\begin{gathered}
D \sum_{i=1}^{m} \sum_{j=1}^{n} T_{i} S_{j} \log A_{i j}<U, \\
\left(2 T_{1}+1\right) \cdots\left(2 T_{m}+1\right)>2\left(\frac{V}{\log E}\right)^{r}
\end{gathered}
$$

and

$$
m!2^{m} T_{1} \cdots T_{m}<\left(2 S_{1}+1\right) \cdots\left(2 S_{n}+1\right)
$$

We take

$$
\mathcal{T}_{1}=\mathbb{Z}^{m}[\underline{T}], \quad \wp_{1}=\mathbb{Z}^{n}[\underline{S}],
$$

so that

$$
H\left(G ; \mathcal{T}_{1}\right)=\operatorname{Card}\left(\mathcal{T}_{1}\right)=\left(2 T_{1}+1\right) \cdots\left(2 T_{m}+1\right)
$$

and

$$
\operatorname{Card}\left(\ell_{1}\right)=\left(2 S_{1}+1\right) \cdots\left(2 S_{n}+1\right) .
$$

Define

$$
\Sigma=\left\{\left(\alpha_{11}^{s_{1}} \cdots \alpha_{1 n}^{s_{n}}, \ldots, \alpha_{m 1}^{s_{1}} \cdots \alpha_{m n}^{s_{n}}\right) \in\left(K^{\times}\right)^{m} ; \underline{s} \in \mathbb{Z}^{n}[\underline{S}]\right\} .
$$

Assume that the conclusion of Theorem 14.17 does not hold for $c=c_{0}^{m n(r+1)+1}$. Then the hypotheses of Theorem 13.1 are satisfied, and we deduce that there exists a connected algebraic subgroup $G^{*}$ of $G$, which is incompletely defined by polynomials of multidegree $\leq \underline{T}$, such that

$$
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \mathscr{H}\left(G^{*} ; \underline{T}\right) \leq m!2^{m} T_{1} \cdots T_{m}
$$

Here $\underline{T}$ stands for the $m$-tuple $\left(T_{1}, \ldots, T_{m}\right)$.
Since $\mathscr{H}\left(G^{*} ; \underline{T}\right) \geq 1$ we deduce

$$
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right)<\left(2 S_{1}+1\right) \cdots\left(2 S_{n}+1\right)
$$

Hence $\Sigma[2] \cap G^{*}(K) \neq\{e\}$. We deduce that there exist $\underline{s} \in \mathbb{Z}^{n}[2 \underline{S}] \backslash\{0\}$ and $\underline{t} \in \mathbb{Z}^{m}[\underline{T}] \backslash\{0\}$ with

$$
\sum_{i=1}^{m} \sum_{j=1}^{n} t_{i} s_{j} \lambda_{i j} \in 2 \pi \sqrt{-1} \mathbb{Z}
$$

Let us check, by contradiction, that $G^{*}$ has codimension 1 . We already know $G^{*} \neq G$. If the codimension of $G^{*}$ were $\geq 2$, we would have two linearly independent elements $\underline{t}^{\prime}$ and $\underline{t}^{\prime \prime}$ in $\mathbb{Z}^{m}[\underline{T}]$ such that the two numbers

$$
a^{\prime}=\frac{1}{2 \pi \sqrt{-1}} \sum_{i=1}^{m} \sum_{j=1}^{n} t_{i}^{\prime} s_{j} \lambda_{i j} \quad \text { and } \quad a^{\prime \prime}=\frac{1}{2 \pi \sqrt{-1}} \sum_{i=1}^{m} \sum_{j=1}^{n} t_{i}^{\prime \prime} s_{j} \lambda_{i j}
$$

are in $\mathbb{Z}$. Notice that

$$
\max \left\{\left|a^{\prime}\right|,\left|a^{\prime \prime}\right|\right\} \leq \frac{1}{\pi E} D \sum_{i=1}^{m} \sum_{j=1}^{n} T_{i} S_{j} \log A_{i j}<\frac{1}{2} U
$$

We eliminate $2 \pi \sqrt{-1}$ : set $\underline{t}=a^{\prime \prime} \underline{t^{\prime}}-a^{\prime} \underline{t}^{\prime \prime}$, so that

$$
\sum_{i=1}^{m} \sum_{j=1}^{n} t_{i} s_{j} \lambda_{i j}=0
$$

and

$$
0<|\underline{t}| \leq U \max _{1 \leq i \leq m} T_{i}<U^{2}
$$

This is not compatible with our hypothesis that the matrix $\mathrm{L}_{m n}$ satisfies the linear independence condition for $\left(c U_{3}\right)^{2}$.

Hence $G^{*}$ has codimension 1 in $G$. Therefore

$$
\mathscr{H}\left(G^{*} ; \underline{T}\right) \geq \frac{2^{m-1} T_{1} \cdots T_{m}}{\max _{1 \leq i \leq m} T_{i}} .
$$

A similar argument shows that any $\underline{s}^{\prime}, \underline{s}^{\prime \prime}$ in $\mathbb{Z}^{n}[2 \underline{S}]$ for which

$$
\sum_{i=1}^{m} \sum_{j=1}^{n} t_{i} s_{j}^{\prime} \lambda_{i j} \in 2 \pi \sqrt{-1} \mathbb{Z} \quad \text { and } \quad \sum_{i=1}^{m} \sum_{j=1}^{n} t_{i} s_{j}^{\prime \prime} \lambda_{i j} \in 2 \pi \sqrt{-1} \mathbb{Z}
$$

are linearly dependent over $\mathbb{Z}$. From Lemma 7.8 we deduce

$$
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \geq \frac{\left(2 S_{1}+1\right) \cdots\left(2 S_{n}+1\right)}{\max _{1 \leq j \leq n}\left(2 S_{j}+1\right)}
$$

Therefore

$$
\left(2 S_{1}+1\right) \cdots\left(2 S_{n}+1\right) \leq 2\left(\max _{1 \leq i \leq m} T_{i}\right)\left(\max _{1 \leq j \leq n}\left(2 S_{j}+1\right)\right) .
$$

Since

$$
\left(2 S_{1}+1\right) \cdots\left(2 S_{n}+1\right)>\left(\frac{V}{\log E}\right)^{r}
$$

and

$$
T_{i} S_{j} \leq \frac{U}{D \log A_{i j}} \leq \frac{U}{\log E},
$$

we get a contradiction. This completes the proof of Theorem 14.17.
Remark. The linear independence condition on $\mathrm{L}_{m n}$ can be much weakened. For instance when $A_{i j}=A$ is independent on $i, j$ (hence $T_{1}=\cdots=T_{m}$ and $S_{1}=\cdots=S_{n}$ ) the assumption which is needed in the proof is the following:

For any algebraic subgroup $G^{*}$ of $G=\mathbb{G}_{\mathrm{m}}^{m}$, we have

$$
\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right) \geq(2 S+1)^{n m^{b} / m}
$$

where $m^{b}=\operatorname{dim}\left(G / G^{*}\right)$.
For instance this condition is satisfied if we assume that the subgroup $\Gamma$ of $G(K)$ generated by

$$
\left(\alpha_{1 j}, \ldots, \alpha_{m j}\right) \in\left(K^{\times}\right)^{m} \quad(1 \leq j \leq n)
$$

satisfies

$$
\operatorname{rank}_{\mathbb{Z}}\left(\frac{\Gamma}{\Gamma \cap G^{*}(K)}\right) \geq \frac{n}{m} \operatorname{dim}\left(G / G^{*}\right)
$$

for any algebraic subgroup $G^{*}$ of $G$.
Theorem 14.17 yields the following statement, which extends Theorem 2.3 of [RoyW 1997b] to higher dimension (replacing rank one matrices by matrices of arbitrary ranks, which amounts to deal with several variables instead of just one):

Corollary 14.18. Let $m, n$ and $r$ be positive rational integers with $m n>r(m+n)$. Define

$$
\kappa=\frac{m n}{m n-r(m+n)} .
$$

Let $\mathrm{M}=\left(x_{i j}\right)_{\substack{1 \leq \leq \leq m \\ 1 \leq j \leq n}} \in \operatorname{Mat}_{m \times n}(\mathbb{C})$ satisfying the following technical condition: for any sufficiently large integers $T$ and $S$, and any $\underline{t} \in \mathbb{Z}^{d} \backslash\{0\}$, $\underline{s} \in \mathbb{Z}^{\ell} \backslash\{0\}$ satisfying $|\underline{t}| \leq T$ and $|\underline{s}| \leq S$, we have

$$
\begin{equation*}
\left|\sum_{i=1}^{m} \sum_{j=1}^{n} t_{i} s_{j} x_{i j}\right| \geq \exp \left\{-c(T S)^{1 / 5}\right\} \tag{14.19}
\end{equation*}
$$

Then there exists a positive constant $c$ such that

$$
c(D h)^{\kappa}(\log h+\log D)^{1-\kappa}
$$

is a simultaneous approximation measure for the mn numbers $e^{x_{i j}},(1 \leq i \leq m$, $1 \leq j \leq n$ ).

One should not pay too much attention to the exponent $1 / 5$ in the technical hypothesis (14.19): one could weaken this assumption by replacing $1 / 5$ by a slightly larger constant; but one cannot completely omit such a condition (see Exercise 14.7).

Proof. We apply Theorem 14.17. Since $x_{i j}$ are fixed, the condition

$$
h \geq \max _{\substack{1 \leq i \leq m \\ 1 \leq i \leq n}} \frac{E}{D}\left|\lambda_{i j}\right|
$$

is satisfied with $E=(D h)^{1 / 2}$. Also we may assume that the linear independence condition on the matrix $L_{m n}$ is satisfied, because for $|\underline{t}| \leq\left(c U_{3}\right)^{2}$ and $|\underline{s}| \leq\left(c U_{3}\right)^{2}$, applying (14.19) with $T=S=\left(c U_{3}\right)^{2}$ gives (if the conclusion of Corollary 14.18 does not hold)

$$
\left|\sum_{i=1}^{m} \sum_{j=1}^{n} t_{i} s_{j} \lambda_{i j}\right| \geq \exp \left\{-2 c(T S)^{1 / 5}\right\}>0 .
$$

Remark. Let us consider the case $r=1$. Corollary 14.18 is a quantitative refinement to the six exponentials Theorem (see [MiW 1977]). In this case the assumption (14.19) can be written more simply: writing $x_{i j}=u_{i} v_{j}$ with $u_{i}$ and $v_{j}$ in $\mathbb{C}$ (see Exercice 1.9), we need only to assume that each of the tuples $\left(u_{1}, \ldots, u_{m}\right)$ and $\left(v_{1}, \ldots, v_{n}\right)$ satisfies a linear independence measure condition. See [RoyW 1997b], Theorem 2.3. See also [RoyW 1997b], Theorem 2.4 for another equivalent formulation in terms of lower bounds for $2 \times 2$ minors in a matrix whose entries are logarithms of algebraic numbers.

### 14.3.2 Simultaneous Approximation of Logarithms by Algebraic Numbers

Let $\mathrm{L}_{m n}$ be a matrix with entries $\lambda_{i j}$ in $\mathcal{L}$. We approximate simultaneously the numbers $\lambda_{i j}$ by algebraic numbers $\beta_{i j}$. If $r$ denotes the rank of the matrix

$$
\mathrm{B}=\left(\beta_{i j}\right)_{\substack{1 \leq i \leq n \\ 1 \leq j \leq n}},
$$

then the matrix

$$
\left(\begin{array}{cc}
\mathrm{B} & \mathrm{~B} \\
\mathrm{~B} & \mathrm{~L}_{m n}
\end{array}\right)
$$

is close to the rank $r$ matrix

$$
\left(\begin{array}{ll}
B & B \\
B & B
\end{array}\right)
$$

Theorem 14.20. There exists a constant $c>0$ which depends only on $n$ and $m$ with the following property. Let $\mathrm{L}_{m n}$ be a matrix with entries in $\mathcal{L}$ and let $K, D, A_{i j}$ $(1 \leq i \leq m, 1 \leq j \leq n)$ and $E$ satisfy the conditions stated in the introduction. Further, let $\mathrm{B}=\left(\beta_{i j}\right)_{\substack{1 \leq i \leq m \\ 1 \leq i \leq n}}$ be a rank $r$ matrix with entries in the number field $K$. Let $B$ be a positive real numbers satisfying, for $1 \leq i \leq m$ and $1 \leq j \leq n$, the following conditions:

$$
\mathrm{h}\left(\beta_{i j}\right) \leq \log B, \quad B \geq \log A_{i j}, \quad B \geq D \quad \text { and } \quad B \geq e .
$$

Let $U_{4}$ be a positive real number satisfying

$$
U_{4}^{m n} \geq D^{m n+r(m+n)}(\log B)^{r(m+n)}\left(\prod_{i=1}^{m} \prod_{j=1}^{n} \log A_{i j}\right)(\log E)^{-r(m+n)} .
$$

Assume $\mathrm{L}_{m n}$ satisfies the linear independence condition for $\left(c U_{4}\right)^{2}$. Assume furthermore

$$
\log E \leq D \log B \leq U_{4}
$$

Then

$$
\sum_{i=1}^{m} \sum_{j=1}^{n}\left|\lambda_{i j}-\beta_{i j}\right| \geq e^{-c U_{4}}
$$

Remark. In case $r=1$, Theorem 14.20 is nothing else than the special case of Theorem 14.6 where $B=B^{\prime}$ (cf. Exercise 1.9).

Proof of Theorem 14.20. Since $D \log B \geq \log E$, there is no loss of generality to assume

$$
(D \log B)^{r}\left(\log A_{11}\right) \cdots\left(\log A_{m 1}\right) \geq\left(\log A_{i 1}\right)^{m}(\log E)^{r} \quad(1 \leq i \leq m)
$$

and

$$
(D \log B)^{r}\left(\log A_{11}\right) \cdots\left(\log A_{1 n}\right) \geq\left(\log A_{1 j}\right)^{n}(\log E)^{r} \quad(1 \leq j \leq n) .
$$

We are going to apply Theorem 13.1 with

$$
\begin{gathered}
d_{0}=\ell_{0}=r, \quad d_{1}=m, \quad \ell_{1}=n, \\
G=G^{+}=\mathbb{G}_{\mathrm{a}}^{r} \times \mathbb{G}_{\mathrm{m}}^{m}, \quad G^{-}=\{e\}, \quad r_{3}=r, \quad r_{1}=r_{2}=0 .
\end{gathered}
$$

Since B has rank $r$ we may assume that the matrix $\left(\beta_{i j}\right)_{1 \leq i, j \leq r}$ is regular. Define

$$
\begin{array}{ll}
\underline{w}_{k}=\underline{w}_{k}^{\prime}=\left(\beta_{1 k}, \ldots, \beta_{r k}, \beta_{1 k}, \ldots, \beta_{m k}\right) \in K^{r+m} & (1 \leq k \leq r), \\
\underline{\eta}_{j}=\left(\beta_{1 j}, \ldots, \beta_{r j}, \lambda_{1 j}, \ldots, \lambda_{m j}\right) \in K^{r} \times \mathscr{L}^{m}, & (1 \leq j \leq n)
\end{array}
$$

and

$$
\underline{\eta}_{j}^{\prime}=\left(\beta_{1 j}, \ldots, \beta_{r j}, \beta_{1 j}, \ldots, \beta_{m j}\right) \quad(1 \leq j \leq n)
$$

Further, let

$$
\gamma_{j}=\exp _{G}\left(\underline{\eta}_{j}\right)=\left(\beta_{1 j}, \ldots, \beta_{r j}, \alpha_{1 j}, \ldots, \alpha_{m j}\right) \in K^{r} \times\left(K^{\times}\right)^{m} \quad(1 \leq j \leq n) .
$$

Next define

$$
B_{1}=B_{2}=B^{c_{0}}, \quad U=c_{0}^{6 m} U_{4} \quad \text { and } \quad V=c_{0} U .
$$

Set

$$
T_{0}=S_{0}=\left[\frac{U}{c_{0} D \log B}\right] .
$$

Notice that the hypotheses of Theorem 14.20 imply $T_{0} \geq c_{0}$ and $S_{0} \geq c_{0}$. Define $T_{1}, \ldots, T_{m}, S_{1}, \ldots, S_{n}$ by

$$
T_{i}=\left[c_{0}^{2}\left(\frac{D \log B}{\log E}\right)^{r / m} \cdot \frac{\left(\left(\log A_{11}\right) \cdots\left(\log A_{m 1}\right)\right)^{1 / m}}{\log A_{i 1}}\right] \quad(1 \leq i \leq m)
$$

and

$$
S_{j}=\left[c_{0}^{4 m}\left(\frac{D \log B}{\log E}\right)^{r / n} \cdot \frac{\left(\left(\log A_{11}\right) \cdots\left(\log A_{1 n}\right)\right)^{1 / n}}{\log A_{1 j}}\right] \quad(1 \leq j \leq n) .
$$

Notice that we have $T_{i} \geq c_{0}$ and $S_{j} \geq c_{0}$. We take

$$
\mathcal{T}_{1}=\mathbb{Z}^{m}[\underline{T}], \quad \wp_{1}=\mathbb{Z}^{n}[\underline{S}]
$$

and

$$
\Sigma=\left\{\gamma_{1}^{s_{1}} \cdots \gamma_{m}^{s_{m}} ; \underline{s} \in \mathbb{Z}^{n}[\underline{S}]\right\} \subset G(K)=K^{r} \times\left(K^{\times}\right)^{m} .
$$

One easily checks

$$
D \sum_{i=1}^{m} \sum_{j=1}^{n} T_{i} S_{j} \log A_{i j}<U,
$$

$$
\binom{T_{0}+r}{r}\left(2 T_{1}+1\right) \cdots\left(2 T_{m}+1\right) \geq 2\left(\frac{V}{\log E}\right)^{r}
$$

and

$$
\binom{S_{0}+r}{r}\left(2 S_{1}+1\right) \cdots\left(2 S_{n}+1\right) \geq c_{0} T_{0}^{r} T_{1} \cdots T_{m}
$$

The hypotheses

$$
U \geq D \log D, \quad U \geq \log E, \quad B \geq S_{j}+\frac{S_{0}}{T^{*}}
$$

of Theorem 13.1 are satisfied because

$$
U \geq D \log B, \quad U \geq D \log A_{i j} \geq \log E, \quad B \geq D \quad \text { and } \quad B \geq \log A_{i j}
$$

Hence we may apply Theorem 13.1 and deduce the existence of an algebraic subgroup $G^{*}$ of $G$ satisfying

$$
\binom{S_{0}+\ell_{0}^{b}}{\ell_{0}^{\mathrm{b}}} M^{\mathrm{b}} \mathscr{H}\left(G^{*} ; T_{0}, \underline{T}\right) \leq \frac{(m+r)!}{r!} 2^{m} T_{0}^{r} T_{1} \cdots T_{m}
$$

where

$$
M^{b}=\operatorname{Card}\left(\frac{\Sigma+G^{*}}{G^{*}}\right)
$$

and

$$
\ell_{0}^{\mathrm{b}}=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathcal{W}+T_{e}\left(G^{*}\right)}{T_{e}\left(G^{*}\right)}\right)
$$

Define

$$
d_{0}^{*}=\operatorname{dim}\left(G_{0}^{*}\right), \quad d_{1}^{*}=\operatorname{dim}\left(G_{1}^{*}\right), \quad d_{0}^{\mathrm{b}}=\operatorname{dim}\left(G_{0} / G_{0}^{*}\right), \quad d_{1}^{\mathrm{b}}=\operatorname{dim}\left(G_{1} / G_{1}^{*}\right)
$$

and $d^{*}=d_{0}^{*}+d_{1}^{*}=\operatorname{dim}\left(G^{*}\right), d^{\mathrm{b}}=d_{0}^{\mathrm{b}}+d_{1}^{\mathrm{b}}=\operatorname{dim}\left(G / G^{*}\right)$.
We first notice that $\ell_{0}^{b} \geq d_{0}^{b}$. Indeed the restriction to $\mathcal{W}$ of the projection $\mathbb{C}^{r+m} \rightarrow \mathbb{C}^{r}$ on the first $r$ components is surjective. Hence the restriction to $W^{b}$ of the projection $\mathbb{C}^{d^{b}} \rightarrow \mathbb{C}^{d_{0}^{b}}$ is also surjective, hence the dimension $\ell_{0}^{b}$ of $W^{b}$ is at least $d_{0}^{\mathrm{b}}$.

Therefore we obtain $M^{b}<\left(2 S_{1}+1\right) \cdots\left(2 S_{n}+1\right)$. From the linear independence condition on $\mathrm{L}_{m n}$ one deduces, like in the proof of Theorem 14.17, that $G_{1}^{*}$ has codimension 1 and that

$$
M^{b} \geq \frac{\left(2 S_{1}+1\right) \cdots\left(2 S_{n}+1\right)}{\max _{1 \leq j \leq n}\left(2 S_{j}+1\right)}
$$

The final contradiction is reached, again, as in the proof of Theorem 14.17.
The next statement combines the special cases of Theorems 14.17 and 14.20 where $A_{i j}$ is independent of $i$ and $j$.

Corollary 14.21. Let $m, n$ and $r$ be positive rational integers. Define

$$
\theta=\frac{r(m+n)}{m n}
$$

There exists a positive constant $c$ with the following property. Let B be a $m \times n$ matrix of rank $\leq r$ with coefficients $\beta_{i j}$ in a number field $K$. For $1 \leq i \leq m$ and $1 \leq j \leq n$, let $\lambda_{i j}$ be a complex number such that the number $\alpha_{i j}=e^{\lambda_{i j}}$ belongs to $K^{\times}$and such that the matrix $\mathrm{L}=\left(\lambda_{i j}\right)_{\substack{1 \leq i \leq m \\ 1 \leq i \leq n}}$ satisfies the linear independence condition. Define $D=[K: \mathbb{Q}]$. Let $h_{1}, h_{2}$ and $E$ be positive real numbers satisfying the following conditions:

$$
h_{1} \geq \mathrm{h}\left(\alpha_{i j}\right), \quad h_{1} \geq \frac{E}{D}\left|\lambda_{i j}\right|, \quad h_{1} \geq \frac{\log E}{D}
$$

and

$$
h_{2} \geq \mathrm{h}\left(\beta_{i j}\right), \quad h_{2} \geq \log h_{1} \quad h_{2} \geq \log D, \quad h_{2} \geq \frac{1}{D} \log E, \quad E \geq e
$$

for $1 \leq i \leq m$ and $1 \leq j \leq n$. Then

$$
\sum_{i=1}^{m} \sum_{j=1}^{n}\left|\lambda_{i j}-\beta_{i j}\right| \geq e^{-c \Phi}
$$

where

$$
\Phi= \begin{cases}D h_{1}\left(D h_{2}\right)^{\theta}(\log E)^{-\theta} & \text { if } \frac{D h_{1}}{\log E} \geq\left(\frac{D h_{2}}{\log E}\right)^{1-\theta} \\ \max \left\{D \log D ;\left(D h_{1}\right)^{1 /(1-\theta)}(\log E)^{-\theta /(1-\theta)}\right\} & \text { if } \frac{D h_{1}}{\log E}<\left(\frac{D h_{2}}{\log E}\right)^{1-\theta}\end{cases}
$$

Proof. From Theorem 14.20 with $A_{i j}=e^{h_{1}}(1 \leq i \leq m, 1 \leq j \leq n)$ and $B=e^{2 h_{2}}$ we deduce that the conclusion of Corollary 14.21 holds with $\Phi$ replaced by

$$
\max \left\{D^{1+\theta} h_{1} h_{2}^{\theta}(\log E)^{-\theta}, D h_{2}\right\} .
$$

This proves the desired result in the case

$$
\frac{D h_{1}}{\log E} \geq\left(\frac{D h_{2}}{\log E}\right)^{1-\theta}
$$

Assume now

$$
\frac{D h_{1}}{\log E}<\left(\frac{D h_{2}}{\log E}\right)^{1-\theta}
$$

In this case we have $\Phi<D h_{2}$, hence a further argument is necessary.
Since $D h_{1} \geq \log E$ and $D h_{2} \geq \log E$ we deduce $\theta<1$. We apply Theorem 14.17 with $A_{i j}=e^{h_{1}}(1 \leq i \leq m, 1 \leq j \leq n)$ and $U_{3}=\Phi$. Thanks to the definition of $\Phi$ we have

$$
\Phi \geq D \log D, \quad \Phi \geq \log E \quad \text { and } \quad \Phi^{m-r}(\log E)^{r} \geq\left(D h_{1}\right)^{m}
$$

From Corollary 14.21 one deduces the following variant of Theorem 10.1 in [RoyW 1997b]:

Corollary 14.22. Let $m$ and $n$ be positive integers and let $\mathrm{L}=\left(\lambda_{i j}\right)_{\substack{1 \leq i \leq m \\ 1 \leq j \leq n}}$ be a $m \times n$ matrix of rank $r$ with coefficients in $\mathcal{L}$ which satisfies the linear independence condition. Set $\kappa=(1 / m)+(1 / n)$. Then, there exists a positive constant $c$ such that the function

$$
\varphi(D, h)=c D^{r \kappa+1}(h+\log D)^{r \kappa}(\log D)^{-r \kappa}
$$

is a simultaneous approximation measure for the mn numbers $\lambda_{i j} \quad(1 \leq i \leq m$, $1 \leq j \leq n$ ).

Remark. Using Dirichlet's box principle (see § 15.2.1), it is easy to check that any simultaneous approximation measure $\varphi(D, h)$ is bounded from below by $c(D) h$, where $c(D)$ depends only on $D$ and on the given tuple. Therefore, under the assumptions of Corollary 14.22, one deduces $r \kappa \geq 1$. This is nothing else than Theorem 1.16.

Proof of Corollary 14.22. We apply Theorem 14.20 with $h_{1}$ a sufficiently large constant, $E=D, h_{2}=h+\log \left(D h_{1}\right)$ and $\theta=r \kappa$.

The assumption in Corollaries 14.21 and 14.22 that the matrix $L$ satisfies the linear independence condition is clearly too strong. On one hand, according to Theorem 14.20, it suffices to assume the linear independence condition for $(c \phi)^{2}$ in Corollary 14.21 and for $(c \varphi(D, h))^{2}$ in Corollary 14.22. On the other hand, on the qualitative side, Corollary 12.18 involving the structural rank is stronger than Theorem 1.16 which assumes a linear independence condition (see also the remark after the proof of Theorem 14.17). While Corollary 14.22 is a quantitative sharpening to Theorem 1.16, the next result is a quantitative sharpening to Corollary 12.18.

Theorem 14.23. Let $\lambda_{1}, \ldots, \lambda_{n}$ be elements of $\mathcal{L}$ and let M be a matrix with coefficients in the $\mathbb{Q}$-vector space spanned by $\lambda_{1}, \ldots, \lambda_{n}$. Assume

$$
\operatorname{rank}(\mathrm{M}) \leq \frac{1}{2} r_{\text {str }}(\mathrm{M}) .
$$

Then there exists a positive constant $c$ which depends only on $\lambda_{1}, \ldots, \lambda_{n}$ and M such that

$$
c D^{3 / 2}(h+\log D)\left(h+D(\log D)^{-1}\right)^{1 / 2}(\log D)^{-1 / 2}
$$

is a simultaneous approximation measure for $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$.

In other terms, under the assumptions of Theorem 14.23, a simultaneous approximation measure for $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ is

$$
\varphi(D, h)= \begin{cases}c D^{2}(h+\log D)(\log D)^{-1} & \text { if } h \leq D(\log D)^{-1} \\ c D^{3 / 2} h^{3 / 2}(\log D)^{-1 / 2} & \text { if } h \geq D(\log D)^{-1}\end{cases}
$$

Proof. Without loss of generality we may assume that M is a square $m \times m$ matrix of structural rank $m$. By Corollary 12.18 the assumption $\operatorname{rank}(\mathrm{M}) \leq(1 / 2) r_{\text {str }}(\mathrm{M})$ means that M has $\operatorname{rank} m / 2$.

Since $M$ has coefficients in the $\mathbb{Q}$-vector space spanned by $\lambda_{1}, \ldots, \lambda_{n}$, starting from algebraic approximations to $\lambda_{1}, \ldots, \lambda_{n}$, one deduces algebraic approximations $\beta_{i j}$ to the coefficients $\lambda_{i j}$ of M. We repeat the proof of Theorem 14.20 with $n=m=2 r$ (hence $G_{0}=\mathbb{G}_{\mathrm{a}}^{m / 2}$ and $G_{1}=\mathbb{G}_{\mathrm{m}}^{m}$ ), taking $E=D, B=D e^{h}$ while $A_{i j}$ are constants, but now $U$ is defined by

$$
U=c_{0}^{6 m} D^{3 / 2}(h+\log D)\left(h+D(\log D)^{-1}\right)^{1 / 2}(\log D)^{-1 / 2}
$$

The proof of Theorem 14.20 would require only

$$
U \geq c_{0}^{6 m} D^{2}(h+\log D)(\log D)^{-1}
$$

and indeed this condition will be also sufficient here for almost all the proof, apart from the very end of it.

Define

$$
\begin{gathered}
T_{0}=S_{0}=\left[\frac{U}{c_{0} D(h+\log D)}\right] \\
T_{i}=\left[c_{0}^{2}\left(\frac{D(h+\log D)}{\log D}\right)^{1 / 2}\right] \quad(1 \leq i \leq m)
\end{gathered}
$$

and

$$
S_{j}=\left[c_{0}^{4 m}\left(\frac{D(h+\log D)}{\log D}\right)^{1 / 2}\right] \quad(1 \leq j \leq n)
$$

Define also $\underline{w}_{1}, \ldots, \underline{w}_{r}$ in $K^{r+m}, \underline{\eta}_{1}, \ldots, \underline{\eta}_{m}$ in $K^{r} \times \mathscr{L}^{m}, \underline{\eta}_{1}^{\prime}, \ldots, \underline{\eta}_{m}^{\prime}$ in $\mathbb{C}^{r+m}$, $\underline{\gamma}_{1}, \ldots, \underline{\gamma}_{m}$ in $G(K)=K^{r} \times\left(K^{\times}\right)^{-m}$ and $\bar{\Sigma}^{m} \subset G(K)$ as in the proof of Theorem $\overline{14.20}$. Again by Theorem 13.1 we deduce the existence of an algebraic subgroup $G^{*}$ of $G$ which satisfies

$$
\binom{S_{0}+\ell_{0}^{b}}{\ell_{0}^{b}} M^{b} \leq \frac{(m+r)!}{r!} 2^{d_{1}^{b}} T_{0}^{d_{0}^{b}} T_{1}^{d_{1}^{b}},
$$

where

$$
\begin{aligned}
& \ell_{0}^{b}=\operatorname{dim}_{\mathbb{C}}\left(\mathcal{W}^{b}\right), \quad M^{b}=\operatorname{Card}\left(\Sigma^{b}\right), \\
& \mathcal{W}^{b}=\frac{\mathcal{W}+T_{e}\left(G^{*}\right)}{T_{e}\left(G^{*}\right)}, \quad \Sigma^{b}=\frac{\Sigma+G^{*}}{G^{*}}
\end{aligned}
$$

and

$$
d_{0}^{\mathrm{b}}=\operatorname{dim}\left(G_{0}^{\mathrm{b}}\right), \quad d_{1}^{\mathrm{b}}=\operatorname{dim}\left(G_{1}^{\mathrm{b}}\right), \quad G_{0}^{\mathrm{b}}=\frac{G_{0}}{G_{0}^{*}}, \quad G_{1}^{\mathrm{b}}=\frac{G_{1}}{G_{1}^{*}} .
$$

We are looking firstly for a lower bound for $\ell_{0}^{b}$, and secondly for a lower bound for $M^{b}$.

We already know from the proof of Theorem 14.20 that $\ell_{0}^{b} \geq d_{0}^{b}$. However here we need more.

Set

$$
G^{b}=\frac{G}{G^{*}}=G_{0}^{b} \times G_{1}^{b}
$$

and $d^{b}=d_{0}^{b}+d_{1}^{b}=\operatorname{dim}\left(G^{b}\right)$. Denote by

$$
\pi_{0}: \mathbb{C}^{r+m} \longrightarrow \mathbb{C}^{r} \quad \text { and } \quad \pi_{0}^{b}: T_{e}\left(G^{b}\right) \longrightarrow T_{e}\left(G_{0}^{b}\right)
$$

the projections with kernels $\{0\} \times \mathbb{C}^{m}$ and $T_{e}\left(G_{1}^{b}\right)$ respectively, and by

$$
g_{0}: \mathbb{C}^{r} \longrightarrow T_{e}\left(G_{0}^{b}\right) \quad \text { and } \quad g: \mathbb{C}^{r+m} \longrightarrow T_{e}\left(G^{b}\right)
$$

the projections whose kernels are $T_{e}\left(G_{0}^{*}\right)$ and $T_{e}\left(G^{*}\right)$ respectively. Since the diagram

commutes, since $g(\mathcal{W})=\mathcal{W}^{\mathrm{b}}$ and since $g_{0} \circ \pi_{0}(\mathcal{W})=T_{e}\left(G_{0}^{\mathrm{b}}\right)$, we have

$$
\ell_{0}^{\mathrm{b}}=d_{0}^{\mathrm{b}}+\operatorname{dim}_{\mathbb{C}}\left(\mathcal{W}^{\mathrm{b}} \cap \operatorname{ker}\left(\pi_{0}^{\mathrm{b}}\right)\right) .
$$

We shall derive below a lower bound for $\mathcal{W}^{b} \cap \operatorname{ker}\left(\pi_{0}^{b}\right)$, but we first estimate $M^{b}$ from below.

Denote by $Y$ the $\mathbb{Q}$-vector space spanned by the vector columns $\underline{y}_{1}, \ldots, \underline{y}_{m}$ of M in $\mathbb{C}^{m}$, set

$$
Y^{\mathrm{b}}=\frac{Y+T_{e}\left(G_{1}^{*}\right)}{T_{e}\left(G_{1}^{*}\right)} \subset T_{e}\left(G_{1}^{b}\right)
$$

and denote by $\ell_{1}^{\mathrm{b}}$ the dimension of $Y^{\mathrm{b}}$ over $\mathbb{Q}$. Since M is $\mathbb{Q}$-equivalent to a matrix

$$
(\underbrace{\left.\begin{array}{cc}
\mathrm{A} & \mathrm{~B} \\
\mathrm{C} & 0
\end{array}\right)}_{\ell_{1}^{\mathrm{b}}} \underbrace{}_{m-\ell_{1}^{\mathrm{b}}} \underbrace{3 m-d_{1}^{\mathrm{b}}}
$$

we have

$$
m=r_{\mathrm{str}}(\mathrm{M}) \leq m-d_{1}^{\mathrm{b}}+\ell_{1}^{\mathrm{b}},
$$

which implies $\ell_{1}^{\mathrm{b}} \geq d_{1}^{\mathrm{b}}$.
Denote by $\Phi$ the subgroup of $\underline{\varphi} \in \mathbb{Z}^{m}$ for which $\underline{y}^{\underline{\varphi}}=1$ for any $\underline{y} \in G_{1}^{*}$. Since $G_{1}^{*}$ has codimension $d_{1}^{b}$ in $G_{1}$ and is incompletely defined in $G_{1}$ by polynomials of degrees $\leq T_{1}$, there is a basis $\underline{\varphi}_{1}, \ldots, \underline{\varphi}_{d_{1}^{b}}$ of $\Phi$ with $\underline{\varphi}_{j} \in \mathbb{Z}^{m}\left[T_{1}\right]\left(1 \leq j \leq d_{1}^{b}\right)$. The linear map

$$
\begin{aligned}
g_{1}: \mathbb{C}^{m} & \longrightarrow \mathbb{C}^{d_{1}^{b}} \\
\underline{z} & \longmapsto \underline{\varphi}_{j} \underline{z}
\end{aligned}
$$

is surjective with kernel $T_{e}\left(G_{1}^{*}\right)$. We identify $T_{e}\left(G_{1}^{b}\right)$ with $\mathbb{C}^{d_{1}^{b}}$, so that $g=g_{0} \times g_{1}$. The kernel $\Omega^{b} \subset T_{e}\left(G^{b}\right)$ of the exponential map of $G^{b}$ is $\Omega^{b}=\{0\} \times \Omega_{1}^{b}$, where $\Omega_{1}^{b}=(2 i \pi \mathbb{Z})^{d_{1}^{b}}$. For $\underline{y} \in \mathbb{C}^{m}$ we have

$$
\exp _{G_{1}}(\underline{y}) \in G_{1}^{*}(\mathbb{C}) \Longleftrightarrow g_{1}(\underline{y}) \in \Omega_{1}^{\mathrm{b}} .
$$

For simplicity of notation, we permute (if necessary) the column vectors of $M$ so that $g_{1}\left(\underline{y}_{1}\right), \ldots, g_{1}\left(\underline{y}_{l_{1}^{\mathrm{b}}}\right)$ are $\mathbb{Q}$-linearly independent in $Y^{\mathrm{b}}$. Moreover we may assume that for an index $\kappa$ in the range $0 \leq \kappa \leq \ell_{1}^{b}$, we have

$$
\sum_{j=1}^{\ell_{1}^{b}-\kappa} s_{j} \underline{\gamma}_{j} \notin G^{*}(K)
$$

for any $\underline{s} \in \mathbb{Z}^{\ell_{1}^{b}-\kappa}\left[S_{1}\right] \backslash\{0\}$, while for $1 \leq k \leq \kappa$ there exists $\underline{s}_{k} \in \mathbb{Z}^{\ell_{1}^{b}-\kappa+1}\left[S_{1}\right] \backslash\{0\}$ such that

$$
\sum_{j=1}^{\ell_{1}^{b}-\kappa} s_{j k} \underline{\gamma}_{j}+s_{\ell_{1}^{b}-\kappa+k, k}{\underline{\gamma_{1}}-\kappa+k} \in G^{*}(K)
$$

From Lemma 7.8 we deduce

$$
M^{b} \geq S_{1}^{\ell_{1}^{b}-\kappa}
$$

Therefore we have

$$
S_{0}^{\ell_{0}^{b}} S_{1}^{l_{1}^{b}-\kappa} \leq c^{\prime} T_{0}^{d_{0}^{b}} T_{1}^{d_{1}^{b}}
$$

with some constant $c^{\prime}$ depending only on $m$.
Let us check

$$
\operatorname{dim}_{\mathbb{C}}\left(\mathcal{W}^{\mathrm{b}} \cap \operatorname{ker}\left(\pi_{0}^{\mathrm{b}}\right)\right) \geq \kappa
$$

For $1 \leq k \leq \kappa$ define

$$
\underline{u}_{k}=\sum_{j=1}^{\ell_{1}^{b}-\kappa} s_{j k} g\left(\underline{\eta}_{j}\right)+s_{\ell_{1}^{b}-\kappa+k, k} g\left(\underline{\eta}_{\ell_{1}^{b}-\kappa+k}\right)
$$

and

$$
\underline{v}_{k}=\sum_{j=1}^{\ell_{1}^{b}-\kappa} s_{j k} g\left(\underline{w}_{j}\right)+s_{\ell_{1}^{b}-\kappa+k, k} g\left(\underline{w}_{\ell_{1}^{b}-\kappa+k}\right)
$$

in $T_{e}\left(G^{b}\right)$. Since $\exp _{G^{b}}\left(\underline{u}_{k}\right)=e$ we have $\underline{u}_{k} \in \Omega^{b}$. Notice that $\Omega^{b} \subset \operatorname{ker}\left(\pi_{0}^{b}\right)$. Since $\pi_{0}\left(\underline{\eta}_{j}\right)=\pi_{0}\left(\underline{w}_{j}\right)$ we also have $\underline{v}_{k} \in \operatorname{ker}\left(\pi_{0}^{\mathrm{b}}\right)$, hence

$$
\underline{v}_{k} \in \mathcal{W}^{\mathrm{b}} \cap \operatorname{ker}\left(\pi_{0}^{\mathrm{b}}\right) \quad \text { for } 1 \leq k \leq \kappa .
$$

We want to check that $\underline{v}_{1}, \ldots, \underline{v}_{\kappa}$ are $\mathbb{C}$-linearly independent. We consider the $\kappa \times d_{1}^{\text {b }}$ matrix whose column vectors are $g_{1}\left(\underline{u}_{1}\right), \ldots, g_{1}\left(\underline{u}_{\kappa}\right)$. The entries of this matrix are in $2 i \pi \mathbb{Z}$. Since $\underline{y}_{1}, \ldots, \underline{y}_{\ell_{1}^{b}}$ are $\mathbb{Q}$-linearly independent, it follows that the rank of this matrix is $\kappa$. Let A be a square regular $\kappa \times \kappa$ submatrix; denote by B the corresponding matrix obtained by replacing $\underline{u}_{j}$ by $\underline{v}_{j}$. Then

$$
|\operatorname{det}(\mathrm{A})-\operatorname{det}(\mathrm{B})| \leq c^{\prime \prime}(T S)^{m} e^{-U}<2 \pi .
$$

Since $\operatorname{det}(A)$ is a nonzero integral multiple of $2 \pi$, we $\operatorname{deduce} \operatorname{det}(B) \neq 0$, hence $\underline{v}_{1}, \ldots, \underline{v}_{\kappa}$ are $\mathbb{C}$-linearly independent in $\mathbb{C}^{d^{b}}$.

This completes the proof of the claim $\operatorname{dim}_{\mathbb{C}}\left(\mathcal{W}^{b} \cap \operatorname{ker}\left(\pi_{0}^{b}\right)\right) \geq \kappa$, and therefore $\ell_{0}^{\mathrm{b}} \geq d_{0}^{\mathrm{b}}+\kappa$.

Now comes the extra condition for which we needed to take $U$ so large: since

$$
U \geq c_{0}^{6 m} D^{3 / 2}(h+\log D)^{3 / 2}(\log D)^{-1},
$$

we have

$$
S_{0} \geq S_{1}
$$

and we deduce that the inequalities $\ell_{1}^{\mathrm{b}} \geq d_{1}^{\mathrm{b}}, \ell_{0}^{\mathrm{b}} \geq d_{0}^{\mathrm{b}}+\kappa$ and

$$
S_{0}^{\ell_{0}^{b_{0}^{b}}} S_{1}^{{l_{1}^{b}}^{\prime}-\kappa} \leq c^{\prime} T_{0}^{d_{0}^{b}} T_{1}^{d_{1}^{b}}
$$

are not compatible. This completes the proof of Theorem 14.23.
Remark. In the special case where $\lambda_{1}, \ldots, \lambda_{n}$ are all real numbers, the proof simplifies notably and produces the simultaneous approximation measure

$$
c D^{2}(h+\log D)(\log D)^{-1}
$$

(cf. [RoyW 1997b], remark pp. 423-424). Indeed in this special case we have $\kappa=0$ and therefore the condition $S_{0} \geq S_{1}$ is not needed.

Using Proposition 12.25, one deduces from Theorem 14.23 a refinement of Theorem 2.8 in [RoyW 1997b]:

Corollary 14.24. Let $n \geq 2$ be an integer and $\lambda_{1}, \ldots, \lambda_{n}$ be $\mathbb{Q}$-linearly independent elements of $\mathcal{L}$. Assume that there exists a nonzero homogeneous polynomial $Q$ in
$\mathbb{Q}\left[X_{1}, \ldots, X_{n}\right]$ of degree 2 , such that $Q\left(\lambda_{1}, \ldots, \lambda_{n}\right)=0$. Then there exists a positive constant $c$ such that the function

$$
c D^{2}(h+\log D)^{3 / 2}(\log D)^{-3 / 2}
$$

is a simultaneous approximation measure for the $n$-tuple $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$.

### 14.4 Measures of Linear Independence of Logarithms (Again)

We investigate, by means of Proposition 13.12, the best possible results one may expect from Theorem 13.1 for the problem of measures of linear independence of logarithms of algebraic numbers, using anyone of the methods described in § 11.4. We take $G^{-}=\{0\}$ and $G^{+}=G$ in Theorem 13.1, in order to apply Proposition 13.12. Next (§ 14.4.5) we explain why other choices for $G^{-}$and $G^{+}$may be needed. Finally (§ 14.4.6) we provide further historical comments on the subject.

Proposition 13.12 indicates some limit for the range of application of Theorem 13.1. The estimates which follow are, to a certain extent, the best possible ones which can be reached by applying Theorem 13.1 - it does not mean that they follow actually from Theorem 13.1! To prove the corresponding estimates require some more work, which was done in Chapters 7, 9 and 10 for some cases. As we shall see, it turns out that the results which have been achieved in these chapters are very close to the limit indicated by Proposition 13.12. Even the numbers $c_{0}$ below (which depend only on the number $m$ of logarithms) are not very far from (i.e. not much smaller than) the values which actually can be achieved.

### 14.4.1 Homogeneous Linear Forms: Gel'fond-Baker's Method

Start with a linear form $\beta_{1} X_{1}+\cdots+\beta_{m} X_{m}$ with algebraic coefficients and consider a point $\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ in $\mathcal{L}^{m}$ where it does not vanish. Set

$$
\Lambda=\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m},
$$

as in Theorems 7.1 and 9.1 for instance. Assume $\beta_{m}=-1$.
1 The hyperplane $\mathcal{W}$ in $\mathbb{C}^{m}$ of equation

$$
\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}=z_{m}
$$

is rational over $\overline{\mathbb{Q}}$ and contains the point

$$
\underline{\eta}_{1}^{\prime}=\left(\lambda_{1}, \ldots, \lambda_{m-1}, \lambda_{m}+\Lambda\right)
$$

The number $|\Lambda|$ estimates the distance between $\underline{\eta}_{1}^{\prime}$ and the point

$$
\underline{\eta}_{1}=\left(\lambda_{1}, \ldots, \lambda_{m-1}, \lambda_{m}\right) \in \mathscr{L}^{m} .
$$

Notice that the functions

$$
e^{z_{1}}, \ldots, e^{z_{m}}
$$

take algebraic values at the point $\underline{\eta}_{1}$ (and therefore also at the points $s \underline{\eta}_{1}$ for $s \in \mathbb{Z}$ ).
The restriction to $\mathcal{W}$ of these functions give rise to the $m$ functions of $m-1$ variables

$$
e^{z_{1}}, \ldots, e^{z_{m-1}}, e^{\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}}
$$

which satisfy differential equations with algebraic coefficients. This amounts to take a basis of $\mathcal{W}$, namely

$$
\underline{w}_{k}=\left(\underline{e}_{k}, \beta_{k}\right) \quad(1 \leq k \leq m-1)
$$

where $\underline{e}_{1}, \ldots, \underline{e}_{m-1}$ is the canonical basis of $\mathbb{C}^{m-1}$. Let us build the $m \times m$ matrix whose column vectors are the coordinates of $\underline{w}_{1}, \ldots, \underline{w}_{m-1}, \underline{\eta}_{1}$ in $\mathbb{C}^{m}$ :

$$
\mathrm{B}_{2}=\left(\begin{array}{ccc} 
& & \\
& \mathrm{I}_{m-1} & \\
\beta_{1} & \cdots & \beta_{m-1}
\end{array}\right), \quad \mathrm{L}=\left(\begin{array}{c}
\lambda_{1} \\
\vdots \\
\lambda_{m}
\end{array}\right)
$$

and

$$
\mathrm{M}=\left(\begin{array}{ll}
\mathrm{B}_{2} & \mathrm{~L}
\end{array}\right)=\left(\begin{array}{cccc} 
& & & \lambda_{1} \\
& \mathrm{I}_{m-1} & & \vdots \\
& & & \lambda_{m-1} \\
\beta_{1} & \cdots & \beta_{m-1} & \lambda_{m}
\end{array}\right) .
$$

The main point in introducing M is that its determinant is just $-\Lambda$.
In connection with Chap. 13, define $d_{0}=0, d=d_{1}=m, G=\mathbb{G}_{\mathrm{m}}^{m}, \ell_{0}=m-1$, $\ell_{1}=1, \ell=m, r_{1}=0, r_{2}=m-2, r_{3}=1, r=m-1$. Hence $\underline{w}_{1}, \ldots, \underline{w}_{m-1}$ are in $K^{m}, \underline{\eta}_{1}$ in $\mathscr{L}^{m}$ and

$$
\underline{\gamma}_{1}=\exp _{G} \underline{\eta}_{1}=\left(\alpha_{1}, \ldots, \alpha_{m}\right) \in\left(K^{\times}\right)^{m} .
$$

The matrix $\mathrm{M}^{\prime}$ which approximates M (see Exercise 13.1) is

$$
M^{\prime}=\left(\begin{array}{ll}
B_{2} & L^{\prime}
\end{array}\right)
$$

where $L^{\prime}$ is the same column matrix as $L$ apart from the entry $\lambda_{m}$ which is replaced by $\lambda_{m}+\Lambda$. Notice that the determinant of $\mathrm{M}^{\prime}$ is zero.

These facts have been the basis of the proof of homogeneous Baker's Theorem in § 10.1.1.

With the notation of Proposition 13.12, we have

$$
u=1, \quad \delta=m+2, \quad b_{1}=0, \quad b_{2}=2 .
$$

This explains how to reach the estimate

$$
|\Lambda| \geq \exp \left\{-c_{0} D^{m+2}(\log B)^{2}\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)(\log E)^{-m-1}\right\}
$$

with

$$
c_{0}=\frac{m!^{2 m}}{4^{m}}\left(\frac{2 m^{m-2}(12 m+9)}{(m-2)!}\right)^{m+1} .
$$

Notice that the right hand side is larger than $(m!)^{m} m^{m^{2}}$.
Remark. The main point in Baker's method, compared with Gel'fond's one, is the fact that $r_{3}=1$. In particular this enables Baker to use Schwarz' lemma for functions of a single variable, and this tool enables him to extrapolate (see § 10.3). It is also possible to extrapolate with interpolation determinants when $r_{3}=1$, but this is not so easy as with an auxiliary function.

However one could work with what may be called "Gel'fond's method in several variables", that means using only $r=r_{3}=m$ and $r_{1}=r_{2}=0$. In this case one gets $u=1, \delta=m^{2}, b_{2}=m(m-1)$, and the estimate reads

$$
|\Lambda| \geq \exp \left\{-c D^{m^{2}}(\log B)^{m^{2}-m}\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)(\log E)^{-m^{2}+1}\right\} .
$$

2 Like in §§ 10.1.2 and 10.2.1, we start with the functions

$$
z_{0}, e^{z_{1}}, \ldots, e^{z_{m}}
$$

and the hyperplane $\mathcal{W}$ in $\mathbb{C}^{m+1}$ of equation

$$
\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}=z_{m} .
$$

The number $|\Lambda|$ estimates the distance of the point

$$
\underline{\eta}_{1}=\left(1, \lambda_{1}, \ldots, \lambda_{m-1}, \lambda_{m}\right)
$$

from $\mathcal{W}$, because

$$
\underline{\eta}_{1}^{\prime}=\left(1, \lambda_{1}, \ldots, \lambda_{m-1}, \lambda_{m}+\Lambda\right)
$$

belongs to $\mathcal{W}$.
Take $d_{0}=1, d_{1}=m$, hence $G=\mathbb{G}_{\mathrm{a}} \times \mathbb{G}_{\mathrm{m}}^{m}, d=m+1$; then put $\ell_{1}=1, \ell_{0}=m$, $\ell=m+1, r_{1}=0, r_{2}=m-1, r_{3}=1, r=m$. Let $\underline{w}_{1}, \ldots, \underline{w}_{m}$ in $\overline{\mathbb{Q}}^{m+1}$ and $\underline{\eta}_{1}$ in $\overline{\mathbb{Q}} \times \mathscr{L}^{m}$ be the column vectors of the $(m+1) \times(m+1)$ matrix

$$
M=\left(\begin{array}{cc}
B_{0} & B_{1} \\
B_{2} & L
\end{array}\right)
$$

with

$$
\begin{aligned}
& \mathrm{B}_{0}=\left(\begin{array}{llll}
1 & 0 & \cdots & 0
\end{array}\right) \quad \mathrm{B}_{1}=\left(\begin{array}{c}
1
\end{array}\right) \\
& \mathrm{B}_{2}=\left(\begin{array}{cccc}
0 & & & \\
\vdots & & \mathrm{I}_{m-1} & \\
0 & \beta_{1} & \cdots & \beta_{m-1}
\end{array}\right) \quad \mathrm{L}=\left(\begin{array}{c}
\lambda_{1} \\
\vdots \\
\lambda_{m}
\end{array}\right) .
\end{aligned}
$$

Introduce also

$$
\mathrm{M}^{\prime}=\left(\begin{array}{cc}
\mathrm{B}_{0} & \mathrm{~B}_{1} \\
& \mathrm{~B}_{2}
\end{array} \mathrm{~L}^{\prime}\right)=\left(\begin{array}{ccccc} 
& & & & 1 \\
& & & & \lambda_{1} \\
& & \mathrm{I}_{m} & & \vdots \\
0 & \beta_{1} & \cdots & \beta_{m-1} & \lambda_{m}+\Lambda
\end{array}\right) .
$$

Then

$$
u=1, \quad \delta=m+2, \quad b_{1}=b_{2}=1,
$$

which yields

$$
|\Lambda| \geq \exp \left\{-c_{0} D^{m+2}(\log B)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)\left(\log E^{*}\right)(\log E)^{-m-1}\right\}
$$

with

$$
c_{0}=\frac{m!^{m} m^{m}(m+1)!^{m}}{4^{m}}\left(\frac{2(m+1)^{m-1}(12 m+21)}{(m-1)!}\right)^{m+1} .
$$

Once more, the right hand side is $>m!^{m} m^{m^{2}}$. If we compute the value of $C(m)$ in Theorem 9.1 by means of the arguments in § 10.2, one should not expect to reach the sharp estimate of Proposition 9.18.

The parameters $A_{i}, B, E^{*}$ and $E$ are the same as in Theorem 9.1. However, if one does not uses Fel'dman polynomials, one needs to assume $E^{*} \geq \log B$ (cf. Exercise 14.5).

Remark. A variant of this method (see § 11.4.1) can be worked out starting with the matrix

$$
\left(\begin{array}{cccc}
\beta_{1} & \cdots & \beta_{m} & 0 \\
& & & \lambda_{1} \\
& \mathrm{I}_{m} & & \vdots \\
& & & \lambda_{m}
\end{array}\right)
$$

in place of M .

### 14.4.2 Homogeneous Linear Forms: Schneider's Method

1 The dual of method 1 involves the matrix

$$
\mathrm{M}=\left(\begin{array}{cccc} 
& & & \beta_{1} \\
& \mathrm{I}_{m-1} & & \vdots \\
& & & \beta_{m-1} \\
\lambda_{1} & \cdots & \lambda_{m-1} & \lambda_{m}
\end{array}\right)
$$

which is just the transposed of the matrix from method 1. The parameters are now $d_{0}=m-1, d_{1}=1$, hence $d=m$, and $\ell_{0}=0, \ell_{1}=\ell=m$. This means that we consider the functions

$$
z_{1}, \ldots, z_{m-1}, e^{z_{m}}
$$

and the hyperplane $\mathcal{V}$ in $\mathbb{C}^{m}$ of equation

$$
\lambda_{1} z_{1}+\cdots+\lambda_{m-1} z_{m-1}=z_{m} .
$$

The $m$ column vectors of M are the coordinates in $\mathbb{C}^{m}$ of the points

$$
\underline{\eta}_{j}=\left(\underline{e}_{j}, \lambda_{j}\right) \quad(1 \leq j \leq m-1) \quad \text { and } \quad \underline{\eta}_{m}=\left(\beta_{1}, \ldots, \beta_{m-1}, \lambda_{m}\right)
$$

(where $\underline{e}_{1}, \ldots, \underline{e}_{m-1}$ is, as usual, the canonical basis of $\mathbb{C}^{m-1}$ ). For $1 \leq j \leq m$ we have $\underline{\eta}_{j} \in \overline{\mathbb{Q}}^{m-1} \times \mathcal{L}=\mathscr{L}_{G}$. Moreover $\underline{\eta}_{1}, \ldots, \underline{\eta}_{m-1}$ belong to $\mathcal{V}$, as does

$$
\underline{\eta}_{m}^{\prime}=\left(\beta_{1}, \ldots, \beta_{m-1}, \lambda_{m}+\Lambda\right) .
$$

Here again we introduce a matrix $\mathrm{M}^{\prime}$, with zero determinant, which differs from M only because $\lambda_{m}$ in M is replaced by $\lambda_{m}+\Lambda$. Hence the distance between the two matrices M and $\mathrm{M}^{\prime}$ is just $|\Lambda|$.

This yields $r_{3}=1, r=m-1, r_{1}=m-2, r_{2}=0$, hence $u=1, \delta=m+2, b_{1}=2$, $b_{2}=0$, and the value of $U$ is the same as in method 1 , apart from the constant $c_{0}$ which is now:

$$
c_{0}=\frac{(m-1)!^{m} m!m^{m}}{4^{m}}\left(\frac{2(12 m+9)}{(m-2)!}\right)^{m+1}
$$

Now the right hand side is $>4\left(6 m^{3}\right)^{m+1}$. This corresponds to the method which is described in Chap. 7 of [W 1992].

2 ' Finally the proof given in $\S 9.2$ is the dual of 2 and requires $d_{0}=m, d_{1}=1$, $d=m+1, \ell_{0}=1, \ell_{1}=m$. We consider the functions

$$
z_{0}, z_{1}, \ldots, z_{m-1}, e^{z_{m}}
$$

and the hyperplane $\mathcal{V}$ in $\mathbb{C}^{m+1}$ of equation

$$
\lambda_{1} z_{1}+\cdots+\lambda_{m-1} z_{m-1}=z_{m}
$$

The first column vector of the matrix

$$
\mathrm{M}=\left(\begin{array}{cc}
\mathrm{B}_{0} & \mathrm{~B}_{1} \\
& \\
\mathrm{~B}_{2} & \mathrm{~L}
\end{array}\right)=\left(\begin{array}{ccccc} 
& & & & 0 \\
& & & & \beta_{1} \\
& & \mathrm{I}_{m} & & \vdots \\
& & & \beta_{m-1} \\
1 & \lambda_{1} & \cdots & \lambda_{m-1} & \lambda_{m}
\end{array}\right)
$$

is given by the coordinates in $\mathbb{C}^{m+1}$ of the point

$$
\underline{w}_{1}=(1,0, \ldots, 0,1)
$$

which lies in $\overline{\mathbb{Q}}^{m+1}$, while the $m$ last column vectors are the coordinates in $\mathbb{C}^{m+1}$ of the points

$$
\underline{\eta}_{j}=\left(0, \underline{e}_{j}, \lambda_{j}\right) \quad(1 \leq j \leq m-1), \quad \underline{\eta}_{m}=\left(0, \beta_{1}, \ldots, \beta_{m-1}, \lambda_{m}\right)
$$

where $\underline{e}_{1}, \ldots, \underline{e}_{m-1}$ is again the canonical basis of $\mathbb{C}^{m-1}$. Since $\mathcal{L}_{G}=\overline{\mathbb{Q}}^{m} \times \mathscr{L}$, for $1 \leq j \leq m-1$ we have $\underline{\eta}_{j} \in \mathcal{V} \cap \mathscr{L}_{G}$. Moreover

$$
\underline{\eta}_{m}^{\prime}=\left(0, \beta_{1}, \ldots, \beta_{m-1}, \lambda_{m}+\Lambda\right) \in \mathcal{V} .
$$

We can apply Proposition 13.12 with

$$
\mathrm{M}^{\prime}=\left(\begin{array}{ll}
\mathrm{B}_{0} & \mathrm{~B}_{1} \\
\mathrm{~B}_{2} & \mathrm{~L}^{\prime}
\end{array}\right), \quad \mathrm{L}^{\prime}=\left(\begin{array}{llll}
\lambda_{1} & \cdots & \lambda_{m-1} & \lambda_{m}+\Lambda
\end{array}\right),
$$

$r_{3}=1, r=m, r_{1}=m-1$ and $r_{2}=0$. Again the value of $U$ is the same as in method 2 , apart from the value of $c_{0}$ which is now:

$$
c_{0}=\frac{m!^{m} m^{m}(m+1)!}{4^{m}}\left(\frac{2(12 m+21)}{(m-1)!}\right)^{m+1} .
$$

When $m$ is large the right hand side is not less than $43\left(6 m^{3}\right)^{m+1}$.
Remark. Once more, a variant of this method (compare with § 11.4.2) can be deduced from the following remark: the determinant of the matrix

$$
\left(\begin{array}{cc}
\mathrm{B}_{0} & \mathrm{~B}_{1} \\
& \\
\mathrm{~B}_{2} & \mathrm{~L}
\end{array}\right)=\left(\begin{array}{cccc}
\beta_{1} & & & \\
\vdots & & \mathrm{I}_{m} & \\
\beta_{m} & & & \\
0 & \lambda_{1} & \cdots & \lambda_{m}
\end{array}\right)
$$

is $(-1)^{m+1}\left(\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m}\right)$.

### 14.4.3 Affine Linear Forms: Gel'fond-Baker's Method

Consider now a linear combination of 1 and logarithms of algebraic numbers with algebraic coefficients

$$
\Lambda=\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m-1} \lambda_{m-1}+\beta_{m} \lambda_{m}
$$

with, say, $\beta_{m}=-1$.
2 We modify the homogeneous method by considering the hyperplane $\mathcal{W}$ of equation

$$
\beta_{0} z_{0}+\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}=z_{m}
$$

in $\mathbb{C}^{m+1}$. Take $d_{0}=1, d_{1}=m, d=m+1, G=\mathbb{G}_{\mathrm{a}} \times \mathbb{G}_{\mathrm{m}}^{m}, \ell_{0}=m, \ell_{1}=1, \ell=m+1$, $r_{1}=0, r_{2}=m-1, r_{3}=1, r=m$. Let $\underline{w}_{1}, \ldots, \underline{w}_{m}, \underline{\eta}_{1}$ be the elements of $\mathbb{C}^{m+1}$ whose coordinates are the column vectors of the $(m+1)^{-1} \times(m+1)$ matrix

$$
\mathrm{M}=\left(\begin{array}{cccc} 
& & & 1 \\
& & & \lambda_{1} \\
& \mathrm{I}_{m} & & \vdots \\
& & & \lambda_{m-1} \\
\beta_{0} & \cdots & \beta_{m-1} & \lambda_{m}
\end{array}\right) .
$$

Hence

$$
\underline{\gamma}_{1}=\exp _{G} \underline{\eta}_{1}=\left(\beta_{0}, \alpha_{1}, \ldots, \alpha_{m}\right) \in \overline{\mathbb{Q}} \times\left(\overline{\mathbb{Q}}^{\times}\right)^{m} .
$$

With the notation of Proposition 13.12, we have

$$
u=1, \quad \delta=m+2, \quad b_{1}=b_{2}=1,
$$

which gives

$$
|\Lambda| \geq \exp \left\{-c_{0} D^{m+2}(\log B)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)\left(\log E^{*}\right)(\log E)^{-m-1}\right\}
$$

where

$$
c_{0}=\frac{(m!m(m+1)!)^{m}}{4^{m}}\left(\frac{2(m+1)^{m-1}(12 m+21)}{(m-1)!}\right)^{m+1}
$$

The right hand side is $>m!^{m} m^{m^{2}}$.
Other square matrices than $M$ have determinant $\pm \Lambda$. An example is

$$
\widetilde{\mathrm{M}}=\left(\begin{array}{cccc}
\beta_{1} & \cdots & \beta_{m} & -\beta_{0} \\
& & & \lambda_{1} \\
& \mathrm{I}_{m} & & \vdots \\
& & & \lambda_{m}
\end{array}\right) .
$$

Here there is no need to assume $\beta_{m}=-1$ in the definition of $\Lambda$. The choice of the starting matrix may influence the final estimate: in $\widetilde{M}$, the algebraic numbers $\beta_{1}, \ldots, \beta_{m}$ arise in the upper left corner, which is the matrix $\mathrm{B}_{0}$ of § 13.1. Therefore their height will be taken care of either by the parameter $B_{1}$ or $B_{2}$, as we wish. While in $M$ the same algebraic numbers arise in $B_{2}$, so we have no choice: the height is controlled by $B_{2}$.

A slight modification enables us to include also the coefficient $\beta_{0}$ into $\mathrm{B}_{0}$ : consider the $(m+2) \times(m+2)$ matrix

$$
\left(\begin{array}{ccccc}
1 & 0 & \cdots & 0 & 1 \\
\beta_{0} & \beta_{1} & \cdots & \beta_{m} & 0 \\
0 & 1 & \cdots & 0 & \lambda_{1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & \lambda_{m}
\end{array}\right)
$$

associated to the parameters $d_{0}=2, d_{1}=m, \ell_{0}=m+1, \ell_{1}=m$. The number $\Lambda$ is considered as the value, at the point $\left(1,0, \lambda_{1}, \ldots, \lambda_{m}\right)$, of the linear form

$$
\beta_{0} z_{-1}-z_{0}+\beta_{1} z_{1}+\cdots+\beta_{m} z_{m} .
$$

This is related with the improvement, by N. Hirata-Kohno [Hir 1991], of the estimate in [PW 1988c] giving measures of linear independence of logarithms on commutative algebraic groups.

### 14.4.4 Affine Linear Forms: Schneider's Method

2' Consider the hyperplane of equation

$$
z_{0}+\lambda_{1} z_{1}+\cdots+\lambda_{m-1} z_{m-1}=z_{m}
$$

in $\mathbb{C}^{m+1}$ and transpose the matrix $M$ occurring in 2 :

$$
{ }^{\mathrm{t}} \mathrm{M}=\left(\begin{array}{ccccc} 
& & & & \beta_{0} \\
& & & & \beta_{1} \\
& & \mathrm{I}_{m} & & \vdots \\
& & & & \beta_{m-1} \\
1 & \lambda_{1} & \cdots & \lambda_{m-1} & \lambda_{m}
\end{array}\right)
$$

with $d_{0}=m, d_{1}=1, d=m+1, G=\mathbb{G}_{\mathrm{a}}^{m} \times \mathbb{G}_{\mathrm{m}}, \ell_{0}=1, \ell_{1}=m, \ell=m+1, r_{1}=m-1$, $r_{2}=0, r_{3}=1, r=m$.

With the notation of Proposition 13.12, we still have

$$
u=1, \quad \delta=m+2, \quad b_{1}=b_{2}=1
$$

which again leads to the estimate (under the condition $E^{*} \geq \log B$ ) from Chap. 9:

$$
|\Lambda| \geq \exp \left\{-c_{0} D^{m+2}(\log B)\left(\log A_{1}\right) \cdots\left(\log A_{m}\right)\left(\log E^{*}\right)(\log E)^{-m-1}\right\}
$$

where

$$
c_{0}=\frac{(m!)^{m}(m+1)!m^{m+1}}{4^{m}}\left(\frac{2(12 m+21)}{(m-1)!}\right)^{m+1}
$$

For large values of $m$ the right hand side is $>7\left(6 m^{3}\right)^{m+1}$.
A variant of this method involves the transposed of the matrix $\tilde{M}$ in 2 :

$$
\mathrm{T} \widetilde{\mathrm{M}}=\left(\begin{array}{cccc}
\beta_{1} & & & \\
\vdots & & \mathrm{I}_{m} & \\
\beta_{m} & & & \\
-\beta_{0} & \lambda_{1} & \cdots & \lambda_{m}
\end{array}\right)
$$

It is interesting to compare methods 2 and 2 when $m=1$, namely for $\lambda-\beta_{0}$ (related to the Hermite-Lindemann's Theorem). The lack of symmetry suggests to replace $\beta_{0}$ by $\beta_{0}^{\prime} \beta_{0}^{\prime \prime}$ and to consider for instance either the matrix

$$
\left(\begin{array}{ccccc} 
& & & & \beta_{0}^{\prime} \\
& & & & \beta_{1} \\
& & \mathrm{I}_{m} & & \vdots \\
& & & & \beta_{m-1} \\
\beta_{0}^{\prime \prime} & \lambda_{1} & \cdots & \lambda_{m-1} & \lambda_{m}
\end{array}\right)
$$

or its transpose. Unfortunately it seems that one does not reach anything more than with the two trivial decompositions $\left(\beta_{0}^{\prime}, \beta_{0}^{\prime \prime}\right)=\left(\beta_{0}, 1\right)$ and $\left(\beta_{0}^{\prime}, \beta_{0}^{\prime \prime}\right)=\left(1, \beta_{0}\right)$.

### 14.4.5 The Subgroups $G^{+}$and $G^{-}$

Proposition 13.12 involves only the algebraic subgroup $G^{*}=\{0\}$ of $G$. However the conclusion of Theorem 13.1 introduces an algebraic subgroup $G^{*}$ of $G, G^{*} \neq G$, which may have a positive dimension, and we need to take it into account. The idea for applying Theorem 13.1 is to use it first with $G^{+}=G$ and $G^{-}=\{0\}$, and to consider the possible $G^{*}$ which may appear in the conclusion. Such a $G^{*}$ is an obstruction subgroup for the given situation. We consider the "worst" one. Depending on the case, it will be such an obstruction subgroup of minimal or maximal dimension. Next we repeat the proof starting with either $G^{-}=\{0\}, G^{+}=G^{*}$ or else $G^{-}=G^{*}$, $G^{+}=G$. The former situation occurred in Chap. 9, the latter in Chap. 10. We explain here what happened.

Looking for a lower bound for the modulus of

$$
\Lambda=\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m-1} \lambda_{m-1}-\lambda_{m},
$$

method $2^{\prime}$ of § 14.4.4 involves the algebraic group $G=\mathbb{G}_{\mathrm{a}}^{m} \times \mathbb{G}_{\mathrm{m}}$, the hyperplane $\mathcal{V}$ of equation

$$
z_{0}+\lambda_{1} z_{1}+\cdots+\lambda_{m-1} z_{m-1}=z_{m}
$$

in $\mathbb{C}^{m+1}$ and the subgroup $\mathbb{Z} \underline{\eta}_{1}+\cdots+\mathbb{Z} \underline{\eta}_{m}$ of $\overline{\mathbb{Q}}^{m} \times \mathcal{L}$, where

$$
\underline{\eta}_{j}=\left(0, \underline{e}_{j}, \lambda_{j}\right) \quad(1 \leq j \leq m), \quad \underline{\eta}_{m}=\left(\beta_{0}, \beta_{1}, \ldots, \beta_{m-1}, \lambda_{m}\right) .
$$

Notice that $\mathcal{V}$ contains $\underline{\eta}_{1}, \ldots, \underline{\eta}_{m-1}$ as well as

$$
\underline{\eta}_{m}^{\prime}=\left(\beta_{0}, \beta_{1}, \ldots, \beta_{m-1}, \lambda_{m}+\Lambda\right) .
$$

Denote by $Y$ the subgroup $\mathbb{Z}^{m-1}+\mathbb{Z}\left(\beta_{1}, \ldots, \beta_{m-1}\right)$ of $\mathbb{C}^{m-1}$. An obstruction subgroup in this case is an algebraic subgroup $G^{*}=G_{0}^{*} \times G_{1}^{*}$ of $G$, of dimension $\leq m$, where the algebraic subgroup $G_{0}^{*}$ of $G_{0}=\mathbb{G}_{\mathrm{a}}^{m}$ is nothing else than a vector subspace of $\mathbb{C}^{m}$. The projection onto $\{0\} \times \mathbb{C}^{m-1}$ associates to $G_{0}^{*}$ a vector subspace of $\mathbb{C}^{m-1}$ which contains "many" points

$$
\left(s_{1}+s_{m} \beta_{1}, \ldots, s_{m-1}+s_{m} \beta_{m-1}\right) \in Y \quad\left(\left|s_{j}\right| \leq S_{j}, 1 \leq j \leq m\right) .
$$

The existence of such a vector subspace of $\mathbb{C}^{m-1}$ is bad for the multiplicity estimate, but it is good for the transcendence proof because we wish to use the information provided by as many such points as possible. Hence we repeat the transcendence argument (i.e. we apply Theorem 13.1), taking for $G^{+}$such an obstruction subgroup $G^{*}$ of $G$ of minimal dimension. This is what we did implicitly in Chap. 9. In fact, we had $G=\mathbb{G}_{\mathrm{a}}^{m} \times \mathbb{G}_{\mathrm{m}}$ and $G^{+}=G_{0}^{+} \times \mathbb{G}_{\mathrm{m}}$; because of this special and simple situation, a change of basis enabled us to work directly with $\mathbb{G}_{\mathrm{a}}^{n} \times \mathbb{G}_{\mathrm{m}}$, where $n=\operatorname{dim}\left(G_{0}^{+}\right)$. This is why $G^{+}$did not appear explicitly in Chap. 9.

In Chap. 10 the situation is different. Starting with the same $\Lambda$, method 2 of $\S$ 14.4.3 involves the linear algebraic group $G=\mathbb{G}_{\mathrm{a}} \times \mathbb{G}_{\mathrm{m}}^{m}$ and the hyperplane $\mathcal{W}$ of $\mathbb{C}^{m+1}$ of equation

$$
z_{m}=\beta_{0} z_{0}+\beta_{1} z_{1}+\cdots+\beta_{m-1} z_{m-1}
$$

which contains the point

$$
\left(1, \lambda_{1}, \ldots, \lambda_{m-1}, \lambda_{m}+\Lambda\right)
$$

close to

$$
\left(1, \lambda_{1}, \ldots, \lambda_{m-1}, \lambda_{m}\right) \in \overline{\mathbb{Q}} \times \mathscr{L}^{m}
$$

if $|\Lambda|$ is small. In this situation, Theorem 13.1 yields an obstruction subgroup $G^{*}$ of $G$ such that $T_{e}\left(G^{*}\right)$ is contained in $\mathcal{W}$ and $\mathscr{H}\left(G^{*} ; \underline{T}\right)$ is "small". This last bit of information means that we don't have many independent monomials at our disposal with $G^{*}$. On may expect that $G / G^{*}$ will provide more monomials. Indeed, we take for $G^{-}$such an obstruction subgroup $G^{*}$ of maximal dimension and we repeat the argument, using Theorem 13.1 with $G^{+}=G$. The details have been given in Chap. 10.

Of course in the real life we do not repeat the construction: we immediately start with the right choice of $G^{+}$and $G^{-}$, and the above initial construction just corresponds to the easiest situation where $G^{-}=\{0\}$ and $G^{+}=G$.

### 14.4.6 Further Historical Comments

We described in § 11.4 several methods for proving Baker's Theorems 1.5 and 1.6, and we have just seen that they yield effective measures of linear independence. We now describe their developments and compare their respective merit. A general comment before we consider each method separately: because of applications (especially to solving explicitly diophantine equations), a special attention has been paid in published papers to the quality of the numerical estimates. The number of variables of the analytic functions occurring in the proof is one of the main limitation for getting small absolute constants. There is a discrepancy between proofs involving a single variable and proofs which require more than one variable. Part of the explanation is that complex analysis in one variable is better understood than in higher dimension. Therefore the estimates for $\left|\beta_{1} \lambda_{1}+\beta_{2} \lambda_{2}\right|$ involving a dependence $(\log B)^{2}$ on the height $B$ of $\beta_{1}$ and $\beta_{2}$ involve quite small numerical absolute constants, because the proof requires only exponential functions in a single variable [LauMN 1995]. Using two variables, one can either get estimate for the same linear combination in two logarithms with only $\log B$, or else get lower bounds for linear combination of three logarithms with $(\log B)^{2}$. Since both proofs involve the same number of variables, one should not be surprised that the numerical estimates one gets involve constants of comparable size.

## Method 1

This method was initiated by A. O. Gel'fond for his proof of the transcendence of $\alpha^{\beta}$ in 1934, and soon after for proving effective measures of linear independence for two logarithms. In [S 1967], A. Schinzel produced the first explicit estimates and gave several arithmetic applications.

For several logarithms, this is also the method which enabled A. Baker in his first paper on this topic ([B 1966], I) to prove his homogeneous Theorem 1.5.

Using $\sqrt[1]{ }$, one gets a lower bound for a measure of homogeneous linear independence of two logarithms with a dependence on the height $B$ of the coefficients which is $\exp \left\{-c(\log B)^{2}\right\}$. This is the best estimate which can be achieved so far with this method. This explains why Gel'fond could not do better.

On the other hand, as pointed out in (10.14), one may use Fel'dman's polynomial and replace $B$ by

$$
\max _{1 \leq j \leq m-1}\left\{\frac{\left|b_{m}\right|}{\log A_{j}}+\frac{\left|b_{j}\right|}{\log A_{m}}\right\} .
$$

This is done in [ Sp 1982], Chap. III.
This method has not been widely used for proving measures of homogeneous independence for several logarithms. It should be expected that essentially the same estimates can be achieved as with method $1^{\prime}$, apart from the numerical constant (which is the strong point of 1 ).

## Method 2

Method 2 (and variants of the same) have been described in Chap. 10. This is certainly the method which has been the more widely used in papers dealing with "lower bounds for linear forms in logarithms" or with "logarithmic forms", [B 1966], [F 1968], [B 1972], [Sho 1974], [B 1975], Chap. 2, [LoxV 1976], [Sho 1976], [T 1976], [B 1977], [V 1977], [L 1978] (Chap. VIII, X and XI), [W 1980], [Lox 1986], [Wü 1988], [PW 1988a], [PW 1988b], [Y 1989], [BlaGMMS 1990], [BWü 1993], [BeBGMS 1997], [Mat 1998], [Y 1998] and [FNe 1998], Chap. 4, § 2.

This method has been extended to commutative algebraic groups in [Wü 1988], [PW 1988c], and [Hir 1991] (see also [D 1995] for explicit estimates in the elliptic case).

The surveys by A. Baker in [B 1977] and Fel'dman and Nesterenko in Chap. 4 § 1 of [FNe 1998] consider almost exclusively method 2. Also the methods described in [L 1978] are only variants of 1 and 2 .

## Method 1 ,

Chapters 6, 7 and 9 described method (see also Chap. 7 and 9 of [W 1992]). This method was initiated in [MiW 1978] for studying linear combinations of two logarithms. The numerical estimates of [MiW 1978] have been improved in [Lau 1994] and [LauMN 1995]. The sharpest known numerical explicit measures of linear independence for two or three logarithms (which occur in many applications) all involve method 1 ' for three logarithms, see [BeBGMS 1997] (there are also unpublished manuscript by P. Voutier). The paper [BeBGMS 1997] deals with $b_{1} \log \alpha_{1}+b_{2} \log \alpha_{2}+b_{3} \log \alpha_{3}$ where $b_{1}, b_{2}, b_{3}, \alpha_{1}, \alpha_{2}, \alpha_{3}$ are positive rational numbers (in connection with Catalan's Conjecture), while Voutier's papers consider the more general situation where $\alpha_{1}, \alpha_{2}, \alpha_{3}$ are algebraic numbers. The numerical estimate in [LauMN 1995] for two logarithms is so sharp that one may sometimes use it for three or more logarithms, by grouping terms; this corresponds to a degenerate
linear combination, and $P$. Voutier provides a systematic treatment of this degenerate case for any number of logarithms.

It should be pointed out that this method does not extend (so far) to commutative algebraic groups, apart from the elliptic case with complex multiplication (see [Y 1985]).

## Method $2 \mathbf{}$

Method 2', which was used in Chap. 9, is dual of 2. It was introduced in [W 1979a], Chap. 6, for giving a new proof of Baker's qualitative result. It has been worked out in a quantitative form when $\beta_{0}=0$ in [W 1991b] and [W 1993], and for the general case in [W 1992], Chap. 11.

## p-Adic Estimates

Several authors considered $p$-adic measures of linear independence of logarithms of algebraic numbers, including

- K. Mahler, A. O. Gel'fond, and A. Schinzel and A. Brumer using method 1 .
- J. H. Coates, V. G. Sprindžuk, R. M. Kaufman, A. J. van der Poorten, J. H. Loxton, and later Yu Kunrui, by means of method 2 . Surveys with references on this topic are included in [V 1977] and [Y 1989]. Yu Kunrui found an efficient way of avoiding the assumption that the $\alpha_{i}$ are close to 1 modulo $p$. In [Y 1998]-I he extended the work of Baker and Wüstholz [BWü 1993] to the $p$-adic case, and in [Y 1998]-II he did the same for the paper of Matveev [Mat 1998].
- Dong Pingping [Dpp 1995], with method 1' for an arbitrary number of logarithms, and Y. Bugeaud and M. Laurent [BuLau 1996] for linear combinations of two logarithms only ( $p$-adic analog of the main result of [LauMN 1995]).


## Measures of Simultaneous Approximation

At an early stage of the theory, K. Ramachandra [R 1969b] obtained a comparatively sharp lower bound by considering several linear forms. He was using method 2 . His result was improved later in [Lox 1986] and [PW 1988b], again with method 2 . Further, J. H. Loxton gave arithmetic applications. Dong Pingping's p-adic result in [Dpp 1995] includes lower bound for simultaneous linear forms in logarithms.

## Open Problems

We propose a simple but far reaching conjectural measure of linear independence for logarithms of algebraic numbers. There is no need to distinguish between general case, homogeneous case, rational case or whatever.

Conjecture 14.25. There exist two positive absolute constants $c_{1}$ and $c_{2}$ with the following property. Let $\lambda_{1}, \ldots, \lambda_{m}$ be logarithms of algebraic numbers with $\alpha_{i}=e^{\lambda_{i}}$ $(1 \leq i \leq m)$, let $\beta_{0}, \ldots, \beta_{m}$ be algebraic numbers, $D$ the degree of the number field $\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{m}, \beta_{0}, \ldots, \beta_{m}\right)$ and finally let $h \geq 1 / D$ satisfy

$$
h \geq \max _{1 \leq i \leq m} h\left(\alpha_{i}\right), \quad h \geq \frac{1}{D} \max _{1 \leq i \leq m}\left|\lambda_{i}\right| \quad \text { and } \quad h \geq \max _{0 \leq j \leq m} h\left(\beta_{j}\right) .
$$

1) Assume that the number

$$
\Lambda=\beta_{0}+\beta_{1} \lambda_{1}+\cdots+\beta_{m} \lambda_{m}
$$

is nonzero. Then

$$
|\Lambda| \geq \exp \left\{-c_{1} m D^{2} h\right\} .
$$

2) Assume $\lambda_{1}, \ldots, \lambda_{m}$ are linearly independent over $\mathbb{Q}$. Then

$$
\sum_{i=1}^{m}\left|\lambda_{i}-\beta_{i}\right| \geq \exp \left\{-c_{2} m D^{1+(1 / m)} h\right\} .
$$

In the special case $D=1$ and $\beta_{0}=0$, Conjecture 1.11 is more precise than part 1 of Conjecture 14.25. On the other hand for $D=1, m=1, \beta_{0} \neq 0$, both parts 1 and 2 of Conjecture 14.25 reduce to an open problem of Mahler [M 1967]:
(?) Does there exist an absolute constant $c>0$ such that, for any positive rational integers $a$ and $b$,

$$
\left|e^{b}-a\right| \geq a^{-c} ?
$$

If $\left|e^{b}-a\right|$ is small, then $b$ and $\log a$ are of the same order of magnitude, hence one can replace $a^{-c}=e^{-c \log a}$ in the right hand side by $e^{-c b}$. For the same reason, since $\left|e^{b}-a\right| / a=\left|e^{b-\log a}-1\right|$ is close to $|b-\log a|$, one can replace $\left|e^{b}-a\right|$ in the left hand side by $|b-\log a|$ (replacing at the same time $c$ by $c+1$ in the right hand side).

The best known estimate in this direction is due to Mahler [M 1967]:

$$
\left|e^{b}-a\right| \geq a^{-c \log \log a}
$$

and

$$
|b-\log a| \geq b^{-c b}
$$

for $a \geq 3$. K. Mahler found a sharp explicit numerical value for $c$, namely $c=33$ (for both estimates), provided that $a$ is sufficiently large. A refinement is due to F. Wielonsky [Wi 1999]: for sufficiently large $a$, these estimates hold with $c=20$.

In Chap. 15 we shall see that part 2 of Conjecture 14.25 , dealing with a simultaneous approximation measure for logarithms of algebraic numbers, would imply results of algebraic independence for logarithms of algebraic numbers.

## Exercises

## Exercise 14.1.

a) Deduce from Theorem 14.1 the following measure of linear independence of two logarithms:

Let $\beta$ be an algebraic number and $\lambda_{1}, \lambda_{2}$ elements of $\mathcal{L}$. Define $\alpha_{i}=e^{\lambda_{i}}$ and $D=$ $\left[\mathbb{Q}\left(\alpha_{1}, \alpha_{2}, \beta\right): \mathbb{Q}\right]$. Let $A_{1}, A_{2}, B$ and $E$ be positive real numbers satisfying

$$
\begin{gathered}
B \geq e, \quad B \geq D, \quad E \geq e, \quad B \geq E^{1 / D}, \quad B \geq D \log A_{i} \geq \log E \\
\mathrm{~h}\left(\alpha_{i}\right) \leq \log A_{i}, \quad\left|\lambda_{i}\right| \leq \frac{D}{E} \log A_{i} \quad \text { and } \quad \mathrm{h}(\beta) \leq \log B
\end{gathered}
$$

for $i=1$ and $i=2$. If $\beta \lambda_{1} \neq \lambda_{2}$, then

$$
\left|\lambda_{2}-\beta \lambda_{1}\right| \geq \exp \left\{-2^{30} D^{4}(\log B)^{2}\left(\log A_{1}\right)\left(\log A_{2}\right)(\log E)^{-3}\right\} .
$$

Hint. Let

$$
U=2^{30} D^{4}(\log B)^{2}\left(\log A_{1}\right)\left(\log A_{2}\right)(\log E)^{-3}
$$

If there exists $\left(s_{1}, s_{2}\right) \in \mathbb{Z}^{2} \backslash\{0\}$ such that $s_{1} \lambda_{1}=s_{2} \lambda_{2}$ and $\left|s_{j}\right| \leq U^{2}$, then apply Liouville's estimate (Exercise 3.7.a and Proposition 3.14) to deduce

$$
\left|\lambda_{2}\right| \geq 2^{-D} A_{2}^{-D} \quad \text { and } \quad\left|s_{2}-\beta s_{1}\right| \geq\left(2 U^{2}\right)^{-D} B^{-D}
$$

b) We have shown in Chap. 9 how to improve $(\log B)^{2}$ to $(\log B) \log \log B$, and even to $\log B$. Use the same method and improve Theorem 14.1.
c) Produce a dual (in the sense of $\S$ 13.7) proof of Theorem 14.1 and compare the results.

Exercise 14.2. Deduce from Theorem 14.1 the following result:
Let $\left(\theta_{1}, \ldots, \theta_{m}\right)$ be a m-tuple of $\mathbb{Q}$-linearly independent complex numbers satisfying a linear independence measure condition. Let $\beta_{0}, \ldots, \beta_{n}$ be $\mathbb{Q}$-linearly independent algebraic numbers. There exists a constant $c>0$ such that

$$
\varphi(D, h)=c D^{(m+1)(n+1) / m n} h^{1+(1 / n)}(\log h+\log D)^{-1 / n}
$$

is a simultaneous approximation measure for the $m(n+1)$ numbers

$$
e^{\beta_{j} \theta_{i}} \quad(0 \leq j \leq n, 1 \leq i \leq m)
$$

Hint. Replacing if necessary $\beta_{j}$ by $\beta_{j} / \beta_{0}$ and $\theta_{i}$ by $\theta_{i} \beta_{0}$, one may assume $\beta_{0}=1$. Define $U=\varphi(D, h)$. Assume $\left|e^{\beta_{j} \theta_{i}}-\alpha_{i j}\right| \leq e^{-U}$ for some nonzero algebraic numbers $\alpha_{i j}$. Define $\lambda_{i j} \in \mathscr{L}$ by the conditions $e^{\lambda_{i j}}=\alpha_{i j}$ and $\left|\lambda_{i j}-\beta_{j} \theta_{i}\right| \leq e^{-2 U / 3}$. Further, let $\lambda_{i}=\lambda_{i 0}$,

$$
A_{i j}=e^{h}, \quad E=(D h)^{1 / c_{0}}, \quad B=(D h)^{c_{0}},
$$

for some suitable constant $c_{0}>1$.

Let $\beta$ be an algebraic number of degree $d, a$ a nonzero complex number and $\log a$ a nonzero logarithm of $a$ such that $(1, \log a)$ satisfies a linear independence measure condition. Write $a^{z}$ for $e^{z \log a}$. Deduce that there exists $c>0$ such that

$$
c D^{(d+1) /(d-1)} h^{d /(d-1)}(\log h+\log D)^{-1 /(d-1)}
$$

is a simultaneous approximation measure for the $d$ numbers

$$
a, a^{\beta}, \ldots, a^{\beta^{d-1}}
$$

Hint. Take $n=d-1, m=d$,

$$
\beta_{j}=\beta^{j} \quad(0 \leq j \leq n), \quad \theta_{i}=\beta^{i-1} \log a \quad(1 \leq i \leq m)
$$

(Compare with [RoyW 1997b], Th. 2.1).

## Exercise 14.3.

a) Deduce from Theorem 14.6 a lower bound for $|\lambda-\beta|$ as follows:

Let $\beta$ be an algebraic number and $\lambda$ a nonzero element of $\mathcal{L}$. Define $\alpha=e^{\lambda}$ and $D=[\mathbb{Q}(\alpha, \beta): \mathbb{Q}]$. Let $A, B$ and $E$ be positive real numbers satisfying

$$
\begin{gathered}
B \geq e, \quad B \geq D, \quad E \geq e, \quad B \geq E^{1 / D}, \quad B \geq D \log A \geq \log E \\
\mathrm{~h}(\alpha) \leq \log A, \quad|\lambda| \leq \frac{D}{E} \log A \quad \text { and } \quad \mathrm{h}(\beta) \leq \log B
\end{gathered}
$$

Then

$$
|\lambda-\beta| \geq \exp \left\{-2^{30} D^{3}(\log A)(\log B)(\log \log A+\log D)(\log E)^{-3}\right\}
$$

b) Compare this result with [NeW 1996] and with the special case $m=1$ of Theorem 9.1 (see Remark 2 in § 9.4.1); deduce an improvement of Theorem 14.1.

Exercise 14.4. In this exercise, we say that a function $\phi: \mathbb{N} \times \mathbb{R}_{>0}^{m} \rightarrow \mathbb{R}_{>0} \cup\{\infty\}$ is a simultaneous approximation measure for $\underline{\theta}$ if there exist a positive integer $D_{0}$ together with a real number $h_{0} \geq 1$ such that, for any integer $D \geq D_{0}$, any real numbers $h_{i} \geq h_{0}(1 \leq i \leq m)$ and any $m$-tuple $\underline{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{m}\right)$ of algebraic numbers satisfying

$$
[\mathbb{Q}(\underline{\gamma}): \mathbb{Q}] \leq D \quad \text { and } \quad \mathrm{h}\left(\gamma_{i}\right) \leq h_{i}(1 \leq i \leq m)
$$

we have

$$
\max _{1 \leq i \leq m}\left|\theta_{i}-\gamma_{i}\right| \geq \exp \left\{-\phi\left(D ; h_{1}, \ldots, h_{m}\right)\right\}
$$

When $\phi\left(D ; h_{1}, \ldots, h_{m}\right)$ depends only on $D$ and $h=\max \left\{h_{1}, \ldots, h_{m}\right)$, the function $\varphi: \mathbb{N} \times$ $\mathbb{R}_{>0} \rightarrow \mathbb{R}_{>0} \cup\{\infty\}$ defined by $\varphi(D, h)=\phi(D ; h, \ldots, h)$ is a simultaneous approximation measure for $\underline{\theta}$, by the earlier definition in the introduction of this chapter. Deduce from Theorem 14.6 with $m=n=2$ the following results.
a) Let $r$ be a nonzero rational number. There exists a constant $c=c(r)$ such that the function

$$
\phi\left(D ; h_{1}, h_{2}, h_{3}\right)=c D^{2}\left(h_{1}+\log \left(D h_{2} h_{3}\right)\right)\left(h_{1}+h_{2}\right)^{1 / 2}\left(h_{2}+h_{3}\right)^{1 / 2}\left(\log \left(D h_{2}\right)\right)^{-1}
$$

is a simultaneous approximation measure for the three numbers $e, e^{e^{r}}, e^{e^{2 r}}$.

Hint. The rank one matrix here is

$$
\left(\begin{array}{ccc}
1 & 1 & e^{r} \\
1 & 1 & e^{r} \\
e^{r} & e^{r} & e^{2 r}
\end{array}\right)
$$

b) Let $\lambda$ be a nonzero element of $\mathcal{L}$ and let $\beta$ be a nonzero algebraic number. There exists a constant $c=c(\lambda, \beta)$ such that the function

$$
c D^{2}\left(h_{1}+\log \left(D h_{2} h_{3}\right)\right) h_{2}^{1 / 2} h_{3}^{1 / 2}(\log D)^{-1}
$$

is a simultaneous approximation measure for the three numbers $\lambda, e^{\beta}$ and $e^{\lambda^{2} / \beta}$.

Remark. An example is $\pi, e$ and $e^{\pi^{2}}$.
Hint. Here the rank one matrix is

$$
\left(\begin{array}{ccc}
1 & \beta & \lambda \\
1 & \beta & \lambda \\
\frac{\lambda}{\beta} & \lambda & \frac{\lambda^{2}}{\beta}
\end{array}\right)
$$

c) Assuming one could avoid the assumption that the matrix $\left(\log A_{i j}\right)$ has rank 1 in Theorem 14.6 , show that in place of

$$
c D^{2} h(h+\log D)(\log D)^{-1}
$$

one would obtain the following simultaneous approximation measure for the numbers $\lambda, e^{\beta}$ and $e^{\lambda^{2} / \beta}$ :

$$
c D^{2} h^{1 / 2}(h+\log D)(\log D)^{-1}
$$

d) Let $\lambda$ be a nonzero element of $\mathcal{L}$. There exists a constant $c=c(\lambda)>0$ such that

$$
\phi\left(D ; h_{1}, h_{2}, h_{3}\right)=c D^{2}\left(h_{1}+\log \left(D h_{2} h_{3}\right)\right) h_{2}^{1 / 2}\left(h_{2}+h_{3}\right)^{1 / 2}(\log D)^{-1}
$$

is a simultaneous approximation measure for the numbers $\lambda, e^{\lambda^{2}}$ and $e^{\lambda^{3}}$.

Hint. Consider the matrix

$$
\left(\begin{array}{ccc}
1 & \lambda & \lambda^{2} \\
1 & \lambda & \lambda^{2} \\
\lambda & \lambda^{2} & \lambda^{3}
\end{array}\right)
$$

which has rank 1.
e) Let $\beta$ be an irrational quadratic number and let $\lambda$ be a nonzero logarithm of an algebraic number. There exists a positive constant $c=c(\beta, \lambda)$ such that

$$
\phi\left(D ; h_{1}, h_{2}\right)=c \max \left\{D h_{1}, D^{2} h_{2}\left(h_{1}+\log \left(D h_{2}\right)\right)^{1 / 2}\left(\log \left(D h_{1} h_{2}\right)\right)^{1 / 2}\left(\log \left(D h_{2}\right)\right)^{-1}\right\}
$$

is a simultaneous approximation measure for the two numbers $\lambda$ and $e^{\beta \lambda}$. In particular for $h_{1}=h_{2}$ the measure is

$$
c D^{2} h(h+\log D)^{1 / 2}(\log h+\log D)^{-1 / 2}
$$

Hint. Observe that the matrix

$$
\left(\begin{array}{ccc}
1 & \lambda & \beta \lambda \\
1 & \lambda & \beta \lambda \\
\beta & \beta \lambda & \beta^{2} \lambda
\end{array}\right)
$$

has rank 1. Compare with [RoyW 1997b], Th. 2.7.
f) Let $\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}$ be nonzero elements of $\mathcal{L}$ such that both numbers $\lambda_{1} / \lambda_{2}$ and $\lambda_{1} / \lambda_{3}$ are irrational. Assume $\lambda_{1} \lambda_{4}=\lambda_{2} \lambda_{3}$. Then a simultaneous approximation measure for the four numbers $\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}$ is

$$
c D^{2}(h+\log D)(\log D)^{-1}
$$

Exercise 14.5. Using Feld'man's Delta polynomials (see § 13.6), improve:
a) Theorem 14.1, in the special case where $\beta_{1}, \ldots, \beta_{n}$ are rational integers.
b) Theorem 14.6, when either one or both of the tuples of algebraic numbers $\left(\beta_{1}, \ldots, \beta_{n}\right)$ and $\left(\beta_{1}^{\prime}, \ldots, \beta_{m}^{\prime}\right)$ consist of rational integers.

Deduce a refinement of Corollary 14.12 which contains the result (14.13) of Fel'dman concerning the simultaneous approximation measure for logarithms of algebraic numbers.

Exercise 14.6. a) Using Theorem 14.6, show that a simultaneous approximation measure for the $p+q$ numbers

$$
\lambda_{1}, \ldots, \lambda_{p}, \quad e^{\beta_{1}}, \ldots, e^{\beta_{q}}
$$

when $\lambda_{1}, \ldots, \lambda_{p}$ are $\mathbb{Q}$-linearly independent in $\mathcal{L}$ and $\beta_{1}, \ldots, \beta_{q}$ are $\mathbb{Q}$-linearly independent in $\overline{\mathbb{Q}}$ is

$$
c D^{2+\kappa} h^{q \kappa}(h+\log D)(\log h+\log D)^{\kappa}(\log D)^{-1-\kappa}
$$

where $\kappa=1 /(p+q)$ and where $c>0$ depends only on $\lambda_{1}, \ldots, \lambda_{p}, \beta_{1}, \ldots, \beta_{q}$.
Hint. Choose for instance $n=1$ and $m=p+q$.
b) Deduce that, for $\lambda \in \mathcal{L} \backslash\{0\}$ and $\beta \in \overline{\mathbb{Q}} \backslash\{0\}$, a simultaneous approximation measure for $\lambda$ and $e^{\beta}$ is

$$
c(\lambda, \beta) D^{5 / 2} h^{1 / 2}(h+\log D)(\log h+\log D)^{1 / 2}(\log D)^{-3 / 2}
$$

c) Show that for any $\beta \in \overline{\mathbb{Q}} \backslash\{0\}$, a simultaneous approximation measure for $\pi$ and $e^{\beta}$ is

$$
c(\beta) D^{2} h^{1 / 2}(h+\log D)(\log h+\log D)^{1 / 2}
$$

Exercise 14.7. Check that Corollary 14.18 does not hold without condition (14.19).
Hint. If $\left(p_{0}, \ldots, p_{m}\right) \in \mathbb{Z}^{m}$ with $p_{0} \neq 0$ and $\left(q_{0}, \ldots, q_{n}\right) \in \mathbb{Z}^{n}$ with $q_{0} \neq 0$ satisfy

$$
\max _{1 \leq i \leq m}\left|x_{i}-\frac{p_{i}}{p_{0}}\right| \leq \epsilon \quad \text { and } \quad \max _{1 \leq j \leq n}\left|y_{j}-\frac{q_{j}}{q_{0}} \log 2\right| \leq \epsilon
$$

with $0<\epsilon \leq 1$, then

$$
\max _{\substack{1 \leq i \leq m \\ 1 \leq j \leq n}}\left|e^{x_{i} y_{j}}-2^{p_{i} q_{j} / p_{0} q_{0}}\right| \leq c \epsilon
$$

where

$$
c=\max _{\substack{1 \leq i \leq m \\ 1 \leq j \leq n}}\left(\left|x_{i}\right|+\left|y_{j}\right|+1\right) e^{\left(\left|x_{i}\right|+1\right)\left(\left|y_{j}\right|+1\right)} .
$$

Exercise 14.8. Deduce from Theorem 9.1 the approximation measures displayed in table 14.26 (with the definition of simultaneous approximation measure given in the introduction, but here $m=1$ and $\theta \in \mathbb{C}$ ). The numbers
$c_{1}$ and $c_{2}$ are absolute constants,
$c_{3}(\lambda)$ depends on $\lambda \in \mathcal{L} \backslash\{0\}$,
$c_{4}(\beta)$ depends on $\beta \in \overline{\mathbb{Q}}^{\times}$,
$c_{5}(\lambda)$ depends on $\lambda \in \mathcal{L} \backslash 2 i \pi \mathbb{Q}$,
$c_{6}\left(\lambda_{1}, \lambda_{2}\right)$ depends on $\lambda_{1}, \lambda_{2}$ which are $\mathbb{Q}$-linearly independent in $\mathcal{L}$, $c_{7}(\beta, \lambda)$ depends on $\beta \in \overline{\mathbb{Q}} \backslash \mathbb{Q}$ and $\lambda \in \mathscr{L} \backslash\{0\}$.

Table 14.26. Approximation measures (Exercise 14.8).

| $\theta$ | $\varphi(D, h)$ |
| :---: | :---: |
| $\pi$ | $c_{1} D^{2}(h+\log D) \log D$ |
| $e^{\pi}$ | $c_{2} D^{3} h(\log h+\log D) \log D$ |
| $\lambda$ | $c_{3}(\lambda) D^{3}(h+\log D)(\log D)^{-1}$ |
| $e^{\beta}$ | $c_{4}(\beta) D^{3} h$ |
| $\lambda / \pi$ | $c_{5}(\lambda) D^{3}(h+\log D)(\log D)$ |
| $\lambda_{1} / \lambda_{2}$ | $c_{6}\left(\lambda_{1}, \lambda_{2}\right) D^{4}(h+\log D)(\log D)^{-2}$ |
| $e^{\beta \lambda}$ | $c_{7}(\beta, \lambda) D^{4} h(\log h+\log D)(\log D)^{-2}$ |

## 15. Algebraic Independence

Liouville's inequality which has been used many times so far (namely Lemma 2.1) involves polynomial approximations : a tuple $\underline{\theta}=\left(\theta_{1}, \ldots, \theta_{m}\right)$ of complex numbers for which there are polynomials $f \in \mathbb{Z}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{m}\right]$ such that $|f(\underline{\theta})|$ is small but not zero contains at least one transcendental element. The converse is also true, and this yields a transcendence criterion. A similar statement holds for algebraic approximations to a complex number: a number $\theta \in \mathbb{C}$ is transcendental if and only if there are algebraic numbers $\gamma$ such that $|\theta-\gamma|$ is small but not zero. One deduces that numbers $\theta_{1}, \ldots, \theta_{m}$ belonging to a field of transcendence degree 1 admit good simultaneous approximations by algebraic numbers $\gamma_{1}, \ldots, \gamma_{m}$, where the quality of the approximation, namely the number $\max _{1 \leq i \leq m}\left|\theta_{i}-\gamma_{i}\right|$, is controlled in terms of the degree $\left[\mathbb{Q}\left(\gamma_{1}, \ldots, \gamma_{m}\right): \mathbb{Q}\right]$.

We explain these results in § 15.1, and we prove them in § 15.2. Several applications are given to algebraic independence results in § 15.3: LindemannWeierstraß' Theorem, values of the exponential function in a single variable or in several variables. We complete this chapter with further conjectures, especially concerning large transcendence degree (§ 15.4) and further results (§ 15.5).

### 15.1 Criteria: Irrationality, Transcendence, Algebraic Independence

Given a certain tuple $\underline{\theta}=\left(\theta_{1}, \ldots, \theta_{m}\right)$ of complex numbers, one wishes to produce a lower bound for the transcendence degree of the field $K=\mathbb{Q}(\underline{\theta})$ over $\mathbb{Q}$. We denote this transcendence degree by $\operatorname{trdeg}_{\mathbb{Q}} K$.

Proofs are not included in this section: they are postponed to § 15.2.

### 15.1.1 Irrationality Criterion, Linear Independence and Simultaneous Rational Approximation

As a warm up, we start by proving a criterion which ensures that one element at least in some set of real numbers is irrational.

Lemma 15.1. Let $\vartheta_{1}, \ldots, \vartheta_{m}$ be real numbers. The following assertions are equivalent.
(i) One at least of the numbers $\vartheta_{1}, \ldots, \vartheta_{m}$ is irrational, that is

$$
\mathbb{Q}\left(\vartheta_{1}, \ldots, \vartheta_{m}\right) \neq \mathbb{Q} .
$$

(ii) For any $\epsilon>0$ there exist rational integers $p_{1}, \ldots, p_{m}, q$ in $\mathbb{Z}$ with $q>0$ such that

$$
0<\max _{1 \leq i \leq m}\left|\vartheta_{i}-\frac{p_{i}}{q}\right| \leq \frac{\epsilon}{q} .
$$

(iii) There exist infinitely many tuples $\left(p_{1}, \ldots, p_{m}, q\right)$ in $\mathbb{Z}^{m+1}$ with $q>0$ such that

$$
0<\max _{1 \leq i \leq m}\left|\vartheta_{i}-\frac{p_{i}}{q}\right| \leq q^{-1-(1 / m)} .
$$

(iv) For any integer $Q>1$ there exists a tuple $\left(p_{1}, \ldots, p_{m}, q\right)$ in $\mathbb{Z}^{m+1}$ with $1 \leq q<Q^{m}$ such that

$$
0<\max _{1 \leq i \leq m}\left|q \vartheta_{i}-p_{i}\right| \leq \frac{1}{Q} .
$$

Remark 1. In the case $m=1$ these conditions are also equivalent to a refined estimate in (iii), viz. $0<|\vartheta-p / q|<1 / \sqrt{5} q^{2}$. This is a well known result from diophantine approximation due to A. Hurwitz (see for instance [Sc 1980], Chap. I § 2 Th. 2.F).

Remark 2. There is a gap between the exponent of $q$ in (ii) which is -1 and in (iii) which is $-1-(1 / m)$. We shall discuss this matter later (§ 15.1.2).

Definition. A measure of irrationality of an irrational real number $\vartheta$ is a mapping $\psi: \mathbb{N} \rightarrow \mathbb{R}_{>0}$ such that, for any $(p, q) \in \mathbb{Z}^{2}$ with sufficiently large $q>0$, say $q \geq q_{0}(\vartheta)$,

$$
\left|\vartheta-\frac{p}{q}\right| \geq \frac{1}{\psi(q)} .
$$

By Hurwitz' result quoted in Remark 1, any measure of irrationality $\psi$ of an irrational real number satisfies

$$
\psi(q) \geq \sqrt{5} q^{2} \quad \text { for any } q \geq q_{0}(\vartheta)
$$

Of course one could define the measure of irrationality $\psi$ of $\vartheta$ to be

$$
\psi(q)=\frac{q}{\|q \vartheta\|},
$$

where $\|\cdot\|$ denotes the distance to the nearest integer. However one often prefers to work with increasing functions, so that one may restrict the condition in the definition of $\psi$ to relatively prime integers $(p, q)$. For any $q_{0}>0$, an increasing irrationality measure for $\vartheta$ is

$$
\psi(q)=\max _{1 \leq q_{1} \leq q} \frac{q_{1}}{\left\|q_{1} \vartheta\right\|}
$$

A real number is a Liouville number (see (§ 3.5.3) if and only if, for any $\kappa>0$, the function defined for $q \geq 2$ by $q \mapsto q^{\kappa}$ is not a measure of irrationality of $\vartheta$.

On the opposite, for any $\epsilon>0$ there exists a set of real numbers of Lebesgue's measure 0 such that, for any $\vartheta \in \mathbb{R}$ outside this set, there exists $c(\vartheta)>0$ such that $c(\vartheta) q^{-2-\epsilon}$ is a measure of irrationality of $\vartheta$ (see for instance [Sc 1980], Chap. III, § 3).

In the definition of measure of irrationality we assumed that $q$ is sufficiently large; this condition may be omitted, but it is convenient, for instance when the measure involves quantities like $\log q$ or $\log \log q$, to know that $q$ is at least $e$ or $e^{e}$, say.

Remark. From Lemma 15.1 one easily deduces the following statement:

- Let $\underline{\vartheta}=\left(\vartheta_{1}, \ldots, \vartheta_{m}\right) \in \mathbb{R}^{m}$ be a $m$-tuple of real numbers. Denote by $r+1$ the dimension of the $\mathbb{Q}$-vector space spanned by $1, \vartheta_{1}, \ldots, \vartheta_{m}$ and assume $r \geq 1$ (which means that one at least of $\vartheta_{1}, \ldots, \vartheta_{m}$ is irrational). Then there exist two constants $c>0$ et $Q_{0}>0$ such that, for any integer $Q \geq Q_{0}$, there exists a tuple $\left(p_{1}, \ldots, p_{m}, q\right)$ in $\mathbb{Z}^{m+1}$ with $1 \leq q<Q^{r}$ such that

$$
0<\max _{1 \leq i \leq m}\left|q \vartheta_{i}-p_{i}\right| \leq \frac{c}{Q} .
$$

Therefore, given a tuple $\underline{\vartheta} \in \mathbb{R}^{m}$ and a positive real number $k$, if one can prove that there exists $c>0$ such that, for any $\left(p_{1}, \ldots, p_{m}, q\right) \in \mathbb{Z}^{m+1}$ with sufficiently large $q$,

$$
\max _{1 \leq i \leq m}\left|\vartheta_{i}-\frac{p_{i}}{q}\right|>c q^{-1-(1 / k)}
$$

then

$$
\operatorname{dim}_{\mathbb{Q}}\left(\mathbb{Q}+\mathbb{Q} \vartheta_{1}+\cdots+\mathbb{Q} \vartheta_{m}\right) \geq 1+k .
$$

This sufficient condition for linear independence is not necessary: the set $\Theta$ of numbers

$$
\sum_{n=0}^{\infty} \epsilon_{n} 2^{-n!} \quad \text { with } \quad \epsilon_{n} \in\{-1,+1\} \quad \text { for any } \quad n \geq 1
$$

contains uncountably many numbers, hence spans a $\mathbb{Q}$-vector space of infinite dimension; moreover for any $m$-tuple $\underline{\vartheta} \in \Theta^{m}$, truncating the series with $0 \leq n \leq N$ produces good simultaneous rational approximations with $q=2^{N!}$.

On the other hand (see [Sc 1980], Chap. III, § 3), for almost all tuples $\underline{\vartheta} \in \mathbb{R}^{m}$, for any $\epsilon$ there exists $c=c(\underline{\vartheta}, \epsilon)>0$ such that

$$
\max _{1 \leq i \leq m}\left|\vartheta_{i}-\frac{p_{i}}{q}\right|>c q^{-1-(1 / m)-\epsilon}
$$

for any $\left(p_{1}, \ldots, p_{m}, q\right) \in \mathbb{Z}^{m+1}$ with $q>1$.

Our main concern in this chapter is to study a similar situation where rational approximations to a tuple $\left(\vartheta_{1}, \ldots, \vartheta_{m}\right)$ of real numbers is replaced by algebraic approximations to a tuple $\left(\theta_{1}, \ldots, \theta_{m}\right)$ of complex numbers. At the same time, linear independence is replaced by algebraic independence. In place of rational numbers $p_{i} / q$ we shall consider algebraic numbers $\gamma_{i}$, and the role of the dimension of the $\mathbb{Q}$-vector space spanned by $1, \vartheta_{1}, \ldots, \vartheta_{m}$ will be played (at least conjecturally) by the transcendence degree of the field $\mathbb{Q}\left(\theta_{1}, \ldots, \theta_{m}\right)$ over $\mathbb{Q}$.

### 15.1.2 Transcendence Criterion: Polynomial Approximation

Our next goal is to extend Lemma 15.1 and get a criterion for transcendence. When dealing with a single complex number $\theta$, we may replace the condition of rational approximation $\theta-p / q$ either by a condition of algebraic approximation, considering $|\theta-\gamma|$ with algebraic $\gamma$ 's, or else replace the degree 1 polynomial $q X-p$ by a polynomial of arbitrary degree. In the first case, replacing $p / q$ by an algebraic number, one deals with algebraic points, that is in dimension 0 , while in the second case we deal with hypersurfaces, that is in codimension 1 . Of course in a space of dimension 1 (which was the case for rational approximation) there is no difference, but in higher dimensional space there is a big difference. One may expect that intermediate situations are also relevant, and indeed this is the case. But we postpone this discussion to § 15.5 and for the time being we consider only the two extreme cases.

It turns out that the codimension one case is much easier. So we start with polynomial approximation. The next result is a transcendence criterion. We already stated part of it (namely $(i i) \Rightarrow(i)$ ) as Lemma 2.1, which was proved in § 3.5.

Proposition 15.2. Let $\underline{\theta}=\left(\theta_{1}, \ldots, \theta_{m}\right)$ be a m-tuple of complex numbers. The following assertions are equivalent.
(i) One at least of the numbers $\theta_{1}, \ldots, \theta_{m}$ is transcendental, that is

$$
\operatorname{trdeg}_{\mathbb{Q}} \mathbb{Q}(\underline{\theta}) \geq 1
$$

(ii) For any $\kappa>0$ there exist a positive integer $T$ and a polynomial $f \in$ $\mathbb{Z}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{m}\right]$ such that $\operatorname{deg} f \leq T, \mathrm{H}(f) \leq e^{T}$ and

$$
0<|f(\underline{\theta})| \leq e^{-\kappa T}
$$

(iii) For any $\kappa<1 / 2$ there exists a positive integer $T_{0}$ such that, for any $T \geq T_{0}$ there is a polynomial $f \in \mathbb{Z}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{m}\right]$ satisfying $\operatorname{deg} f \leq T, \mathrm{H}(f) \leq e^{T}$ and

$$
0<|f(\underline{\theta})| \leq e^{-\kappa T^{2}} .
$$

(iv) For any $H \geq 1$ and $D \geq 1$ there exists a polynomial $f \in \mathbb{Z}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{m}\right]$ of total degree $\leq D$ and usual height $\mathrm{H}(f) \leq H$ such that

$$
0<|f(\underline{\theta})| \leq \sqrt{2}(1+|\underline{\theta}|)^{D} H^{-(D-1) / 2} .
$$

Remark. There is a big gap between (ii) and (iii). First of all, (iii) claims the existence of a dense sequence of polynomials (for each $T$ there is a polynomial $f$ ), while in ( $i i$ ) the sequence of polynomials may be lacunary (there exist $T$ and $f$ ). Moreover the quality of approximation given by (iii) is much better than in (ii). In fact (iv) is more precise than (iii), and there are many intermediate statements between (iv) and (ii) which are of course also equivalent. The fact that there are many such variants is due to the occurrence of two parameters, the degree and the height. We chose (iii) for simplicity of comparison with (ii).

This gap between ( $i i i$ ) and ( $(i i)$ is a lucky event: in order to prove the transcendence of one at least among the numbers $\theta_{1}, \ldots, \theta_{m}$, it is sufficient to produce a sequence of polynomials which enables one to check (ii). By (iii), not only such a sequence does exist, but indeed there are sequences of polynomials satisfying much stronger requirements.

Finally we notice that the gap between (iii) and (ii) in Proposition 15.2 occurs at the second level of the exponential, while in Lemma 15.1 it occurred only at the first level.

### 15.1.3 Transcendence Measures and Measures of Algebraic Approximation

Let us make a small digression. Assume that we have proved that property (ii) in Proposition 15.2 holds for a certain tuple $\left(\theta_{1}, \ldots, \theta_{m}\right)$. Then one knows that (iii) also holds, and one may be tempted to feel that our proof of the weaker assertion (ii) has given all its juice. Often, this is not the case. Indeed (iii) asserts the existence of a polynomial $f$ with the given property, but the proof of $(i) \Rightarrow($ iii $)$ rests on Dirichlet's box principle, and essentially nothing more is known about $f$.

On the opposite, it is often possible to construct an explicit sequence of polynomials which enables one to check (ii). In the previous chapters we gave many such examples by means of either interpolation determinants or auxiliary functions ${ }^{25}$.

Such an explicit sequence of polynomial approximations may turn out to be useful to produce a quantitative refinement to assertion (i) of Proposition 15.2, namely a measure of simultaneous approximation for $\underline{\theta}=\left(\theta_{1}, \ldots, \theta_{m}\right)$ (a similar phenomenon related to Lemma 15.1 is described in Exercise 15.2).

Proposition 15.3. Let $\underline{\theta}=\left(\theta_{1}, \ldots, \theta_{m}\right) \in \mathbb{C}^{m}$ be a m-tuple of complex numbers, $\underline{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{m}\right) \in \overline{\mathbb{Q}}^{m}$ a m-tuple of algebraic numbers and $f \in \mathbb{Z}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{m}\right] a$ polynomial such that $f(\underline{\gamma}) \neq 0$. Define $D, L, d, \mu$ and $\epsilon$ by

$$
\begin{gathered}
D=[\mathbb{Q}(\underline{\gamma}): \mathbb{Q}], \quad \mu=\operatorname{Dh}\left(1: \gamma_{1}: \cdots: \gamma_{m}\right), \\
d=\operatorname{deg} f, \quad L=\mathrm{L}(f) \quad \text { and } \quad \epsilon=\frac{1}{2} L^{-D} e^{-d \mu} .
\end{gathered}
$$

[^22]Assume $|f(\underline{\theta})| \leq L \epsilon$. Then

$$
|\underline{\theta}-\underline{\gamma}| \geq \frac{\epsilon}{d(1+|\underline{\theta}|)^{d-1}} .
$$

Hence, if we know explicitly polynomials $f \in \mathbb{Z}[\mathrm{X}]$ for which $|f(\theta)|$ is small, then in order to obtain a measure of approximation for $\theta$ it is sufficient to check it for the roots of these approximating polynomials $f$. Explicit polynomials $f$ are very useful if we can also get further information on their zeroes. A simple case (Exercise 15.5) occurs when we can produce a lower bound for $|f(\theta)|$ : this ensures that $f$ does not vanish in a small neighborhood of $\theta$.

An example of application of Proposition 15.3 to a measure of linear independence of logarithms is given in Exercise 15.4. We come back to this question in § 15.5.2.

Definition. Given a transcendental complex number $\theta$, a transcendence measure for $\theta$ is a mapping $\Phi: \mathbb{N} \times \mathbb{R}_{>0} \rightarrow \mathbb{R}_{>0}$ such that, for any sufficiently large positive integer $D$, any sufficiently positive real number $H$ and any nonzero polynomial $f \in \mathbb{Z}[\mathrm{X}]$ of degree $\leq D$ and usual height $\mathrm{H}(f) \leq H$, we have

$$
|f(\theta)| \geq \exp \{-\Phi(D, H)\}
$$

For any fixed $D \geq 1$ and $H \geq 1$, the set of algebraic numbers of degree $\leq D$ and usual height $\leq H$ is finite. Hence the number

$$
\Phi_{\theta}(D, H):=\max \{-\log |f(\theta)| ; f \in \mathbb{Z}[\mathrm{X}], \operatorname{deg} f \leq D, \mathrm{H}(f) \leq H\}
$$

is well defined, and $\Phi$ is a transcendence measure for $\theta$ if and only if there exist $D_{0}$ and $H_{0}$ such that $\Phi_{\theta}(D, H) \leq \Phi(D, H)$ for all $D \geq D_{0}$ and $H \geq H_{0}$.

Remark 1. If $\Phi$ is a transcendence measure for $\theta$, then for any sufficiently large $D$, the mapping $q \mapsto \psi(q)=q \exp \{\Phi(D, q)\}$ is an irrationality measure for $\theta$.

Remark 2. From Proposition 15.2 one deduces the lower bound

$$
\Phi(D, H) \geq \frac{D-1}{2} \log H-D \log (1+|\theta|)-\frac{1}{2} \log 2 .
$$

Remark 3. We insist that $D$ is an upper bound for the degree of $f$, and is not assumed to be the exact degree (similarly for $H$ ). This remark shows that the condition $D$ and $H$ are sufficiently large is not restrictive.

It is customary to define transcendence measure, as we did, with the usual height. It will be more convenient for our purpose to use Mahler's measure for the next definition.

Definition. Given a transcendental complex number $\theta$, a measure of algebraic approximation for $\theta$ is a mapping $\psi: \mathbb{N} \times \mathbb{R}_{>0} \rightarrow \mathbb{R}_{>0}$ such that there exists $c>0$ with the following property: for any $D \in \mathbb{N}$ and $\mu \in \mathbb{R}$ with $D \geq c$ and $\mu \geq c D$, and for any algebraic number $\gamma$ of degree $[\mathbb{Q}(\gamma): \mathbb{Q}] \leq D$ and Mahler's measure $\mathrm{M}(\gamma) \leq e^{\mu}$, we have

$$
|\theta-\gamma| \geq \exp \{-\psi(D, \mu)\} .
$$

Remark. The estimates are sensitive to the choice of height, because the inequalities (3.12) relating $h$ and $\log H$ for instance involve the exact degree $d$ of $\alpha$, and not an upper bound for $d$. By (3.12), if an algebraic number $\gamma$ has degree $d \leq D$ and absolute logarithmic height $\leq h$, then its usual height is bounded by $\mathrm{H}(\gamma) \leq 2^{d} e^{d h} \leq 2^{D} e^{D h}$. But on the other side if we know an upper bound $d \leq D$ for the degree and $\mathrm{H}(\gamma) \leq H$ for the usual height, one gets only the estimate

$$
\mathrm{h}(\gamma) \leq \frac{1}{d} \log H+\frac{1}{2 d} \log (d+1) \leq \log H+\frac{1}{2 d} \log (d+1)
$$

for the absolute logarithmic height (here the lower bound $d \geq 1$ is used, not the upper bound $d \leq D$ ). This is why it is of the utmost importance to produce (when possible) not only upper bounds, but also lower bounds for the degrees of algebraic approximations. When no lower bound is available for the degree, it makes a difference to phrase the results in terms of the absolute logarithmic height or else in terms of the logarithm of Mahler's measure. We choose the latter for a reason which will appear in § 15.4 (in connection with large transcendence degree).

We have required the conditions $D$ and $\mu / D$ are sufficiently large by analogy with the conditions $D$ and $h$ are sufficiently large which appeared in Chap. 14. One might relax the condition on $\mu$ and require only that $\mu$ is sufficiently large (recall Lehmer's Problem in § 3.6.2: Mahler's measure should not be too small for nonzero algebraic numbers which are not roots of unity; diophantine approximation by roots of unity are not excluded here!)

Notice that if $\psi(D, \mu)$ is a measure of algebraic approximation for $\theta$, then for any fixed sufficiently large $D>0$ the mapping $q \mapsto \exp \{\psi(D, \log q)\}$ is a measure of irrationality for $\theta$.

A classical problem is, given a transcendental number $\theta$, to produce a transcendence measure (that is an admissible function $\Phi$ ) as well as a measure of algebraic approximation (that is an an admissible function $\psi$ ). See for instance [FNe 1998], Chap. 2. Close connections between transcendence measures and measures of algebraic approximation have been established by N. I. Fel'dman as soon as 1951 (see Chap. 7 § 1 Lemma 1.7 in [F 1982]; see also Exercise 15.14).

To begin with, the easy part: starting from an algebraic approximation $\gamma$ to $\theta$, the minimal polynomial $f \in \mathbb{Z}[X]$ produces a polynomial approximation to $\theta$ (see (15.12) below). Therefore, using only the information provided by irreducible polynomials in the definition of $\Phi$, one deduces:

Lemma 15.4. Let $\theta \in \mathbb{C}$ be a transcendental number. There exists a constant $c>0$ such that, if $\Phi(D, H)$ is a transcendence measure for $\theta$, then the function

$$
\psi(D, \mu)=\Phi\left(D, 2^{D} e^{\mu}\right)+\mu+c D
$$

is a measure of algebraic approximation for $\theta$.
The other direction is not so easy: if $f$ is a polynomial approximation to $\theta$, then a root $\gamma$ of $f$ at minimal distance of $\theta$ is a good candidate for an algebraic approximation to $\theta$. However two difficulties occur: the first one is that several roots of $f$ may contribute to the smallness of $|f(\theta)|$, the second one is that $f$ may have a high multiplicity of zero at $\gamma$. With respect to the first one, it is useful to use Liouville's inequality and to produce a lower bound for the distance between two roots of $f$; but such an estimate is not always sharp enough and one cannot always avoid considering several roots of $f$. For the second one, one remarks that if $f$ vanishes at $\gamma$ with multiplicity say $k$, then $|f(\theta)|$ may be compared with $|\theta-\gamma|^{k}$ rather than with $|\theta-\gamma|$. However in this case the degree of $\gamma$ is at $\operatorname{most}(1 / k) \operatorname{deg} f$, and moreover the first $k$ derivatives of $f$ at $\theta$ also are small; so some extra information is available.

Lemma 15.5. For any transcendental number $\theta \in \mathbb{C}$ there exists a constant $c>0$ with the following property. Let $\psi(D, \mu)$ be a measure of algebraic approximation for $\theta$, which satisfies the two following conditions:
(i) for any sufficiently large $\mu$ the mapping $D \mapsto \psi(D, \mu)$ is non-decreasing,
(ii) For any $k \geq 1$ and any sufficiently large $d$ and $\mu, k \psi(d, \mu) \leq \psi(k d, k \mu)$.

Then the function

$$
\Phi(D, H)=\psi(D, \log (D H))+2 D \log H+3 D \log D
$$

is a transcendence measure for $\theta$.
Remark 1. An error term $D \log H$ in the conclusion of Lemma 15.5 cannot be omitted (see Exercise 15.6). On the other hand it is not known whether the error term $3 D \log D$ can be avoided.

Remark 2. Further properties (invariance under finite extension) of transcendence measures and measures of algebraic approximation are given in Proposition 15.19 and Exercise 15.7.

### 15.1.4 Transcendence Criterion: Algebraic Approximation to a Single Number

We start with the case $m=1$ of Proposition 15.2. Conditions (ii), (iii) and (iv) involve a polynomial $f$ such that $|f(\theta)|$ is small. Considering a root $\gamma$ of $f$ which is at minimal distance of $\theta$, one may expect to be able to replace the corresponding assertion by the requirement that there exists an algebraic number $\gamma$ which is close to $\theta$.

Indeed, Lemmas 15.4 and 15.5 relate the problem of finding an algebraic approximation to $\theta$ (i.e. $\gamma \in \overline{\mathbb{Q}}$ such that $|\theta-\gamma|$ is small) and the problem of finding a polynomial approximation (that is $f \in \mathbb{Z}[X]$ such that $|f(\theta)|$ is small).

It turns out that the transcendence criterion involving algebraic approximations is not exactly the analog one might expect at first glance to Proposition 15.2: there exists a complex number $\theta$ such that, for any $\epsilon>0$, for infinitely many integers $T>0$, and for any algebraic number $\gamma$ satisfying $[\mathbb{Q}(\gamma): \mathbb{Q}] \leq T$ and $\mathrm{H}(\gamma) \leq e^{T}$, we have

$$
|\theta-\gamma| \geq e^{-T^{1+\epsilon}}
$$

(see Exercise 15.8).
In view of such examples, when considering algebraic approximations, one cannot ask a condition as strong as the analog of property (iii) in Proposition 15.2: the sequence of algebraic approximations may be lacunary.

Theorem 15.6. Let $\theta$ be a complex number. The following assertions are equivalent.
(i) $\theta$ is transcendental.
(ii) For any $c>0$ there exist a positive integer $T$ and an algebraic number $\gamma$ such that $[\mathbb{Q}(\gamma): \mathbb{Q}] \leq T, \mathrm{H}(\gamma) \leq e^{T}$ and

$$
0<|\theta-\gamma| \leq e^{-c T} .
$$

(iii) For any sufficiently large positive number $c_{0}$ and any sequences $\left(D_{v}\right)_{v \geq 1}$ of positive integers and $\left(\mu_{v}\right)_{v \geq 1}$ of real numbers satisfying

$$
c_{0} \leq D_{v} \leq D_{v+1} \leq 2 D_{v}, \quad c_{0} D_{v} \leq \mu_{v} \leq \mu_{v+1} \leq 2 \mu_{v} \quad(v \geq 1)
$$

and

$$
\lim _{v \rightarrow \infty} \mu_{v}=\infty,
$$

for infinitely many $\nu$ there exists an algebraic number $\gamma$ such that

$$
\frac{1}{c_{0}} D_{v} \leq[\mathbb{Q}(\gamma): \mathbb{Q}] \leq D_{v}, \quad \mathrm{M}(\gamma) \leq e^{\mu_{v}}
$$

and

$$
0<|\theta-\gamma| \leq e^{-D_{v} \mu_{\nu} / c_{0}} .
$$

Remark 1. In this book, for proving that some complex numbers are transcendental, we used mainly the transcendence Criterion 15.2 involving polynomial approximation (for instance in Chapters 2 and 6). In fact the implication $(i i) \Rightarrow(i)$ of Theorem 15.6 is also a very useful tool to prove transcendence results. See for instance Chap. 2 of [FNe 1998].

Remark 2. As pointed out earlier, one strong difference between Proposition 15.2 and Theorem 15.6 is that, in the latter one, condition (iii) involves only infinitely many $v$ 's, and not all sufficiently large $v$ 's. Another important difference is that no statement like condition $(i v)$ of Proposition 15.2 is known for algebraic approximation. There
are variants of the equivalent conditions in Theorem 15.6 which are not immediate consequences of (iii) (see Exercise 15.10).

Remark 3. From Theorem 15.6 we deduce a lower bound for any measure of algebraic approximation $\psi$ of a complex transcendental number $\theta$ : if $\left(D_{v}\right)_{v \geq 1}$ and $\left(\mu_{v}\right)_{v \geq 1}$ are two sequences satisfying the conditions in (iii), then

$$
\limsup _{v \rightarrow \infty} \frac{1}{D_{v} \mu_{v}} \psi\left(D_{v}, \mu_{v}\right)>0 .
$$

For instance any measure of algebraic approximation for a complex transcendental number of the form

$$
\psi(D, \mu)=\kappa D^{a}\left(D^{b}+\mu^{c}\right)
$$

with constants $\kappa, a, b$ and $c$ has $c \geq 1$ and $a+b \geq 1+(b / c)$.
The dependence on the degree plays a fundamental role in this chapter. This is somehow a recent feature: earlier authors did not pay so much attention on the degree in their estimates as they did for the height. Their first goal was to get sharp irrationality measures, and then a natural extension is to consider approximation by algebraic numbers of bounded degree. It turns out that it is also useful to consider, for instance, approximation by algebraic numbers of bounded (absolute logarithmic) height. However one cannot expect too good algebraic approximations by numbers of bounded degree in general, unless one deals with Liouville-like numbers.

Remark 4. The set of Liouville numbers is uncountable, but nevertheless it is a rather small subset of $\mathbb{R}$ : for instance it has Lebesgue's measure 0 ([Sc 1980], Chap. III, § 3). It is not so surprising that the study of rational approximation is in general not sufficient to decide whether a number is transcendental or not. For instance, if one wishes to prove that a complex number is not quadratic, one might expect that approximation by quadratic numbers should come into the picture.

One could be tempted to dub Generalized Liouville Number a complex number $\theta$ which admits algebraic approximations which are good enough so that Liouville's estimate

$$
|\alpha-\beta| \geq 2^{-D+1} \mathrm{M}(\alpha)^{-D} \mathrm{M}(\beta)^{-D} \quad \text { for } \quad \alpha \neq \beta \quad \text { and } \quad D=[\mathbb{Q}(\alpha, \beta): \mathbb{Q}]
$$

is sufficient to prove that $\theta$ is transcendental. However Theorem 15.6 tells us that any transcendental complex number satisfies this condition!

Here is a better definition for Liouville number in an extended sense, as suggested by M. Laurent in [Lau 1999]: it is a complex number $\theta$ for which there exists a sequence $\left(\gamma_{v}\right)_{v \geq 1}$ of algebraic numbers such that $\gamma_{v} \neq \theta$ for $v \geq 1$ and

$$
\frac{1}{\left[\mathbb{Q}\left(\gamma_{v}\right): \mathbb{Q}\right] \cdot \log \mathrm{M}\left(\gamma_{v}\right)} \log \left|\theta-\gamma_{v}\right| \rightarrow-\infty \quad \text { as } \quad v \rightarrow \infty .
$$

In other words such a number $\theta$ has much better algebraic approximations than those furnished by condition (iii) of Theorem 15.6.

An early result on this topic is due to E. Wirsing [Wir 1961] (see also [Sc 1980], Chap. VIII, Th. 3B).

Let $\vartheta$ be a real transcendental number. There exists a positive constant $c=c(\vartheta)$ such that, for any positive integer $D$, there exist infinitely many $\gamma \in \overline{\mathbb{Q}}$ satisfying $[\mathbb{Q}(\gamma): \mathbb{Q}] \leq D$ and

$$
|\vartheta-\gamma| \leq c \mathrm{H}(\gamma)^{-(D+3) / 2} .
$$

A similar statement holds for a complex number $\theta$ with $(D+3) / 2$ replaced by $(D / 4)+1$.

A refinement has been achieved by H. Davenport and W. M. Schmidt ([Sc 1980], Chap. VIII, Th. 3A) for quadratic approximations: for $D=2$ they get the conclusion with the exponent -3 (and this is best possible: see [Sc 1980], Chap. VIII, Th. 2A). More precisely:

- Let $\vartheta$ be a real number which is neither rational nor quadratic. There exist infinitely many rational or real quadratic $\gamma$ such that

$$
|\vartheta-\gamma| \leq 18 \max \left\{1,|\vartheta|^{2}\right\} \mathrm{H}(\gamma)^{-3} .
$$

In [Wir 1961], E. Wirsing conjectured that his result should hold with the exponent $(D+3) / 2$ replaced by $D+1$ (or at least for $D+1-\epsilon$ ). This is known only for $D=1$ (by Dirichlet's Theorem) and for $D=2$ (by Davenport-Schmidt). In spite of some improvements of this exponent by V. Bernik and K. Tishchenko for small values of $D$, this problem is still open for $D \geq 3$.

Here we are not concerned with the best possible value for the exponent. In [LauRoy 1999b], M. Laurent and D. Roy provided an extra information, namely the lower bound for the degree of the approximant $\gamma$ which occurred in condition (iii) of Theorem 15.6 (further related recent results are due to Y. Bugeaud and O. Theulié).

Corollary 15.7. There exist absolute constants $c_{1}, c_{2}$ and $c_{3}$ with the following property. For any complex transcendental number $\theta$ and for any integer $D \geq c_{1}$, there exist infinitely many $\gamma \in \overline{\mathbb{Q}}$ satisfying

$$
c_{2} D \leq[\mathbb{Q}(\gamma): \mathbb{Q}] \leq D \quad \text { and } \quad|\theta-\gamma| \leq \mathrm{M}(\gamma)^{-c_{3} D} .
$$

From Corollary 1, § 2 of [LauRoy 1999b], one deduces that

$$
c_{1}=26, \quad c_{2}=10^{-3}, \quad c_{3}=2 \cdot 10^{-3}
$$

are admissible values.
Thanks to the lower bound for the degree, up to numerical constants the same result holds with $\mathbf{M}(\gamma)$ replaced by $\mathbf{H}(\gamma)$. An instructive example is proposed by M. Laurent in Exercise 15.9.

One deduces Corollary 15.7 from the implication $(i i i) \rightarrow(i)$ in Theorem 15.6 by choosing for $\left(D_{v}\right)_{v \geq 1}$ a constant sequence $D_{v}=D$ and, say, $\mu_{\nu}=v$. If one chooses instead $D_{v}=v$ and $\mu_{\nu} / D_{v}$ constant, one deduces Th. 3.2 in [RoyW 1997a]:

Corollary 15.8. There exist absolute constants $c_{1}$ and $c_{2}$ with the following property: for any complex transcendental number $\theta$, for any real number $h \geq c_{1}$ and for infinitely many positive integers $d$, there exists an algebraic number $\gamma \in \overline{\mathbb{Q}}$ of degree d satisfying

$$
\mathrm{h}(\gamma) \leq h \quad \text { and } \quad|\theta-\gamma| \leq e^{-c_{2} d^{2} h} .
$$

By Corollary 2 in [LauRoy 1999b], one can take $c_{1}=2000, c_{2}=2 \cdot 10^{-6}$.

### 15.1.5 Algebraic Independence: Simultaneous Diophantine Approximation

In § 15.1.4, we considered a single number $\theta$, while Proposition 15.2 involved a tuple $\underline{\theta}=\left(\theta_{1}, \ldots, \theta_{m}\right)$. Assume now that $\underline{\theta}$ is a $m$-tuple of complex numbers such that the field $\mathbb{Q}(\underline{\theta})$ has transcendence degree 1 over $\mathbb{Q}$. Let $\left\{\theta_{0}\right\}$ be a transcendence basis. Then each $\theta_{i}(1 \leq i \leq m)$ is algebraic over $\mathbb{Q}\left(\theta_{0}\right)$. For $1 \leq i \leq m$, let $g_{i} \in \mathbb{Z}[X, Y]$ be a nonzero polynomial such that $g_{i}\left(\theta_{0}, \theta_{i}\right)=0$. By Theorem 15.6, (i) $\Rightarrow(i i i), \theta_{0}$ admits good algebraic approximations $\gamma_{0}$. If $\gamma_{0} \in \overline{\mathbb{Q}}$ is sufficiently close to $\theta_{0}$, then the polynomial $g_{i}\left(\gamma_{0}, Y\right) \in \overline{\mathbb{Q}}[Y]$ does not vanish, it has a root $\gamma_{i}$ which is close to $\theta_{i}$, and this produces an algebraic approximation to $\theta_{i}$ (if some $\theta_{i}$ is algebraic, then $\gamma_{i}=\theta_{i}$ is a perfect approximation!). Hence the $m$-tuple $\underline{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{m}\right)$ is a simultaneous algebraic approximation to $\underline{\theta}$ in the sense that one has a good control of the degree $[\mathbb{Q}(\underline{\gamma}): \mathbb{Q}]$.

Proposition 15.9. Let $\underline{\theta}=\left(\theta_{1}, \ldots, \theta_{m}\right)$ be a m-tuple of complex numbers such that

$$
\operatorname{trdeg}_{\mathbb{Q}} \mathbb{Q}(\underline{\theta})=1
$$

There exists a constant $c>0$ with the following property. Let $\left(D_{v}\right)_{v \geq 1}$ and $\left(\mu_{v}\right)_{v \geq 1}$ be two sequences of real numbers satisfying

$$
c \leq D_{v} \leq D_{v+1} \leq 2 D_{v} \quad \text { and } \quad c D_{v} \leq \mu_{\nu} \leq \mu_{v+1} \leq 2 \mu_{v} \quad(v \geq 1)
$$

Assume also that the sequence $\left(\mu_{v}\right)_{v \geq 1}$ is unbounded. Thenfor infinitely many $v$ there exists a m-tuple $\underline{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{m}\right)$ of algebraic numbers satisfying

$$
\frac{1}{c} D_{v} \leq[\mathbb{Q}(\underline{\gamma}): \mathbb{Q}] \leq D_{v}, \quad[\mathbb{Q}(\underline{\gamma}): \mathbb{Q}] \max _{1 \leq i \leq m} \mathrm{~h}\left(\gamma_{i}\right) \leq \mu_{v}
$$

and

$$
\max _{1 \leq i \leq m}\left|\theta_{i}-\gamma_{i}\right| \leq e^{-D_{v} \mu_{v} / c}
$$

An explicit value for $c$ follows from Theorem 1 in [LauRoy 1999b].

Notice that we do not need to impose the condition $\max _{1 \leq i \leq m}\left|\theta_{i}-\gamma_{i}\right|>0$ since we assumed not all of the $\theta_{i}$ to be algebraic. One of the main difficulties in applying the transcendence criteria 15.2 or 15.6 is to check the nonvanishing condition for either $\left|f\left(\theta_{1}, \ldots, \theta_{m}\right)\right|$ or $|\theta-\gamma|$. This is the place where the zero estimate is required in transcendence proofs. But Proposition 15.9 does not involve such a condition.

Proposition 15.9 is a convenient tool for proving that the transcendence degree of some field $\mathbb{Q}\left(\theta_{1}, \ldots, \theta_{m}\right)$ is at least 2 .

Definition. In this chapter we shall say that a function $\psi: \mathbb{N} \times \mathbb{R}_{>0} \rightarrow \mathbb{R}_{>0}$ is a measure of simultaneous approximation for a tuple $\left(\theta_{1}, \ldots, \theta_{m}\right) \in \mathbb{C}^{m}$ if there exists $c>0$ such that, for any positive integer $D$, any positive real number $\mu$, and any tuple $\left(\gamma_{1}, \ldots, \gamma_{m}\right)$ of algebraic numbers satisfying $D \geq c, \mu \geq c D$,

$$
\left[\mathbb{Q}\left(\gamma_{1}, \ldots, \gamma_{m}\right): \mathbb{Q}\right] \leq D \quad \text { and } \quad\left[\mathbb{Q}\left(\gamma_{1}, \ldots, \gamma_{m}\right): \mathbb{Q}\right] \max _{1 \leq i \leq m} \mathrm{~h}\left(\gamma_{i}\right) \leq \mu
$$

the inequality

$$
\max _{1 \leq i \leq m}\left|\theta_{i}-\gamma_{i}\right| \geq \exp \{-\psi(D, \mu)\}
$$

holds.
Let us compare with the definition introduced in Chap. 14 involving a function $\varphi(D, h)$, where $h$ is an upper bound for $\max _{1 \leq i \leq m} \mathrm{~h}\left(\gamma_{i}\right)$.

- Let $\psi(D, \mu)$ be a measure of simultaneous approximation for the tuple $\left(\theta_{1}, \ldots, \theta_{m}\right)$. Then the function $\varphi(D, h)=\psi(D, D h)$ satisfies the condition of the introduction of Chap. 14, namely: for $D \geq D_{0}, h \geq h_{0}$ and $\underline{\gamma} \in \overline{\mathbb{Q}}^{m}$ with

$$
[\mathbb{Q}(\underline{\gamma}): \mathbb{Q}] \leq D \quad \text { and } \quad \max _{1 \leq i \leq m} \mathrm{~h}\left(\gamma_{i}\right) \leq h,
$$

we have

$$
\max _{1 \leq i \leq m}\left|\theta_{i}-\gamma_{i}\right| \geq \exp \{-\varphi(D, h)\} .
$$

- Conversely, let $\varphi(D, h)$ be a function which satisfies the condition in the introduction of Chap. 14. Assume that the inequality

$$
\varphi\left(D_{1}, h_{1}\right) \leq \varphi\left(D_{2}, h_{2}\right)
$$

holds for any $D_{1}, D_{2}, h_{1}$ and $h_{2}$ satisfying

$$
D_{i} \geq D_{0}, \quad h_{i} \geq h_{0}(i=1,2), \quad D_{2} \geq D_{1} \quad \text { and } \quad D_{2} h_{2} \geq D_{1} h_{1}
$$

Then the function $\psi(D, \mu)=\varphi\left(D, D_{0} \mu / D\right)$ is a measure of simultaneous approximation for the tuple $\left(\theta_{1}, \ldots, \theta_{m}\right)$.
Indeed, let $D \geq D_{0}, \mu \geq h_{0} D$ and $\underline{\gamma} \in \overline{\mathbb{Q}}^{m}$ satisfy

$$
[\mathbb{Q}(\underline{\gamma}): \mathbb{Q}] \leq D \quad \text { and } \quad[\mathbb{Q}(\underline{\gamma}): \mathbb{Q}] \max _{1 \leq i \leq m} \mathrm{~h}\left(\gamma_{i}\right) \leq \mu .
$$

Define

$$
D^{\prime}=[\mathbb{Q}(\underline{\gamma}): \mathbb{Q}], \quad D^{\prime \prime}=\max \left\{D^{\prime}, D_{0}\right\} \quad \text { and } \quad h=\frac{\mu}{D^{\prime}} .
$$

We have

$$
\begin{gathered}
D^{\prime \prime} \geq D_{0}, \quad h \geq \frac{h_{0} D}{D^{\prime}} \geq h_{0}, \\
{[\mathbb{Q}(\underline{\gamma}): \mathbb{Q}] \leq D^{\prime \prime} \quad \text { and } \quad \max _{1 \leq i \leq m} \mathrm{~h}\left(\gamma_{i}\right) \leq h .}
\end{gathered}
$$

Therefore

$$
\max _{1 \leq i \leq m}\left|\theta_{i}-\gamma_{i}\right| \geq \exp \left\{-\varphi\left(D^{\prime \prime}, h\right)\right\} .
$$

Since $h=\mu / D^{\prime}$ and $D^{\prime \prime} \leq D_{0} D^{\prime}$, the assumption on $\varphi$ with $D_{1}=D^{\prime \prime}, D_{2}=D$, $h_{1}=h$ and $h_{2}=D_{0} \mu / D$ yields

$$
\varphi\left(D^{\prime \prime}, h\right) \leq \varphi\left(D, \frac{D_{0} \mu}{D}\right)
$$

It is easy to check that any of the functions $\varphi(D, h)$ occurring in Chap. 14 satisfies the condition $\varphi\left(D_{1}, h_{1}\right) \leq \varphi\left(D_{2}, h_{2}\right)$ for $D_{2} \geq D_{1}$ and $D_{2} h_{2} \geq D_{1} h_{1}$, hence the function $\psi(D, \mu)=\varphi\left(D, D_{0} \mu / D\right)$ is a measure of simultaneous approximation for the corresponding tuple. Moreover in each single example one can take for $D_{0}$ either 1 or 2 . So there is no harm to work with $\psi(D, \mu)$ in place of $\varphi(D, h)$.

Therefore one deduces from Proposition 15.9:
Corollary 15.10. Let $\underline{\theta}$ be a m-tuple of complex numbers and $\psi$ a measure of simultaneous approximation. Let $\left(D_{v}\right)_{v \geq 1}$ and $\left(\mu_{v}\right)_{v \geq 1}$ be sequences satisfying the conditions of Proposition 15.9 above, namely

$$
c \leq D_{v} \leq D_{v+1} \leq 2 D_{v} \quad \text { and } \quad c D_{v} \leq \mu_{v} \leq \mu_{\nu+1} \leq 2 \mu_{v} \quad(v \geq 1)
$$

and the sequence $\left(\mu_{\nu}\right)_{v \geq 1}$ is unbounded. Assume

$$
\lim _{v \rightarrow \infty} \frac{1}{D_{v} \mu_{v}} \psi\left(D_{v}, \mu_{\nu}\right)=0
$$

Then

$$
\operatorname{trdeg}_{\mathbb{Q}} \mathbb{Q}(\underline{\theta}) \geq 2
$$

Taking either for $\left(D_{v}\right)_{v \geq 1}$ or else for $\left(\mu_{v} / D_{v}\right)_{v \geq 1}$ a (sufficiently large) constant sequence, we deduce from Corollary 15.10 that any measure of simultaneous approximation $\psi$ of a $m$-tuple of complex numbers $\underline{\theta}$ for which

$$
\operatorname{trdeg}_{\mathbb{Q}} \mathbb{Q}(\underline{\theta})=1
$$

satisfies

$$
\liminf _{D \rightarrow \infty} \frac{1}{D} \limsup _{\mu \rightarrow \infty} \frac{1}{\mu} \psi(D, \mu)>0
$$

and

$$
\liminf _{h \rightarrow \infty} \frac{1}{h} \limsup _{D \rightarrow \infty} \frac{1}{D^{2}} \psi(D, D h)>0
$$

For any $m \geq 2$ one can show (see Exercise 15.12) the existence of $m$-tuples $\underline{\theta}$ of algebraically independent numbers which satisfy the conclusion of Proposition 15.9. Hence Corollary 15.10 is not a criterion for transcendence degree $\leq 1$ : it is a sufficient condition, but not a necessary one.

Proposition 15.9 has many interesting applications. For instance, assuming part 2 of Conjecture 14.25 , Corollary 15.10 shows that two linearly independent logarithms of algebraic numbers are algebraically independent.

We propose a few such examples in § 15.3. Further applications of the present method are given in [RoyW 1997a] and [RoyW 1997b].

### 15.2 From Simultaneous Approximation to Algebraic Independence

The main purpose of this section is to provide complete proofs of the results stated in § 15.1.

### 15.2.1 Proof of the Irrationality Criterion

Proof of Lemma 15.1. The easiest implication is (iii) $\Rightarrow$ (ii): given $\epsilon>0$, we have $q^{-1-(1 / m)}<\epsilon / q$ as soon as $q>\epsilon^{-m}$.

For the proof of $(i i) \Rightarrow(i)$, we assume that (i) does not hold and we write $\vartheta_{i}=a_{i} / b$ with $a_{1}, \ldots, a_{m}, b$ in $\mathbb{Z}$ and $b>0$. Then for any $\epsilon<1 / b$, the condition

$$
\max _{1 \leq i \leq m}\left|\vartheta_{i}-\frac{p_{i}}{q}\right| \leq \frac{\epsilon}{q}
$$

implies $\left|a_{i} q-b p_{i}\right|<1$ for $1 \leq i \leq m$, hence $a_{i} q-b p_{i}=0$ and $p_{i} / q=a_{i} / b=\vartheta_{i}$ $(1 \leq i \leq m)$. This shows that (ii) does not hold either.

We prove now the implication $(i) \Rightarrow(i v)$.
Consider the mapping $q \mapsto \xi_{q}$ from the finite set $\left\{0,1, \ldots, Q^{m}\right\}$ to the cube $\mathcal{C}=[0,1]^{m}$ in $\mathbb{R}^{m}$ which sends $q$ to $\xi_{q}=\left(\left\{q \vartheta_{1}\right\}, \ldots,\left\{q \vartheta_{m}\right\}\right)$, where $\{x\}$ denotes the fractional part of $x \in \mathbb{R}$ :

$$
x=[x]+\{x\}, \quad[x] \in \mathbb{Z}, \quad 0 \leq\{x\}<1 .
$$

We decompose the cube $\mathcal{C}$ into $Q^{m}$ cubes

$$
\mathcal{C}_{i_{1} \ldots i_{m}}=\prod_{v=1}^{m}\left[\frac{i_{v}}{Q}, \frac{i_{v}+1}{Q}\right] \subset \mathcal{C} \quad\left(0 \leq i_{v} \leq Q-1,1 \leq v \leq m\right)
$$

By Dirichlet's box principle, there exist two integers $q_{1} \neq q_{2}$ in the interval [ $0, Q^{m}$ ] such that $\xi_{q_{1}}$ and $\xi_{q_{2}}$ belong to the same cube $\mathcal{C}_{i_{1} \ldots i_{m}}$. Then, taking $q=\left|q_{1}-q_{2}\right|$,
we have $1 \leq q<Q^{m}$, and if $p_{i}$ is an integer which is at minimal distance of $q \vartheta_{i}$ $(1 \leq i \leq m)$, then $\left(p_{1}, \ldots, p_{m}, q\right)$ is a solution to (iv). Assumption (i) is used only to check that not all $q \vartheta_{i}-p_{i}$ are zero.

Finally we prove the implication $(i v) \Rightarrow(i i i)$. Let $\left(p_{1}^{(\nu)}, \ldots, p_{m}^{(\nu)}, q_{v}\right)(1 \leq v \leq$ $N$ ), be a given finite set of tuples in $\mathbb{Z}^{m+1}$ with $q_{v}>0$ such that, for $1 \leq v \leq N$, the number

$$
\eta_{\nu}=\max _{1 \leq i \leq m}\left|q_{v} \vartheta_{i}-p_{i}^{(\nu)}\right|
$$

satisfies $0<\eta_{v}<1 / 2$. Notice that in this case, for $1 \leq i \leq m$ and $1 \leq v \leq N$, $p_{i}^{(\nu)}$ is the only integer in the interval $\left(q_{\nu} \vartheta_{i}-(1 / 2), q_{v} \vartheta_{i}+(1 / 2)\right)$; hence the tuple $\left(p_{1}^{(\nu)}, \ldots, p_{m}^{(\nu)}, q_{\nu}\right)$ is completely determined by $q_{\nu}$.

Let $Q$ be an integer satisfying $Q>1 / \eta_{v}$ for every $v=1, \ldots, N$, so that $Q>2$. From (iv) we deduce that there exists a tuple ( $p_{1}, \ldots, p_{m}, q$ ) satisfying $1 \leq q<Q^{m}$ and

$$
0<\max _{1 \leq i \leq m}\left|q \vartheta_{i}-p_{i}\right| \leq Q^{-1}
$$

Since $Q^{-1}<\min _{1 \leq \nu \leq N} \eta_{\nu}$, we deduce $\left(p_{1}, \ldots, p_{m}, q\right) \neq\left(p_{1}^{(\nu)}, \ldots, p_{m}^{(\nu)}, q_{\nu}\right)$ for $1 \leq v \leq N$. Hence $q \neq q_{v}$. Finally we have also $Q^{-1} \leq q^{-1 / m}$.

Remark. The proof of $(i) \Rightarrow$ (iv) shows that for any tuple $\left(\vartheta_{1}, \ldots, \vartheta_{m}\right)$ of real numbers and any integer $Q>1$, there exist rational integers $q, p_{1}, \ldots, p_{m}$ with $1 \leq q<Q^{m}$ such that

$$
\max _{1 \leq i \leq m}\left|q \vartheta_{i}-p_{i}\right| \leq \frac{1}{Q}
$$

Assumption (i) was used only to check that the left hand side is not zero. See [Sc 1980], Chap. II § 1 Th. 1.A

Notice also that by using Lemma 4.11 with

$$
\begin{gathered}
\mu=m, \quad v=m+1, \quad U=2, \quad \ell=Q^{m+1}, \quad X=Q^{m}, \\
v_{i j}=\delta_{i j} \quad(1 \leq i, j \leq m)
\end{gathered}
$$

(Kronecker's diagonal symbol) and

$$
v_{m+1, j}=\left\{\vartheta_{j}\right\} \quad(1 \leq j \leq m),
$$

one obtains a slightly weaker result, namely with

$$
1 \leq q \leq Q^{m} \quad \text { and } \quad \max _{1 \leq i \leq m}\left|q \vartheta_{i}-p_{i}\right| \leq \frac{2}{Q}
$$

### 15.2.2 Dirichlet's Box Principle

Lemma 15.11. Let $\underline{\theta}=\left(\theta_{1}, \ldots, \theta_{m}\right)$ be a m-tuple of complex numbers, $H$ and $D$ positive integers. There exists a nonzero polynomial $f \in \mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]$, of total degree $\leq D$ and usual height $\mathrm{H}(f) \leq H$, such that

$$
|f(\underline{\theta})| \leq c H^{-\frac{1}{2}\binom{D+m}{m}+1}
$$

where

$$
c=\sqrt{2} \sum_{i_{1}+\cdots+i_{m} \leq D}\left|\theta_{1}^{i_{1}} \cdots \theta_{m}^{i_{m}}\right| .
$$

Proof. We are going to apply Lemma 4.12 with

$$
\begin{gathered}
X=H, \quad v=\binom{D+m}{m}, \quad \mu=1, \\
U=\log \left(\frac{c}{\sqrt{2}}\right), \quad V=-\log c+\left(\frac{1}{2}\binom{D+m}{m}-1\right) \log H .
\end{gathered}
$$

If $v=1$, just take for $f$ the constant polynomial equal to 1 . Assume now $v \geq 2$. Then we have

$$
\sqrt{2} H e^{U+V}+1=c H e^{V}+1=H^{\nu / 2}+1 \leq(H+1)^{\nu / 2}
$$

Write the unknown polynomial $f$ as

$$
f\left(X_{1}, \ldots, X_{m}\right)=\sum_{i_{1}+\cdots+i_{m} \leq D} a_{i_{1} \cdots i_{m}} X_{1}^{i_{1}} \cdots X_{m}^{i_{m}}
$$

Then the hypotheses of Lemma 4.12 are satisfied for

$$
\left\{u_{11}, \ldots, u_{v 1}\right\}=\left\{\theta_{1}^{i_{1}} \cdots \theta_{m}^{i_{m}} ; i_{1}+\cdots+i_{m} \leq D\right\}
$$

One deduces that there exists a $v$-tuple $\left(a_{i_{1} \cdots i_{m}}\right)$ in $\mathbb{Z}^{v}$ which provides a solution $f$.

Proof of Proposition 15.2. In § 3.5 we already proved $(i i) \Rightarrow(i)$. The implications (iv) $\Rightarrow(i i i)$ and $(i i i) \Rightarrow(i i)$ are easy: the first one is a consequence of the following observation: for $0<\kappa<1 / 2$ and for sufficiently large $T$ we have

$$
\frac{1}{2} T+\frac{1}{2} \log 2+T \log (1+|\underline{\theta}|) \leq\left(\frac{1}{2}-\kappa\right) T^{2}
$$

For the second one, take, say, $\kappa=1 / 4$ and any $T \geq \max \left\{4 c ; T_{0}\right\}$.
We now prove $(i) \Rightarrow(i v)$ as follows. Assume (i) holds. Let $\theta \in\left\{\theta_{1}, \ldots, \theta_{m}\right\}$ be transcendental. Use Lemma 15.11 with $m$ replaced by 1 , so that

$$
\frac{1}{2}\binom{D+m}{m}-1=\frac{D-1}{2}
$$

and (iv) follows.
Remark. For $m=D=1$, Lemma 15.11 tells nothing. The point is that for real numbers the exponent $\frac{1}{2}\binom{D+m}{m}-1$ can be replaced by $\binom{D+m}{m}-1$. See Exercise 15.13.

### 15.2.3 Measures of Simultaneous Approximation

Proof of Proposition 15.3. The conclusion is true when $|\underline{\theta}-\underline{\gamma}| \geq 1$, hence without loss of generality we may assume $|\underline{\theta}-\underline{\gamma}|<1$. From the assumption $f(\underline{\gamma}) \neq 0$ we derive, by way of Proposition 3.14 (Liouville's inequality):

$$
|f(\underline{\gamma})| \geq L^{1-d} e^{-d \mu}=2 L \epsilon
$$

We use the following simple estimate (compare with Lemma 13.10)

$$
|f(\underline{\theta})-f(\underline{\gamma})| \leq d L r^{d-1}|\underline{\theta}-\underline{\gamma}|
$$

with $r=\max \{1,|\underline{\theta}|,|\underline{\gamma}|\} \leq 1+|\underline{\theta}|$. Hence

$$
2 L \epsilon \leq|f(\underline{\gamma})| \leq|f(\underline{\theta})|+d L r^{d-1}|\underline{\theta}-\underline{\gamma}| \leq L \epsilon+d L r^{d-1}|\underline{\theta}-\underline{\gamma}| .
$$

We deduce at once

$$
d r^{d-1}|\underline{\theta}-\underline{\gamma}| \geq \epsilon .
$$

### 15.2.4 Deducing a Measure of Algebraic Approximation from a Transcendence Measure

Proof of Lemma 15.4. We start with the following remark (see Lemma 13.10): if $f \in \mathbb{C}[X]$ is a nonzero polynomial of degree $D$ and length $L, \gamma$ a root of $f$ and if $\theta \in \mathbb{C}$ satisfy $|\theta-\gamma| \leq 1$, then

$$
\begin{equation*}
|f(\theta)| \leq|\theta-\gamma| L D(1+|\theta|)^{D-1} \tag{15.12}
\end{equation*}
$$

Let $\theta$ be a transcendental number and $\Phi(D, H)$ a transcendence measure for $\theta$. Let $\gamma$ be an algebraic number of degree $\leq D$ and Mahler's measure $\mathrm{M}(\gamma) \leq e^{\mu}$. The minimal polynomial $f \in \mathbb{Z}[X]$ of $\gamma$ has usual height $\mathrm{H}(f) \leq 2^{D} e^{\mu}$ and length $\mathrm{L}(f) \leq(D+1) \mathrm{H}(f)$. Using (15.12) together with the definition of $\Phi(D, H)$ we get

$$
|\theta-\gamma| \geq \exp \{-\psi(D, \mu)\}
$$

where

$$
\psi(D, \mu)=\Phi\left(D, 2^{D} e^{\mu}\right)+\mu+D \log 2+(D-1) \log (1+|\theta|)+\log (D(D+1)) .
$$

This yields the desired result with $c=1+\log (1+|\theta|)$.

### 15.2.5 Deducing a Transcendence Measure from a Measure of Algebraic Approximation

Using (15.12) one gets a polynomial approximation to $\theta$ starting from an algebraic one. The converse requires some more work. The first result, due to Fel'dman, has been refined by G. V. Chudnovsky by means of his semi-discriminant [Ch 1984], Chap. 1 § 1, and then by G. Diaz and M. Mignotte [DiMi 1991]:

Lemma 15.13. Let $f \in \mathbb{Z}[X]$ be a nonzero polynomial of degree $D$. Let $\theta$ be a complex number, $\gamma$ a root of $f$ at minimal distance of $\theta$ and $k$ the multiplicity of $\gamma$ as a root of $f$. Then

$$
|\theta-\gamma|^{k} \leq D^{3 D-2} \mathrm{H}(f)^{2 D}|f(\theta)| .
$$

Proof. We order the distinct roots of $f$ as follows: $\alpha_{1}=\gamma$ is a root of $f$ which is at minimal distance of $\theta$, next $\alpha_{2}, \ldots, \alpha_{d}$ are the conjugates of $\alpha$, and finally $\alpha_{d+1}, \ldots, \alpha_{m}$ are the other roots of $f$. For $1 \leq j \leq m$ denote by $k_{j}$ the multiplicity of $\alpha_{j}$ as a root of $f$, so that $k_{1}=\cdots=k_{d}=k$ and

$$
f(X)=a_{0} \prod_{j=1}^{m}\left(X-\alpha_{j}\right)^{k_{j}} .
$$

We may assume that the leading coefficient $a_{0}$ is $>0$. If

$$
g(X)=a \prod_{i=1}^{d}\left(X-\alpha_{i}\right)
$$

denotes the minimal polynomial of $\gamma$ (with $a>0$ ), then $g^{k}$ divides $f$ in $\mathbb{Z}[X]$.
For $1 \leq i \leq d$, the first term in the Taylor expansion of $f(X)$ at the point $\alpha_{i}$ is

$$
b_{i}\left(X-\alpha_{i}\right)^{k_{i}},
$$

where

$$
b_{i}=\frac{1}{k!} \cdot \frac{d^{k}}{d z^{k}} f\left(\alpha_{i}\right) \in \mathbb{Q}\left(\alpha_{i}\right) .
$$

We claim that the number

$$
A=a^{D-2 k}\left|b_{1} \cdots b_{d}\right|
$$

is a nonzero rational integer. It is plain that it is a nonzero rational number; we need only to check that it is an algebraic integer. In the case $d=1$ this follows from the fact that $a^{k}$ divides $a_{0}$. Assume now $d \geq 2$, so that $D \geq d k \geq 2 k$. Write

$$
b_{i}=a_{0} \prod_{\substack{1 \leq j \leq m}}\left|\alpha_{i}-\alpha_{j}\right|^{k_{j}} .
$$

The polynomial

$$
\prod_{i=1}^{d} \prod_{l \leq 1 \leq j \leq n}\left(X_{i}-X_{j}\right)^{k_{j}}
$$

has degree $\leq D+(d-2) k$ in each of the variables $X_{1}, \ldots, X_{d}$, while its degree is $\leq d k_{j}$ with respect to $X_{j}$ for $d<j \leq m$. For any $\lambda_{1}, \ldots, \lambda_{d}, \mu_{1}, \ldots, \mu_{m}$ nonnegative integers satisfying $\lambda_{i} \leq D-2 k(1 \leq i \leq d)$ and $\mu_{j} \leq d k_{j}$ ( $1 \leq j \leq m$ ), the numbers

$$
a^{D-2 k} \alpha_{1}^{\lambda_{1}} \cdots \alpha_{d}^{\lambda_{d}} \quad \text { and } \quad a_{0}^{d} \alpha_{1}^{\mu_{1}} \cdots \alpha_{m}^{\mu_{m}}
$$

are algebraic integers (see Lemma 3.1); hence so is their product, and therefore $A$ is an algebraic integer. This proves our claim $A \in \mathbb{Z}$.

Since

$$
|\theta-\gamma|=\min _{1 \leq j \leq m}\left|\theta-\alpha_{j}\right|,
$$

for $2 \leq j \leq m$ we have

$$
\left|\gamma-\alpha_{j}\right| \leq|\gamma-\theta|+\left|\theta-\alpha_{j}\right| \leq 2\left|\theta-\alpha_{j}\right|,
$$

so that

$$
|f(\theta)|=a_{0}|\theta-\gamma|^{k} \prod_{j=2}^{m}\left|\theta-\alpha_{j}\right|^{k_{j}} \geq \frac{1}{2^{D-k}} a_{0}|\theta-\gamma|^{k} \prod_{j=2}^{d}\left|\gamma-\alpha_{j}\right|^{k_{j}} .
$$

We multiply both sides by the number

$$
\begin{aligned}
B & =2^{D-k} a^{D-2 k} a_{0}^{d-1} \prod_{i=2}^{d} \prod_{\substack{1 \leq j \leq m \\
j \neq i}}\left|\alpha_{i}-\alpha_{j}\right|^{k_{j}} . \\
& =2^{D-k} a^{D-2 k}\left|b_{2} \cdots b_{d}\right|
\end{aligned}
$$

We find

$$
A|\theta-\gamma|^{k} \leq B|f(\theta)| .
$$

Since

$$
\begin{aligned}
\left|b_{i}\right| & \leq \sum_{j=k}^{D}\binom{j}{k} \mathrm{H}(f)\left(\max \left\{1,\left|\alpha_{i}\right|\right\}\right)^{D-k} \\
& \leq\binom{ D+1}{k+1} \mathrm{H}(f)\left(\max \left\{1,\left|\alpha_{i}\right|\right\}\right)^{D-k}
\end{aligned}
$$

we have

$$
B \leq 2^{D-k}\binom{D+1}{k+1}^{d-1} \mathrm{H}(f)^{d-1} \mathrm{M}(\gamma)^{D-k},
$$

and we get the upper bound

$$
|\theta-\gamma|^{k} \leq|f(\theta)| 2^{D-k}\binom{D+1}{k+1}^{d-1} \mathrm{H}(f)^{d-1} \mathrm{M}(\gamma)^{D-k}
$$

Since $\gamma$ is root of $f$ we have $\mathrm{M}(\gamma) \leq \mathrm{M}(f)$. Also we have $\mathrm{M}(f) \leq D \mathrm{H}(f)$; this follows from (3.12) if $D \geq 2$, and it is trivial if $D=1$. Let us check

$$
2^{D-k}\binom{D+1}{k+1}^{d-1} D^{D-k} \leq D^{3 D-2}
$$

If $k=1$, then using the inequality

$$
(D+1)^{D-1} \leq D^{D}
$$

we deduce from $d \leq D$ :

$$
2^{D-1}\left(\frac{D(D+1)}{2}\right)^{d-1} D^{D-1} \leq(D+1)^{D-1} D^{2 D-2} \leq D^{3 D-2} .
$$

If $k \geq 2$, then

$$
\binom{D+1}{k+1} \leq \frac{D^{k+1}}{4}
$$

and

$$
\begin{aligned}
2^{D-k}\binom{D+1}{k+1}^{d-1} D^{D-k} & \leq 2^{D-k-2 d+2} D^{(d-1)(k+1)+D-k} \\
& \leq 2^{D-k-2 d+2} D^{d-2 k-1}
\end{aligned}
$$

because $k d \leq D$. Finally

$$
2^{D-k-2 d+2} D^{d-2 k-1} \leq D^{D-2}
$$

because $D \geq k d \geq 2 d \geq 2$.
From $D-k+d-1 \leq 2 D$ we conclude

$$
|\theta-\gamma|^{k} \leq|f(\theta)| D^{3 D-2} \mathrm{H}(f)^{2 D}
$$

This completes the proof of Lemma 15.13.
Remark. A refinement of Lemma 15.13 (due to N. I. Fel'dman, K. Mahler and G. Diaz) for separable polynomials is proposed as Exercise 15.14.

Proof of Lemma 15.5. Let $f \in \mathbb{Z}[X]$ be a nonzero polynomial of degree $\leq D$ and usual height $\leq H$. We want to estimate $|f(\theta)|$ from below. Using Lemma 15.13 we find a root $\gamma$ of $f$ of multiplicity $k \geq 1$ with

$$
|\theta-\gamma|^{k} \leq|f(\theta)| D^{3 D} H^{2 D} .
$$

Denote by $d$ the degree of $\gamma$. Notice that $k d \leq D$ and

$$
\mathrm{M}(\gamma)^{k} \leq \mathrm{M}(f) \leq D H
$$

so that

$$
\mathrm{M}(\gamma) \leq e^{\mu} \quad \text { where } \quad \mu:=\frac{1}{k} \log (D H)
$$

On the other hand we have

$$
|\theta-\gamma| \geq \exp \{-\psi(d, \mu)\} .
$$

From the assumptions on $\psi$ we derive

$$
k \psi(d, \mu) \leq \psi(k d, k \mu) \leq \psi(D, k \mu)=\psi(D, \log (D H)) .
$$

### 15.2.6 Deducing an Algebraic Approximation from a Polynomial Approximation

The proof of implication $(i) \Rightarrow(i v)$ of Proposition 15.2 given in § 15.2.2 was easy. The proof of $(i) \Rightarrow($ iii $)$ in Theorem 15.6 is more subtle. We need preliminary results. The first one (see [RoyW 1997a], Lemma 3.4) is an upper bound for the resultant $R(F, G)$ of two polynomials $F$ and $G$ in one variable.

Lemma 15.14. Let $\theta$ be a complex number and $t$ a positive real number. Let

$$
F(X)=a_{0} \prod_{i=1}^{m}\left(X-\alpha_{i}\right) \quad \text { and } \quad G(X)=b_{0} \prod_{j=1}^{n}\left(X-\beta_{j}\right)
$$

be nonconstant polynomials in $\mathbb{C}[X]$ of degree $m$ and $n$ respectively. Let $f$ and $g$ be integers in the ranges $0 \leq f \leq m, 0 \leq g \leq n$; assume

$$
\left|\theta-\alpha_{i}\right| \leq t \quad \text { for } \quad 1 \leq i \leq f, \quad\left|\theta-\alpha_{i}\right| \geq t \quad \text { for } \quad f<i \leq m
$$

and similarly

$$
\left|\theta-\beta_{j}\right| \leq t \quad \text { for } \quad 1 \leq j \leq g, \quad\left|\theta-\beta_{j}\right| \geq t \quad \text { for } \quad g<j \leq n .
$$

Then there is a root $\gamma$ of the product $F G$ which satisfies

$$
|\theta-\gamma|^{f g}|R(F, G)| \leq 2^{m n} M(F)^{n-g} M(G)^{m-f}|F(\theta)|^{g}|G(\theta)|^{f} .
$$

Proof. Define first $p_{i}=\left|\theta-\alpha_{i}\right|$ for $i=1, \ldots, m$, next $q_{j}=\left|\theta-\beta_{j}\right|$ for $j=1, \ldots, n$ and finally

$$
\rho=\min \left\{\min _{1 \leq i \leq m}\left|\theta-\alpha_{i}\right|, \min _{1 \leq j \leq n}\left|\theta-\beta_{j}\right|\right\} .
$$

We take for $\gamma$ a root of $F G$ so that $\rho=|\theta-\gamma|$.
From the estimate

$$
\left|\alpha_{i}-\beta_{j}\right| \leq p_{i}+q_{j} \leq 2 \max \left\{p_{i}, q_{j}\right\}
$$

we deduce

$$
\prod_{\substack{1 \leq i \leq f \\ g<j \leq n}}\left|\alpha_{i}-\beta_{j}\right| \leq\left(\prod_{j=g+1}^{n} 2 q_{j}\right)^{f} \quad \text { and } \prod_{\substack{f<i \leq m \\ 1 \leq j \leq g}}\left|\alpha_{i}-\beta_{j}\right| \leq\left(\prod_{i=f+1}^{m} 2 p_{i}\right)^{g}
$$

Since

$$
(2 \rho)\left|\alpha_{i}-\beta_{j}\right| \leq\left(2 \min \left\{p_{i}, q_{j}\right\}\right)\left(2 \max \left\{p_{i}, q_{j}\right\}\right)=\left(2 p_{i}\right)\left(2 q_{j}\right),
$$

we also have

$$
(2 \rho)^{f g} \prod_{\substack{1 \leq i \leq f \\ 1 \leq j \leq g}}\left|\alpha_{i}-\beta_{j}\right| \leq\left(\prod_{i=1}^{f} 2 p_{i}\right)^{g}\left(\prod_{j=1}^{g} 2 q_{j}\right)^{f} .
$$

Finally the estimate

$$
\left|\alpha_{i}-\beta_{j}\right| \leq\left|\alpha_{i}\right|+\left|\beta_{j}\right| \leq 2 \max \left\{1,\left|\alpha_{i}\right|\right\} \max \left\{1,\left|\beta_{j}\right|\right\},
$$

implies

$$
\begin{aligned}
\prod_{\substack{f<i \leq m \\
g<j \leq n}}\left|\alpha_{i}-\beta_{j}\right| & \leq 2^{(m-f)(n-g)}\left(\prod_{i=f+1}^{m} \max \left\{1,\left|\alpha_{i}\right|\right\}\right)^{n-g}\left(\prod_{j=g+1}^{n} \max \left\{1,\left|\beta_{j}\right|\right\}\right)^{m-f} \\
& \leq 2^{(m-f)(n-g)}\left(\frac{M(F)}{\left|a_{0}\right|}\right)^{n-g}\left(\frac{M(G)}{\left|b_{0}\right|}\right)^{m-f}
\end{aligned}
$$

Since

$$
|F(\theta)|=\left|a_{0}\right| \prod_{i=1}^{m} p_{i}, \quad|G(\theta)|=\left|b_{0}\right| \prod_{j=1}^{n} q_{j}
$$

and

$$
|R(F, G)|=\left|a_{0}\right|^{n}\left|b_{0}\right|^{m} \prod_{i, j}\left|\alpha_{i}-\beta_{j}\right|,
$$

Lemma 15.14 follows.
Here is a consequence of Lemma 15.14.
Corollary 15.15. Let $\theta$ be a complex number, $F$ and $G \in \mathbb{Z}[X]$ be nonconstant relatively prime polynomials. Denote by $\beta$ one of the roots of $G$ at minimal distance of $\theta$. Assume that there are at least s roots $\alpha$ of $F$ (counting multiplicities) satisfying

$$
|\theta-\alpha| \leq|\theta-\beta| .
$$

Then

$$
1 \leq 2^{(\operatorname{deg} F)(\operatorname{deg} G)} M(F)^{\operatorname{deg} G} M(G)^{\operatorname{deg} F}|G(\theta)|^{s} .
$$

Proof. This follows from Lemma 15.14 by taking $t=|\theta-\beta|, g=0$ and $f$ is the number of roots $\alpha$ of $f$ such that $\theta-\alpha \mid \leq t$. The conclusion is trivial if $|G(\theta)| \geq 1$, and otherwise since $s \leq f$ we have $|G(\theta)|^{f} \leq|G(\theta)|^{s}$.

We now combine Lemma 15.11 and Corollary 15.15 to prove:
Lemma 15.16. Let $\theta \in \mathbb{C}$. For each integer $D \geq 4$ and each real number $\mu \geq \max \{600,|\theta|, D\}$, there exists a nonzero polynomial $Q \in \mathbb{Z}[X]$, which is a power of an irreducible polynomial, such that

$$
\operatorname{deg} Q \leq D, \quad \log \mathrm{M}(Q) \leq \mu
$$

and

$$
|Q(\theta)| \leq e^{-D \mu / 48}
$$

Proof. We first apply Lemma 15.11 with $m=1$ and

$$
H=\left[\frac{e^{\mu}}{\sqrt{D+1}}\right]
$$

We produce a nonzero polynomial $f \in \mathbb{Z}[X]$ of degree $\leq D$ and usual height $\mathrm{H}(f) \leq H$ such that

$$
|f(\theta)| \leq \sqrt{2}(1+|\theta|)^{D} H^{-(D-1) / 2}
$$

This polynomial $f$ has Mahler's measure $\mathrm{M}(f)$ bounded by $\sqrt{D+1} H \leq e^{\mu}$. Moreover, as soon as $D \geq 4$ and $\mu \geq \max \{600,|\theta|, D\}$ we have

$$
e^{\mu / 24} \geq \sqrt{2} D(1+|\theta|)
$$

and

$$
\sqrt{2}(1+|\theta|)^{D}(D+1)^{(D-1) / 2} e^{\mu / 2} \leq e^{D \mu / 6},
$$

hence

$$
|f(\theta)| \leq e^{-D \mu / 3}
$$

We decompose $f$ as a product of powers of irreducible polynomials over $\mathbb{Z}[X]$ :

$$
f=a Q_{1} \cdots Q_{r}
$$

where $a$ is a positive integer and $Q_{1}, \ldots, Q_{r}$ are pairwise relatively prime. If $r \leq 4$, then

$$
\min _{1 \leq i \leq r}\left|Q_{i}(\theta)\right| \leq e^{-D \mu / 3 r} \leq e^{-D \mu / 12}
$$

hence one at least of $Q_{1}, \ldots, Q_{r}$ satisfies the conclusion of Lemma 15.16. On the other hand if $r \geq 5$, we order $Q_{1}, \ldots, Q_{r}$ so that the function

$$
i \mapsto \operatorname{dist}\left(\theta, Z\left(Q_{i}\right)\right):=\min \left\{|\theta-\gamma| ; \gamma \in \mathbb{C}, Q_{i}(\gamma)=0\right\}
$$

is non-decreasing:

$$
\operatorname{dist}\left(\theta, Z\left(Q_{1}\right)\right) \leq \cdots \leq \operatorname{dist}\left(\theta, Z\left(Q_{r}\right)\right)
$$

We apply Corollary 15.15 with $F=Q_{1} \cdots Q_{4}, G=Q_{5} \cdots Q_{r}$ and $s=4$. Hence

$$
|G(\theta)|^{-4} \leq 2^{(\operatorname{deg} F)(\operatorname{deg} G)} M(F)^{\operatorname{deg} G} M(G)^{\operatorname{deg} F} .
$$

From the assumption $\mu \geq D$ we deduce that the right hand side is bounded by $e^{D \mu}$. Therefore

$$
|F(\theta)| \leq|f(\theta)| \cdot|G(\theta)|^{-1} \leq e^{-D \mu / 3} e^{D \mu / 4} \leq e^{-D \mu / 12},
$$

and again, one at least of $Q_{1}, \ldots, Q_{4}$ satisfies the conclusion of Lemma 15.16.
Here is another application of Lemma 15.14 (see Lemma 3.10 of [RoyW 1997a] and Lemma 3 of [LauRoy 1999b]).

Lemma 15.17. For any $\lambda>0$ there exist positive numbers $D_{0}=D_{0}(\lambda)$ and $\kappa=\kappa(\lambda)$ with the following property. Let $D$ be a positive integer, $\mu$ a positive real number with

$$
\mu \geq D \geq D_{0}
$$

$\theta$ a complex number and $F, G \in \mathbb{Z}[X]$ relatively prime polynomials satisfying

$$
\begin{array}{rlll}
\operatorname{deg} F \leq D, & \log \mathrm{M}(F) \leq \mu & \text { and } & \log |F(\theta)| \leq-\lambda D \mu \\
\operatorname{deg} G \leq D, & \log \mathrm{M}(G) \leq \mu & \text { and } & \log |G(\theta)| \leq-\lambda D \mu .
\end{array}
$$

Then there is a root $\gamma$ of $F G$ such that

$$
\log |\theta-\gamma| \leq-\kappa D \mu .
$$

Proof. Let $s_{0}$ be the positive integer in the range

$$
\frac{6}{\lambda} \leq s_{0}<\frac{6}{\lambda}+1 .
$$

We shall prove the result with $D_{0}=3 / \lambda$ and $\kappa=2 \lambda / s_{0}$.
Denote by $d$ the degree of $F G$ (hence $d \leq 2 D$ ) and choose an ordering $\gamma_{1}, \ldots, \gamma_{d}$ of the roots of $F G$ (counting multiplicities) so that

$$
\left|\theta-\gamma_{1}\right| \leq \cdots \leq\left|\theta-\gamma_{d}\right| .
$$

From the assumption $|F(\theta)| \leq 1$ we deduce $\left|\theta-\gamma_{1}\right| \leq 1$. Define $\gamma=\gamma_{1}$, $s=\min \left\{d, s_{0}\right\}$ and $t=\left|\theta-\gamma_{s}\right|$. We apply Lemma 15.14 with $f+g=s$ : since $(\operatorname{deg} F)(\operatorname{deg} G) \leq d^{2} / 4 \leq d \mu / 2$, we obtain

$$
|\theta-\gamma|^{f g} \leq 2^{d^{2} / 4} e^{d \mu} e^{-\lambda s D \mu} \leq e^{-\lambda s D \mu+(3 d \mu / 2)} .
$$

We conclude thanks to the estimates $f g \leq s^{2} / 4$ and

$$
4 \lambda s D \geq 6 d+\kappa D s^{2}
$$

Remark. The hypotheses of Lemma 15.17 imply $\lambda<6$. Indeed, for $\lambda \geq 6$, in the proof we have $s_{0}=1$, hence $f g=0$, and applying Lemma 15.14 provides a contradiction.

The fact that the hypotheses of Lemma 15.17 cannot be satisfied when $\lambda$ is large follows from Gel'fond's Lemma V in Chap. III § 4 of [G 1952]. The main point here is that we get some information even when $\lambda$ is small.

The following result (Lemma 4 of [LauRoy 1999b]) is the main tool providing a lower bound for the degree of the approximating algebraic number. The basic remark is that, given two relatively prime polynomials $F$ and $G$, the three polynomials $F$, $G$ and $F+G$ are pairwise relatively prime. Moreover

$$
|(F+G)(\theta)| \leq|F(\theta)|+|G(\theta)| .
$$

Lemma 15.18. For any $\lambda>0$ there exist positive numbers $c_{1}, c_{2}$ and $c_{3}$ with the following property. Let $D$ be a positive integer, $\mu$ a positive real number with

$$
\mu \geq D \geq c_{1}
$$

$\theta$ a complex number and $F, G \in \mathbb{Z}[X]$ relatively prime polynomials satisfying

$$
\begin{array}{llll}
\operatorname{deg} F \leq D, & \log \mathrm{M}(F) \leq \mu & \text { and } & \log |F(\theta)| \leq-\lambda D \mu, \\
\operatorname{deg} G \leq D, & \log \mathrm{M}(G) \leq \mu & \text { and } & \log |G(\theta)| \leq-\lambda D \mu .
\end{array}
$$

Then there exists a root $\gamma$ of the product $F G(F+G)$ which satisfies

$$
c_{2} D \leq[\mathbb{Q}(\gamma): \mathbb{Q}] \leq D, \quad \log \mathrm{M}(\gamma) \leq 2 \mu \quad \text { and } \quad \log |\theta-\gamma| \leq-c_{3} D \mu .
$$

By Lemma 4 of [LauRoy 1999b], for $0<\lambda<1 / 2$ one may take

$$
c_{1}=\frac{9}{\lambda}, \quad c_{2}=\frac{2}{5} \lambda^{2} \quad \text { and } \quad c_{3}=\frac{4}{25} \lambda^{2} .
$$

Proof. As soon as $c_{1} \geq D_{0}(\lambda)$, we may apply Lemma 15.17 to the pair $(F, G)$ and produce a root $\gamma_{1}$ of $F G$ such that

$$
\left[\mathbb{Q}\left(\gamma_{1}\right): \mathbb{Q}\right] \leq D, \quad \log \mathrm{M}\left(\gamma_{1}\right) \leq \mu
$$

and

$$
\log \left|\theta-\gamma_{1}\right| \leq-\kappa_{1} D \mu
$$

where $\kappa_{1}=\kappa(\lambda)$ is the constant of Lemma 15.17 associated with $\lambda$. Permuting $F$ and $G$ if necessary, we may assume $F\left(\gamma_{1}\right)=0$.

Notice that the two polynomials $G, F+G$ are relatively prime and that

$$
\operatorname{deg}(F+G) \leq D, \quad \log \mathrm{M}(F+G) \leq 2 \mu
$$

and

$$
\log |F(\theta)+G(\theta)| \leq-\frac{1}{2} \lambda D \mu
$$

provided that $c_{1}^{2} \geq(2 / \lambda) \log 2$. We apply Lemma 15.17 once more, to the pair $(G, F+G)$, with $\mu$ replaced by $2 \mu$ and we get a root $\gamma_{2}$ of their product $G(F+G)$ with

$$
\left[\mathbb{Q}\left(\gamma_{2}\right): \mathbb{Q}\right] \leq D, \quad \log \mathrm{M}\left(\gamma_{2}\right) \leq 2 \mu \quad \text { and } \quad \log \left|\theta-\gamma_{2}\right| \leq-c_{3} D \mu,
$$

where

$$
c_{3}=\min \left\{\kappa_{1}, 2 \kappa\left(\frac{\lambda}{4}\right)\right\} .
$$

Since $F$ and $G(F+G)$ are relatively prime, we have $\gamma_{1} \neq \gamma_{2}$. It is now sufficient to check that the number $\delta:=\max \left\{\left[\mathbb{Q}\left(\gamma_{1}\right): \mathbb{Q}\right],\left[\mathbb{Q}\left(\gamma_{2}\right): \mathbb{Q}\right]\right\}$ satisfies $\delta \geq c_{2} D$ : the result will follow with $\gamma \in\left\{\gamma_{1}, \gamma_{2}\right\}$. Using the estimate $\delta \leq D \leq \mu$, we deduce from Liouville's inequality (Chap. 3, (3.13) and Lemma 3.8)

$$
\begin{aligned}
\log \left|\gamma_{1}-\gamma_{2}\right| & \geq-\left[\mathbb{Q}\left(\gamma_{1}, \gamma_{2}\right): \mathbb{Q}\right] h\left(\gamma_{1}-\gamma_{2}\right) \\
& \geq-\left[\mathbb{Q}\left(\gamma_{1}, \gamma_{2}\right): \mathbb{Q}\right]\left((\log 2)+h\left(\gamma_{1}\right)+h\left(\gamma_{2}\right)\right) \\
& \geq-\delta^{2} \log 2-3 \delta \mu \geq-4 \delta \mu .
\end{aligned}
$$

On the other hand

$$
\left|\gamma_{1}-\gamma_{2}\right| \leq\left|\theta-\gamma_{1}\right|+\left|\theta-\gamma_{2}\right|,
$$

hence

$$
\log \left|\gamma_{1}-\gamma_{2}\right| \leq \log 2-c_{3} D \mu \leq-\frac{1}{2} c_{3} D \mu
$$

as soon as $c_{3} c_{1}^{2} \geq 2 \log 2$. We conclude $\delta \geq c_{2} D$ with $c_{2}=c_{3} / 8$.

Proof of Theorem 15.6. We start with the implication $(i i i) \Rightarrow(i i)$. Fix $c>0$. Choose in (iii) for instance $D_{v}=v, \mu_{\nu}=2 c_{0}^{2} \nu$. Let $v$ be a sufficiently large integer such that the existence of $\gamma$ is guaranteed by (iii), with $[\mathbb{Q}(\gamma): \mathbb{Q}] \leq \nu, \mathrm{M}(\gamma) \leq e^{\mu_{\nu}}$ and

$$
0<|\theta-\gamma| \leq e^{-\nu^{2}}
$$

From (3.12) we deduce

$$
\mathrm{H}(\gamma) \leq 2^{D_{v}} \mathrm{M}(\gamma) \leq 2^{D_{v}} e^{\mu_{v}} \leq\left(2 e^{2 c_{0}^{2}}\right)^{v} .
$$

Since $v$ is sufficiently large, (ii) follows with $T=v\left(2 c_{0}^{2}+\log 2\right)>c$.
The proof of $(i i) \Rightarrow(i)$ is also easy: by Lemma 3.14, if $\theta$ and $\gamma$ are two distinct algebraic numbers which generate a number field of degree $D$, then

$$
|\theta-\gamma| \geq 2^{-D+1} e^{-D \mathrm{~h}(\theta)} e^{-D \mathrm{~h}(\gamma)}
$$

From (3.12) we deduce, with $d=[\mathbb{Q}(\gamma): \mathbb{Q}]$,

$$
\mathrm{h}(\gamma) \leq \frac{1}{d} \log \mathrm{H}(\gamma)+\frac{1}{2 d} \log (d+1) \leq \log \mathrm{H}(\gamma)+1 .
$$

Define $d_{0}=[\mathbb{Q}(\theta): \mathbb{Q}], h_{0}=\mathrm{h}(\theta)$. Notice that $D=[\mathbb{Q}(\theta, \gamma): \mathbb{Q}]$ is bounded by $D \leq d_{0} d$. Now if $d \leq T$ and $\mathrm{H}(\gamma) \leq e^{T}$, we have

$$
\begin{aligned}
D \mathrm{~h}(\gamma) \leq d_{0} d \mathrm{~h}(\gamma) & \leq d_{0}(d+\log H(\gamma)) \leq 2 d_{0} T, \\
D \mathrm{~h}(\theta) & \leq d_{0} d h_{0} \leq d_{0} h_{0} T
\end{aligned}
$$

and

$$
(D-1) \log 2 \leq D \leq d_{0} d \leq d_{0} T
$$

Therefore if $\theta$ is algebraic and if we set $c=d_{0}\left(h_{0}+3\right)$, then for any integer $T$ and any algebraic number $\gamma$ of degree $\leq T$ and usual height $\leq e^{T}$ with $\theta \neq \gamma$ we have

$$
|\theta-\gamma| \geq e^{-c T}
$$

Finally we prove $($ i $) \Rightarrow$ (iii), following [LauRoy 1999b], Th. 2. We set $\lambda=1 / 200$ and we denote by $c_{1}, c_{2}, c_{3}$ the constants associated with $\lambda$ by Lemma 15.18. Let $\nu_{0}$ be a sufficiently large integer. Lemma 15.16 shows that for each $v \geq v_{0}$ there exists a nonzero polynomial $Q_{v} \in \mathbb{Z}[X]$, which is a power of an irreducible polynomial, such that

$$
\operatorname{deg} Q_{v} \leq D_{v}, \quad \log \mathrm{M}(Q) \leq \frac{1}{2} \mu_{v}
$$

and

$$
\log \left|Q_{\nu}(\theta)\right| \leq-2 \lambda D_{\nu} \mu_{\nu}
$$

If $v>v^{\prime}$ are such that the polynomials $Q_{\nu}$ and $Q_{\nu^{\prime}}$ are not relatively prime, then $Q_{\nu}$ and $Q_{\nu^{\prime}}$ are powers of the same irreducible polynomial in $\mathbb{Z}[X]$ and then

$$
\frac{\log \left|Q_{\nu^{\prime}}(\theta)\right|}{\operatorname{deg} Q_{\nu^{\prime}}}=\frac{\log \left|Q_{v}(\theta)\right|}{\operatorname{deg} Q_{v}} \leq-2 \lambda \mu_{v} .
$$

Since $\mu_{\nu}$ tends to infinity with $v$ and $Q_{\nu^{\prime}}(\theta) \neq 0$ (recall that $\theta$ is transcendental), for each $\nu^{\prime}>0$ this inequality can hold only for finitely many $v$. It follows that there are infinitely many integers $v$ such that $Q_{\nu-1}$ and $Q_{\nu}$ are relatively prime. We apply Lemma 15.18 to the two polynomials $F=Q_{\nu-1}$ and $G=Q_{\nu}$ with $D=D_{\nu}$ and $\mu=\mu_{\nu} / 2$. Notice that $D_{\nu-1} \mu_{\nu-1} \geq D_{\nu} \mu_{\nu} / 4$, hence

$$
\log \left|Q_{v-1}(\theta)\right| \leq-\frac{1}{2} \lambda D_{v} \mu_{v}
$$

We get an algebraic number $\gamma$ which satisfies

$$
c_{2} D_{v} \leq[\mathbb{Q}(\gamma): \mathbb{Q}] \leq D_{v}, \quad \log \mathrm{M}(\gamma) \leq \mu_{v}
$$

and

$$
\log |\theta-\gamma| \leq-\frac{c_{3}}{2} D_{v} \mu_{\nu}
$$

Property (iv) of Theorem 15.6 follows as soon as

$$
c_{0} \geq \max \left\{2, c_{1}, \frac{1}{c_{2}}, \frac{2}{c_{3}}\right\}
$$

### 15.2.7 From a Single Number to a Tuple

In this section we prove Proposition 15.9.
Let $\underline{\theta}=\left(\theta_{1}, \ldots, \theta_{m}\right)$ be a tuple of complex numbers such that $\mathbb{Q}(\underline{\theta})$ has transcendence degree 1 over $\mathbb{Q}$. One at least of the numbers $\theta_{1}, \ldots, \theta_{m}$, say $\theta_{1}$, is transcendental. For $1 \leq i \leq m, \theta_{i}$ is a root of a nonzero polynomial $F_{i}\left(\theta_{1}, Y\right)$, where $F_{i} \in \mathbb{Z}[X, Y]$. On the other hand, since $\theta_{1}$ is transcendental, Theorem 15.6 shows that it has good algebraic approximations. Let $\gamma_{1}$ be one of them. For sufficiently small $\left|\theta_{1}-\gamma_{1}\right|, F\left(\gamma_{1}, Y\right)$ is a nonzero polynomial which has a root $\gamma_{i}$ close to $\theta_{i}$. Then $\underline{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{m}\right)$ is a simultaneous algebraic approximation to $\underline{\theta}$. This argument will enable us to complete the proof of Proposition 15.9.

We provide the details of the proof following [RoyW 1997b], § 1 c Prop. 1.3. A slightly different argument is given in [RoyW 1997a], § 3 (i). For another proof using Chow forms, see [LauRoy 1999b], Lemme 7 and § 6.

Lemma 15.19. Let

$$
f(X)=a_{0} X^{d}+\cdots+a_{d}=a_{0}\left(X-\alpha_{1}\right) \cdots\left(X-\alpha_{d}\right)
$$

be a polynomial in $\mathbb{C}[X]$ of degree $d \geq 1$ without multiple root. Set

$$
\begin{gathered}
r=\frac{1}{2} \min _{i \neq j}\left|\alpha_{i}-\alpha_{j}\right|, \quad r_{0}=\max \left\{\left|\alpha_{1}\right|, \ldots,\left|\alpha_{d}\right|\right\}, \quad R=\max \left\{1, r+r_{0}\right\}, \\
\eta=\frac{\left|a_{0}\right| r^{d}}{(d+1) R^{d}} \quad \text { and } \quad c=\frac{r}{\eta} .
\end{gathered}
$$

Let $\widetilde{a}_{0}, \ldots, \widetilde{a}_{d}$ be complex numbers satisfying

$$
\max _{0 \leq i \leq d}\left|a_{i}-\tilde{a}_{i}\right|<\eta
$$

Then the polynomial

$$
\widetilde{f}(X)=\widetilde{a}_{0} X^{d}+\cdots+\widetilde{a}_{d}
$$

can be written

$$
\widetilde{f}(X)=\widetilde{a}_{0}\left(X-\widetilde{\alpha}_{1}\right) \cdots\left(X-\widetilde{\alpha}_{d}\right)
$$

with

$$
\max _{1 \leq j \leq d}\left|\alpha_{j}-\widetilde{\alpha}_{j}\right| \leq c \max _{0 \leq i \leq d}\left|a_{i}-\widetilde{a}_{i}\right| .
$$

Proof of Lemma 15.19. Put

$$
\epsilon=\max _{0 \leq i \leq d}\left|a_{i}-\widetilde{a}_{i}\right|
$$

From the assumptions

$$
\left|a_{0}-\widetilde{a}_{0}\right| \leq \epsilon<\eta<\left|a_{0}\right|
$$

we deduce $\widetilde{a}_{0} \neq 0$.

For $|z| \leq R$, we have

$$
|f(z)-\widetilde{f}(z)| \leq \epsilon\left(1+R+\cdots+R^{d}\right)<\left|a_{0}\right| r^{d}
$$

For $\left|z-\alpha_{i}\right|=r$, we have

$$
|f(z)|=\left|a_{0}\right| \prod_{j=1}^{d}\left|z-\alpha_{j}\right| \geq\left|a_{0}\right| r^{d}
$$

Since the upper bound $|f(z)-\widetilde{f}(z)|<|f(z)|$ holds for $\left|z-\alpha_{i}\right|=r$, we deduce (Rouché's theorem) that $\widetilde{f}$ has a single zero $\widetilde{\alpha}_{i}$ in the disc $\left|z-\alpha_{i}\right|<r$. Hence

$$
\widetilde{f}(X)=\widetilde{a}_{0}\left(X-\widetilde{\alpha}_{1}\right) \cdots\left(X-\widetilde{\alpha}_{d}\right)
$$

with

$$
\begin{cases}\left|\widetilde{\alpha}_{i}-\alpha_{i}\right|<r & \text { for } 1 \leq i \leq d, \\ \left|\widetilde{\alpha}_{j}-\alpha_{i}\right| \geq r & \text { for } 1 \leq i \neq j \leq d .\end{cases}
$$

On one hand we have

$$
\left|f\left(\widetilde{\alpha}_{j}\right)\right|=\left|a_{0}\right| \prod_{i=1}^{d}\left|\widetilde{\alpha}_{j}-\alpha_{i}\right| \geq\left|a_{0}\right| r^{d-1}\left|\widetilde{\alpha}_{j}-\alpha_{j}\right|
$$

and on the other

$$
\left|f\left(\widetilde{\alpha}_{j}\right)\right|=\left|f\left(\widetilde{\alpha}_{j}\right)-\widetilde{f}\left(\widetilde{\alpha}_{j}\right)\right| \leq \epsilon(d+1) R^{d}
$$

This completes the proof of Lemma 15.19.
Lemma 15.20. Let $F \in \mathbb{Z}\left[X_{1}, \ldots, X_{n}, Y\right]$ be a polynomial in $n+1$ variables of degree $D_{j}$ in $X_{j},(1 \leq j \leq n)$, and let $\alpha_{1}, \ldots, \alpha_{n}, \beta$ be algebraic numbers which satisfy $F\left(\alpha_{1}, \ldots, \alpha_{n}, \beta\right)=0$. Assume that $F\left(\alpha_{1}, \ldots, \alpha_{n}, Y\right)$ is not the zero polynomial in $\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{n}\right)[Y]$. Then

$$
\mathrm{h}(\beta) \leq 2 \log \mathrm{~L}(F)+2 \sum_{j=1}^{n} D_{j} \mathrm{~h}\left(\alpha_{j}\right) .
$$

Proof of Lemma 15.20. Let $t$ be the degree of $F$ in the variable $Y$. Write $\underline{\alpha}$ for $\left(\alpha_{1}, \ldots, \alpha_{n}\right), \underline{X}$ for $\left(X_{1}, \ldots, X_{n}\right)$, and write

$$
F(\underline{X}, Y)=Y^{t} Q_{t}(\underline{X})+Y^{t-1} Q_{t-1}(\underline{X})+\cdots+Q_{0}(\underline{X}) .
$$

Since $F(\underline{\alpha}, Y) \in \mathbb{Q}(\underline{\alpha})[Y]$ is not the zero polynomial and since $F(\underline{\alpha}, \beta)$ vanishes, at least one of the numbers $Q_{t}(\underline{\alpha}), \ldots, Q_{1}(\underline{\alpha})$ is not zero. Denote by $m$ the largest index $j,(1 \leq j \leq m)$ such that $Q_{j}(\underline{\alpha}) \neq 0$. From $F(\underline{\alpha}, \beta)=0$ we deduce

$$
-\beta^{m} Q_{m}(\underline{\alpha})=\beta^{m-1} Q_{m-1}(\underline{\alpha})+\cdots+\beta Q_{1}(\underline{\alpha})+Q_{0}(\underline{\alpha}) .
$$

Define

$$
\widetilde{Q}(\underline{X}, Y)=Y^{m-1} Q_{m-1}(\underline{X})+\cdots+Y Q_{1}(\underline{X})+Q_{0}(\underline{X}),
$$

so that

$$
-\beta^{m} Q_{m}(\underline{\alpha})=\widetilde{Q}(\underline{\alpha}, \beta)
$$

An upper bound for $\mathrm{h}\left(\beta^{m}\right)$ is

$$
\begin{aligned}
\mathrm{h}\left(\beta^{m}\right) & =\mathrm{h}\left(\beta^{m} Q_{m}(\underline{\alpha}) Q_{m}(\underline{\alpha})^{-1}\right) \\
& \leq \mathrm{h}\left(\beta^{m} Q_{m}(\underline{\alpha})\right)+\mathrm{h}\left(Q_{m}(\underline{\alpha})\right) \\
& =\mathrm{h}(\widetilde{Q}(\underline{\alpha}, \beta))+\mathrm{h}\left(Q_{m}(\underline{\alpha})\right) .
\end{aligned}
$$

Using Lemma 1.5, we bound $\mathrm{h}(\widetilde{Q}(\underline{\alpha}, \beta))$ and $\mathrm{h}\left(Q_{m}(\underline{\alpha})\right)$ from above:

$$
\mathrm{h}\left(Q_{m}(\underline{\alpha})\right) \leq \log \mathrm{L}\left(Q_{m}\right)+\sum_{j=1}^{n}\left(\operatorname{deg}_{X_{j}} Q_{m}\right) \mathrm{h}\left(\alpha_{j}\right)
$$

and

$$
\mathrm{h}(\widetilde{Q}(\underline{\alpha}, \beta)) \leq \log \mathrm{L}(\widetilde{Q})+\sum_{j=1}^{n}\left(\operatorname{deg}_{X_{j}} \widetilde{Q}\right) \mathrm{h}\left(\alpha_{j}\right)+\left(\operatorname{deg}_{Y} \widetilde{Q}\right) \mathrm{h}(\beta) .
$$

The degrees $\operatorname{deg}_{X_{j}} Q_{m}$ and $\operatorname{deg}_{X_{j}} \widetilde{Q}$ are bounded by $\operatorname{deg}_{X_{j}} F=D_{j}$. Also we have $\operatorname{deg}_{Y} \widetilde{Q} \leq m-1$. Coming back to $\mathrm{h}\left(\beta^{m}\right)$, we deduce

$$
m \mathrm{~h}(\beta)=\mathrm{h}\left(\beta^{m}\right) \leq \log \mathrm{L}\left(Q_{m}\right)+\log \mathrm{L}(\widetilde{Q})+2 \sum_{j=1}^{n} D_{j} \mathrm{~h}\left(\alpha_{j}\right)+(m-1) \mathrm{h}(\beta) .
$$

Hence

$$
\mathrm{h}(\beta) \leq \log \mathrm{L}\left(Q_{m}\right)+\log \mathrm{L}(\widetilde{Q})+2 \sum_{j=1}^{n} D_{j} \mathrm{~h}\left(\alpha_{j}\right)
$$

Since $\mathrm{L}\left(Q_{m}\right)+\mathrm{L}(\widetilde{Q}) \leq \mathrm{L}(F)$, we see that $\log \mathrm{L}\left(Q_{m}\right)+\log \mathrm{L}(\widetilde{Q})$ is bounded by $2 \log \mathrm{~L}(F)$, which yields the desired estimate.

Lemma 15.21. Let $\theta_{1}, \ldots, \theta_{n+1}$ be complex numbers. Write $\underline{\theta}$ for the tuple $\left(\theta_{1}, \ldots, \theta_{n}\right)$. Assume $\theta_{n+1}$ is algebraic over the field $\mathbb{Q}(\underline{\theta})$. There exist positive constants $\eta_{0}, c_{0}, c_{1}, c_{2}$ with the following property. Let $\underline{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{n}\right)$ be a tuple of algebraic numbers such that $|\underline{\theta}-\underline{\gamma}|<\eta_{0}$. Then there exists an algebraic number $\gamma_{n+1}$ which satisfies

$$
\left[\mathbb{Q}\left(\underline{\gamma}, \gamma_{n+1}\right): \mathbb{Q}(\underline{\gamma})\right] \leq c_{1}, \quad \mathrm{~h}\left(\gamma_{n+1}\right) \leq c_{2} \max _{1 \leq i \leq n} \mathrm{~h}\left(\gamma_{i}\right)
$$

and

$$
\left|\theta_{n+1}-\gamma_{n+1}\right| \leq c_{3}|\underline{\theta}-\underline{\gamma}| .
$$

Proof of Lemma 15.21. Let $F \in \mathbb{Z}[\underline{X}, Y]$ be a polynomial in $n+1$ variables such that $F(\underline{\theta}, Y)$ is irreducible in $\mathbb{Q}(\underline{\theta})[Y]$ and $F\left(\underline{\theta}, \theta_{n+1}\right)=0$. Write

$$
F(\underline{X}, Y)=a_{0}(\underline{X}) Y^{d}+\cdots+a_{d}(\underline{X})
$$

and define $f(Y)=F(\underline{\theta}, Y)$. Let $\eta$ and $c$ be the constants of Lemma 15.19 attached to $f$. By continuity there exists $\eta_{0}>0$ such that the condition $|\underline{\theta}-\underline{\gamma}|<\eta_{0}$ implies $\max _{0 \leq i \leq d}\left|a_{i}(\underline{\theta})-a_{i}(\underline{\gamma})\right| \leq \eta$. Let $\gamma_{n+1}$ be a root of $f$ (whose existence is given by Lemma 15.19) which satisfies

$$
\left|\theta_{n+1}-\gamma_{n+1}\right| \leq c \max _{0 \leq i \leq d}\left|a_{i}(\underline{\theta})-a_{i}(\underline{\gamma})\right| .
$$

Since $\gamma_{n+1}$ is a root of $f$ we have

$$
\left[\mathbb{Q}\left(\underline{\gamma}, \gamma_{n+1}\right): \mathbb{Q}(\underline{\gamma})\right] \leq d .
$$

From Lemma 15.20 we deduce

$$
\mathrm{h}\left(\gamma_{n+1}\right) \leq c_{2} \max _{1 \leq i \leq n} \mathrm{~h}\left(\gamma_{i}\right) .
$$

This completes the proof of Lemma 15.21.
Proof of Proposition 15.9. Let $\underline{\theta}=\left(\theta_{1}, \ldots, \theta_{m}\right)$ be a tuple of complex numbers such that $\mathbb{Q}(\underline{\theta})$ has transcendence degree 1 . Without loss of generality we may assume that $\theta_{1}$ is transcendental over $\mathbb{Q}$. Let $c_{0}$ be a sufficiently large number (depending only on $\theta_{1}$ ) for which property (iii) of Theorem 15.6 holds. Next, let $C$ be a sufficiently large number. The constants $c_{4}$ and $c_{5}$ below will depend on $\underline{\theta}$, not on $C$.

Given the sequences $\left(D_{v}\right)_{v \geq 1}$ and $\left(h_{v}\right)_{v \geq 1}$ satisfying the assumptions of Proposition 15.9, define

$$
D_{v}^{\prime}=\frac{D_{v}}{C} \quad \text { and } \quad \mu_{v}^{\prime}=\frac{\mu_{v}}{C} .
$$

From Theorem 15.6 we deduce that for infinitely many $v \geq 1$, there is an algebraic number $\gamma_{1}$ satisfying

$$
\frac{1}{c_{0}} D_{v}^{\prime} \leq\left[\mathbb{Q}\left(\gamma_{1}\right): \mathbb{Q}\right] \leq D_{v}^{\prime}, \quad \mathrm{M}\left(\gamma_{1}\right) \leq e^{\mu_{v}^{\prime}}
$$

and

$$
0<\left|\theta_{1}-\gamma_{1}\right| \leq e^{-D_{v}^{\prime} \mu_{v}^{\prime} / c_{0}} .
$$

We fix a sufficiently large $v$ in this infinite sequence, and also we fix a $\gamma_{1}$ as above. Notice that

$$
\mathrm{h}\left(\gamma_{1}\right) \leq \frac{1}{\left[\mathbb{Q}\left(\gamma_{1}\right): \mathbb{Q}\right]} \log \mathrm{M}\left(\gamma_{1}\right) \leq \frac{c_{0}}{D_{v}^{\prime}} \cdot \mu_{v}^{\prime} .
$$

We use Lemma 15.21 with $n=1$ : for each $i=2, \ldots, m$ there exists an algebraic number $\gamma_{i}$ satisfying

$$
\left[\mathbb{Q}\left(\gamma_{1}, \gamma_{i}\right): \mathbb{Q}\left(\gamma_{1}\right)\right] \leq c_{4}, \quad \mathrm{~h}\left(\gamma_{i}\right) \leq c_{5} \mathrm{~h}\left(\gamma_{1}\right)
$$

and

$$
\left|\theta_{i}-\gamma_{i}\right| \leq c_{6}\left|\theta_{1}-\gamma_{1}\right| .
$$

We deduce, for the $m$-tuple $\underline{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{m}\right)$,

$$
\begin{aligned}
& \frac{1}{c_{0}} D_{v}^{\prime} \leq[\mathbb{Q}(\underline{\gamma}): \mathbb{Q}] \leq c_{4}^{m-1} D_{v}^{\prime} \\
& {[\mathbb{Q}(\underline{\gamma}): \mathbb{Q}] \max _{1 \leq i \leq m} \mathrm{~h}\left(\gamma_{i}\right) } \leq c_{4}^{m-1} D_{v}^{\prime} \max _{1 \leq i \leq m} \mathrm{~h}\left(\gamma_{i}\right) \\
& \leq c_{4}^{m-1} c_{5} D_{v}^{\prime} \mathrm{h}\left(\gamma_{1}\right) \\
& \leq c_{4}^{m-1} c_{5} c_{0} \mu_{v}^{\prime}
\end{aligned}
$$

and

$$
|\underline{\theta}-\underline{\gamma}| \leq c_{6} e^{-D_{v}^{\prime} \mu_{v}^{\prime} / c_{0}} .
$$

Since $\gamma_{1} \neq \theta_{1}$, we also have

$$
\max _{1 \leq i \leq m}\left|\theta_{i}-\gamma_{i}\right|>0
$$

Finally for sufficiently large $C$ we have

$$
c_{4}^{m-1} D_{v}^{\prime} \leq D_{v} \quad \text { and } \quad c_{4}^{m-1} c_{5} c_{0} \mu_{v}^{\prime} \leq \mu_{v}
$$

Remark. From Lemma 15.21 we also deduce the following statement (Proposition 1.3 of [RoyW 1997b]). Let $\theta_{1}, \ldots, \theta_{m}$ be complex numbers, not all of which are algebraic, and let $n$ be an integer in the range $1 \leq n \leq m$. Assume each of the numbers $\theta_{n+1}, \ldots, \theta_{m}$ is algebraic over the field $\mathbb{Q}\left(\theta_{1}, \ldots, \theta_{n}\right)$. Then there exist positive constants $c_{7}, c_{8}$ and $c_{9}$ such that, if $\psi(D, \mu)$ is a measure of simultaneous approximation for the $m$-tuple $\left(\theta_{1}, \ldots, \theta_{m}\right)$, then $c_{7}+\psi\left(c_{8} D, c_{9} \mu\right)$ is a measure of simultaneous approximation for the $n$-tuple $\left(\theta_{1}, \ldots, \theta_{n}\right)$.

### 15.3 Algebraic Independence Results: Small Transcendence Degree

We combine here some of the simultaneous approximations measures obtained in Chap. 14 with the results of $\S 15.1$ and deduce results of algebraic independence.

The underlying principle of Corollary 15.10 is that any measure of simultaneous approximation $\psi(D, \mu)$ better than $D \mu$ for $\underline{\theta}$ implies that $\mathbb{Q}(\underline{\theta})$ has transcendence degree $\geq 2$. Under the notation of Chap. 14, we are looking at simultaneous approximation measure $\varphi(D, h)$ better than $D^{2} h$. Often, it is sufficient to fix the parameter $h$ (sufficiently large) and to make $D$ tend to infinity. In terms of $\psi$ this amounts to take for $\mu$ a constant multiple of $D$.

We give a collection of examples related to estimates which have been established in Chap. 14.

### 15.3.1 On the Lindemann-Weierstraß Theorem

Let us prove the special case $n=2$ of Theorem 1.3:

- Let $\beta_{1}, \beta_{2}$ be two nonzero algebraic numbers whose quotient $\beta_{1} / \beta_{2}$ is irrational. Then the two numbers $e^{\beta_{1}}$ and $e^{\beta_{2}}$ are algebraically independent.

Thanks to Corollary 15.10, this result follows from Corollary 14.11, where we have proved the existence of a constant $c>0$ such that

$$
\psi(D, \mu)=c D^{1 / 2} \mu(\log \mu+D \log D)(\log \mu)^{-1}
$$

is a measure of simultaneous approximation for $e^{\beta_{1}}, e^{\beta_{2}}$.
The first proof of this special case of the Lindemann-Weierstraß' Theorem along Gel'fond's method is due to G. V. Chudnovsky [Ch 1984], Chap. 7 Th. 10.6.

On the other hands several quantitative refinements of Lindemann-Weierstraß, Theorem are known; in particular a completely explicit measure of algebraic independence (see § 15.5.2) have been derived by A. Sert [Sert 1999].

### 15.3.2 Algebraic Independence of $\alpha_{s}^{\beta_{j} \beta_{r}^{\prime}}$

Combining Corollary 15.10 with Corollary 14.4 , we deduce the following result:
Theorem 15.22. Let $\beta_{0}, \ldots, \beta_{n}$ be $\mathbb{Q}$-linearly independent algebraic numbers, $\beta_{1}^{\prime}, \ldots, \beta_{p}^{\prime}$ also $\mathbb{Q}$-linearly independent algebraic numbers and $\lambda_{1}, \ldots, \lambda_{q}$ be $\mathbb{Q}$ linearly independent elements of $\mathcal{L}$. Assume $n p q>p q+n$. Then two at least of the $(n+1) p q$ numbers

$$
e^{\beta_{j} \beta_{r} \lambda_{s}} \quad(0 \leq j \leq n, 1 \leq r \leq p, 1 \leq s \leq q)
$$

are algebraically independent.
Equality $n p q=p q+n+1$ holds for and only for the following triples $(n, p, q)$ :

$$
(2,1,3), \quad(3,1,2), \quad(3,2,1) \quad \text { and } \quad(2,3,1)
$$

We give an example of each.
Taking $(n, p, q)=(2,1,3)$, we deduce Corollary 7.2.4 of [W 1974]:
Corollary 15.23. Let $\beta_{1}, \beta_{2}$ be algebraic numbers such that $1, \beta_{1}, \beta_{2}$ are $\mathbb{Q}$-linearly independent and let $\lambda_{1}, \lambda_{2}, \lambda_{3}$ be $\mathbb{Q}$-linearly independent elements in $\mathcal{L}$. Then two at least of the six numbers

$$
e^{\lambda_{i} \beta_{j}} \quad(i=1,2,3, j=1,2)
$$

are algebraically independent.

Taking $(n, p, q)=(3,1,2)$, we deduce Corollary 7.2.5 of [W 1974]:
Corollary 15.24. Let $\beta_{1}, \beta_{2}, \beta_{3}$ be algebraic numbers such that $1, \beta_{1}, \beta_{2}, \beta_{3}$ are $\mathbb{Q}$ linearly independent and let $\lambda_{1}, \lambda_{2}$ be $\mathbb{Q}$-linearly independent elements in $\mathcal{L}$. Then two at least of the six numbers

$$
e^{\lambda_{i} \beta_{j}} \quad(i=1,2, j=1,2,3)
$$

are algebraically independent.

Taking $(n, p, q)=(3,2,1)$, we deduce:
Corollary 15.25. Let $\beta$ and $\beta^{\prime}$ be two quadratic numbers with $\left[\mathbb{Q}\left(\beta, \beta^{\prime}\right): \mathbb{Q}\right]=4$. Let $\lambda \in \mathcal{L} \backslash\{0\}$. Then two at least of the three numbers

$$
e^{\beta \lambda}, e^{\beta^{\prime} \lambda}, e^{\beta \beta^{\prime} \lambda}
$$

are algebraically independent.
For instance two at least of the three numbers

$$
2^{\sqrt{2}}, 2^{\sqrt{3}}, 2^{\sqrt{6}}
$$

are algebraically independent.
Finally, taking $(n, p, q)=(2,3,1)$, we obtain a result of Gel'fond:

- If $\lambda=\log \alpha$ is a nonzero logarithm of an algebraic number and if $\beta$ is a cubic irrational number, then the two numbers $\alpha^{\beta}=e^{\beta \lambda}$ and $\alpha^{\beta^{2}}=e^{\beta^{2} \lambda}$ are algebraically independent.
For instance the two numbers $2^{\sqrt[3]{2}}$ and $2^{\sqrt[3]{4}}$ are algebraically independent.
More generally, the following result of Gel'fond's [G 1952] is deduced from Theorem 15.22 with $n=d-1, p=d, q=1$ :

Corollary 15.26. Let $\beta$ an algebraic number of degree $d \geq 3$ and let $\lambda \in \mathscr{L} \backslash\{0\}$. Then two at least of the $d-1$ numbers

$$
e^{\beta \lambda}, \ldots, e^{\beta^{d-1} \lambda}
$$

are algebraically independent.

### 15.3.3 Algebraic Independence of Exponentials and Logarithms

Here is the Linear Subgroup Theorem in transcendence degree 1 (Theorem 1.1 of [RoyW 1997a]). For a subfield $K$ of $\mathbb{C}$, define

$$
\mathscr{L}_{K}=\exp ^{-1}\left(K^{\times}\right)=\left\{z \in \mathbb{C} ; e^{z} \in K^{\times}\right\} .
$$

Theorem 15.27*. Let $d_{0}$ and $d_{1}$ be nonnegative integers with $d=d_{0}+d_{1}>0, G$ the algebraic group $\mathbb{G}_{\mathrm{a}}^{d_{0}} \times \mathbb{G}_{\mathrm{m}}^{d_{1}}, K$ a subfield of $\mathbb{C}$ of transcendence degree $\leq 1$ over $\mathbb{Q}, \mathcal{W}$ a vector subspace of $\mathbb{C}^{d}$ defined over $K, Y$ a finitely generated subgroup of $K^{d_{0}} \times\left(\mathscr{L}_{K}\right)^{d_{1}}$ and $Y_{a}$ a subgroup of $Y$ contained in $K^{d_{0}} \times \mathscr{L}^{d_{1}}$. Assume that the dimension $n$ of the vector subspace of $\mathbb{C}^{d}$ spanned by $\mathcal{W} \cup Y$ satisfies $n<d / 2$. Assume also that no algebraic subgroup $G^{*}$ of $G$, defined over $K$ and distinct from $G$ itself, has a tangent space $T_{e}\left(G^{*}\right)$ which contains $\mathcal{W} \cup Y$. Then there exists an algebraic subgroup $G^{*}=G_{0}^{*} \times G_{1}^{*}$ of $G$, where $G_{0}^{*}$ is an algebraic subgroup of $\mathbb{G}_{\mathrm{a}}^{d_{0}}$ of codimension $d_{0}^{b}$ and $G_{1}^{*}$ is an algebraic subgroup of $\mathbb{G}_{\mathrm{m}}^{d_{1}}$ of codimension $d_{1}^{b}$ with $d^{\mathrm{b}}=d_{0}^{\mathrm{b}}+d_{1}^{\mathrm{b}}>0$, such that, if we set

$$
\begin{array}{cc}
\mathcal{W}^{\mathrm{b}}=\frac{\mathcal{W}}{\mathcal{W} \cap T_{e}\left(G^{*}\right)}, \quad Y^{\mathrm{b}}=\frac{Y}{Y \cap T_{e}\left(G^{*}\right)}, \quad Y_{a}^{\mathrm{b}}=\frac{Y_{a}}{Y_{a} \cap T_{e}\left(G^{*}\right)}, \\
\ell_{0}^{\mathrm{b}}=\operatorname{dim}_{\mathbb{C}}\left(\mathcal{W}^{\mathrm{b}}\right), \quad \ell_{1}^{\mathrm{b}}=\operatorname{rank}_{\mathbb{Z}}\left(Y^{\mathrm{b}}\right), \quad \ell_{a}^{\mathrm{b}}=\operatorname{rank}_{\mathbb{Z}}\left(Y_{a}^{\mathrm{b}}\right),
\end{array}
$$

and if $n^{b}$ denotes the dimension of the subspace of $\mathbb{C}^{d^{b}}$ spanned by $W^{b} \cup Y^{b}$, then we have $d^{b}>2 n^{b}>\ell_{0}^{b}$ and

$$
\frac{d_{1}}{d-2 n} \geq \frac{d_{1}^{b}}{d^{b}-2 n^{b}} \geq \frac{\ell_{1}^{b}}{2 n^{b}-\ell_{0}^{b}}
$$

Moreover, if either $d_{0}^{b}<n^{b}$, or $\ell_{0}^{b}<n^{b}$, or else $\ell_{a}^{b}>0$, then we have the strict inequality

$$
\frac{d_{1}^{b}}{d^{b}-2 n^{b}}>\frac{\ell_{1}^{b}}{2 n^{b}-\ell_{0}^{b}}
$$

We refer to [RoyW 1997a] for a proof of Theorem 15.27. The main tools are Theorem 13.1 and Corollary 15.10, but an extra argument is necessary for the following reason. The algebraic independence method we have described so far in this chapter rests on measures of simultaneous approximation. These measures are not valid without some technical assumption (the linear independence measure condition of Chap. 14, say). It is easy to prove Theorem 15.27 under such an extra hypothesis, but it is possible also to avoid it as follows. In the transcendence argument, when using Theorem 13.1, we had algebraic data $\underline{w}_{k}$ and $\underline{\eta}_{j}$, and complex data $\underline{w}_{k}^{\prime}$ and $\underline{\eta}_{\dot{j}}^{\prime}$. The algebraic subgroup $G^{*}$ of $G$ which occurs in the conclusion of Theorem 13.1 is related to the algebraic data, and this is where the technical assumption comes from. In order to avoid it, one needs to lift this obstructing subgroup and get a
subgroup of $G$ which is related to the complex data $\underline{w}_{k}^{\prime}$ and $\underline{\eta}_{j}^{\prime}$. That this is possible in transcendence degree 1 (i.e. for function fields in one variable) is explained in § 3 of [RoyW 1997a].

We now state the special case $n=1$ of Theorem 15.27 ; it is the main result concerning small transcendence degree (i.e. algebraic independence of at least two numbers in certain sets) for values of the exponential function in a single variable (not including Lindemann-Weierstraß Theorem).

Corollary 15.28. Letm and $n$ be two positive integers, $\left\{x_{1}, \ldots, x_{m}\right\}$ and $\left\{y_{1}, \ldots, y_{n}\right\}$ two families of $\mathbb{Q}$-linearly independent complex numbers. Denote by $K_{1}$ the field generated over $\mathbb{Q}$ by the mn numbers $\exp \left(x_{i} y_{j}\right)(1 \leq i \leq m, 1 \leq j \leq n)$. Define also

$$
K_{2}=K_{1}\left(x_{1}, \ldots, x_{m}\right), \quad K_{3}=K_{2}\left(y_{1}, \ldots, y_{n}\right) .
$$

We set

$$
\kappa_{1}=m n, \quad \kappa_{2}=\kappa_{1}+m, \quad \kappa_{3}=\kappa_{2}+n .
$$

Hence, for $h=1,2,3$, the field $K_{h}$ is obtained by adjoining $\kappa_{h}$ elements to $\mathbb{Q}$. Then the transcendence degree of $K_{h}$ over $\mathbb{Q}$ is $\geq 2$ in each of the following cases:
(a) $h=1,2$ and $\kappa_{h} \geq 2(m+n)$;
(b) $h=3$ and $\kappa_{3}>2(m+n)$;
(c) $h=3, \kappa_{3}=2(m+n)$ and $x_{i} y_{1} \in \mathcal{L}$ for $i=1, \ldots, m$.

Remark. Here are a few references for a direct proof of this result: [T 1971], [ Br 1974b], Chap. 7 of [W 1974], Chap. 12 of [B 1975], [Br 1979], Corollaire 1.2 of [RoyW 1997a], Chap. 6 of [FNe 1998] and Chap. 13 of [NeP 2000].

Proof of Corollary 15.28 as a consequence of Theorem 15.27 (Following [RoyW 1997a]). We take $n=1, d_{0}$ is 0 or 1 , and $\ell_{0}$ is also 0 or 1 . Define

$$
\begin{gathered}
\underline{w}= \begin{cases}\left(x_{1}, \ldots, x_{d}\right) & \text { if } d_{0}=0, \\
\left(1, x_{1}, \ldots, x_{d}\right) & \text { if } d_{0}=1,\end{cases} \\
\mathcal{W}= \begin{cases}0 & \text { if } \ell_{0}=0, \\
\mathbb{C} \underline{w} & \text { if } \ell_{0}=1\end{cases}
\end{gathered}
$$

and

$$
\underline{\eta}_{j}=y_{j} \underline{w} \quad\left(1 \leq j \leq \ell_{1}\right) .
$$

In the conclusion of Theorem 15.27 we have $n \geq n^{b}>0$, hence $n^{b}=1$, and

$$
\frac{d_{1}}{d-2} \geq \frac{d_{1}^{b}}{d^{b}-2} \geq \frac{\ell_{1}^{b}}{2-\ell_{0}^{b}}
$$

Since $d^{\mathrm{b}}=d_{1}^{\mathrm{b}}+d_{0}^{\mathrm{b}}$ with $0 \leq d_{0}^{\mathrm{b}} \leq d_{0}$, one easily deduces from the inequality

$$
d_{1}\left(d^{\mathrm{b}}-2\right) \geq d_{1}^{\mathrm{b}}(d-2)
$$

that $d_{0}^{\mathrm{b}}=d_{0}$ and $d_{1}^{\mathrm{b}}=d_{1}$, hence $d^{\mathrm{b}}=d$ and $G^{*}=0$. Therefore $\ell_{0}^{\mathrm{b}}=\ell_{0}, \ell_{1}^{\mathrm{b}}=\ell_{1}$ and

$$
\frac{d_{1}}{d-2} \geq \frac{\ell_{1}}{2-\ell_{0}}
$$

Therefore when $n=1$ the assumption that the field $K$ of Theorem 15.27 has transcendence degree $\leq 1$ implies

$$
\ell_{1} d+d_{1} \ell_{0} \leq 2\left(d_{1}+\ell_{1}\right)
$$

The conclusion of case (b) in Corollary 15.28 plainly follows. Moreover we get strict inequality when either $d_{0}=0$ or $\ell_{0}=0$, and this covers case (a). In case (c) we also have strict inequality because $\ell_{a}>0$.

Theorem 15.22 also follows from the lower bound for $\kappa_{2}$ in Corollary 15.28. Therefore Corollary 15.25 is a consequence of the lower bound for $\kappa_{2}$ in Corollary 15.28, but in fact it is also a consequence of the lower bound for $\kappa_{1}$ with $m=n=4$,

$$
x_{1}=1, x_{2}=\beta, x_{3}=\beta^{\prime}, x_{4}=\beta \beta^{\prime}, \quad y_{j}=x_{j} \lambda \quad(j=1,2,3,4) .
$$

As a further example of the lower bound for $\kappa_{2}$ one deduces from Corollary 15.28 a stronger form of Corollary 15.26:

- Let $\lambda \in \mathbb{C}^{\times}$be a nonzero complex number and $\beta$ an algebraic number of degree $d \geq 3$. Then two at least of the $d$ numbers

$$
e^{\lambda}, e^{\beta \lambda}, \ldots, e^{\beta^{d-1} \lambda}
$$

are algebraically independent.
Finally another consequence of the lower bound for $\kappa_{2}$ is Corollary 7.2.6 of [W 1974]:

Corollary 15.29. Let $\beta$ be an irrational algebraic number and let $\lambda_{1}, \lambda_{2}$ be $\mathbb{Q}$ linearly independent elements in $\mathcal{L}$. Then two at least of the five numbers

$$
\frac{\lambda_{1}}{\lambda_{2}}, e^{\lambda_{1} \beta}, e^{\lambda_{2} \beta}, e^{\lambda_{1} \beta^{2}}, e^{\lambda_{2} \beta^{2}}
$$

are algebraically independent.
For instance two at least of the three numbers

$$
\frac{\log 2}{\log 3}, 2^{i}, 3^{i}
$$

are algebraically independent.

Remark. Using Corollary 15.10, one deduces also Corollary 15.29 from Corollary 14.5: indeed if we set $k=4, m=2$,

$$
x_{1}=\lambda_{2}, \quad x_{2}=\beta \lambda_{2}, \quad y_{1}=1, \quad y_{2}=\frac{\lambda_{1}}{\lambda_{2}}, \quad y_{3}=\beta, \quad y_{4}=\beta y_{2},
$$

then Corollary 14.5 shows that a simultaneous approximation measure for the five numbers occurring in Corollary 15.29 is

$$
\varphi(D, h)=c D^{2} h^{4 / 3}(h+\log D)^{3 / 4}(\log h+\log D)^{-1}
$$

which is $o\left(D^{2}\right)$ for fixed $h$ and for $D \rightarrow \infty$.

### 15.3.4 Quadratic Relations Between Logarithms of Algebraic Numbers

The only known information so far in direction of Conjecture 1.15 (on the algebraic independence of logarithms of algebraic numbers) which does not follow from the results of Chapters 11 and 12 is the following (see [RoyW 1997a], [RoyW 1997b]).

Theorem 15.30. Let $\lambda_{1}, \ldots, \lambda_{n}$ be elements of $\mathcal{L}$ and $\mathcal{E}$ the $\mathbb{Q}$-vector subspace of $\mathbb{C}$ spanned by these elements. Assume ${ }^{26}$ that the field $k=\mathbb{Q}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ has transcendence degree 1 over $\mathbb{Q}$. Then the rank of any nonzero matrix M with entries in $\mathcal{E}$ satisfies

$$
\operatorname{rank}(\mathrm{M})>\frac{1}{2} r_{\mathrm{str}}(\mathrm{M})
$$

where $r_{\text {str }}(\mathrm{M})$ is the structural rank of M with respect to $k$.
By Proposition 12.25 , it follows that if $\lambda_{1}, \ldots, \lambda_{n}$ are $\mathbb{Q}$-linearly independent elements of $\mathcal{L}$ satisfying

$$
\operatorname{trdeg}_{\mathbb{Q}} \mathbb{Q}\left(\lambda_{1}, \ldots, \lambda_{n}\right)=1
$$

then for any nonzero homogeneous polynomial $Q \in \mathbb{Q}\left[X_{1}, \ldots, X_{n}\right]$ of degree 2, we have $Q\left(\lambda_{1}, \ldots, \lambda_{n}\right) \neq 0$. It would be interesting to extend this statement to nonhomogeneous quadratic polynomials. For instance taking $Q\left(X_{1}, X_{2}\right)=X_{1}^{2}-X_{2}$ would yield the transcendence of the number $e^{\lambda^{2}}$ for any $\lambda \in \mathcal{L} \backslash\{0\}$. So far the transcendence of $e^{\pi^{2}}$ is still an open problem.

A simple corollary of Theorem 15.30 is the transcendence of one at least of the two numbers

$$
e^{\lambda^{2}}, e^{\lambda^{3}}
$$

for $\lambda \in \mathscr{L} \backslash\{0\}$; this corollary is also a consequence of part c ) in Corollary 15.28, and a direct transcendence proof (not passing through algebraic independence) has been given in Chap. 11 (see Exercise 11.8).

Theorem 15.30 clearly follows by combining Theorem 14.23 with Corollary 15.10. Another proof of Theorem 15.30 as a consequence of Theorem 15.27 is given in [RoyW 1997a], § 1, together with further similar results.

[^23]
### 15.3.5 Open Problems

The best known measure of simultaneous algebraic approximation for the two numbers $\pi$ and $e^{\pi}$ is the one which is valid more generally for $\lambda$ and $e^{\beta \lambda}$ when $\beta$ is a quadratic number and $\lambda$ a nonzero logarithm of an algebraic number, namely (see Exercise 14.4.e)

$$
c D^{1 / 2} \mu(\mu+D \log D)^{1 / 2}(\log \mu)^{-1 / 2}
$$

This measure is not strong enough to yield a result of algebraic independence. The algebraic independence of the two numbers $\pi$ and $e^{\pi}$ has been proved by Nesterenko using modular forms [Ne 1996] (see also [NeP 2000]), and the algebraic independence of $\lambda$ and $e^{\beta \lambda}$ is not yet proved in general.

In the same way, the best known measures of simultaneous approximation, which are stated in Exercise 14.4, are not strong enough to solve the following open problems:
(?) Two at least of the three numbers $e, e^{e}, e^{e^{2}}$ are algebraically independent.
(?) Two at least of the three numbers $\pi, e, e^{\pi^{2}}$ are algebraically independent.
Partial results are known and follow from the measures of simultaneous approximation proved in Chap. 14 (see Exercise 15.15).

Further conjectures are as follows:
(?) Each of the numbers $e^{e}, e^{e^{2}}, e^{\pi^{2}}$ is transcendental
(?) The numbers $e$ and $\pi$ are algebraically independent
So far, the best known unconditional measure of simultaneous approximation for the two numbers $e$ and $\pi$ is

$$
c D^{1 / 2} \mu^{1 / 2}(\mu+D \log D)(\log \mu)^{1 / 2}
$$

with some absolute constant $c>0$ (see Exercise 14.6.c).
According to part 2 of Conjecture 14.25 there should exist a positive constant $c$ such that $c D^{1 / 2} \mu$ is a measure of simultaneous approximation for each of the pairs $(e, \pi),\left(e^{\pi}, \pi\right)$ and $\left(e, e^{e}\right)$. One expects that the same holds for other similar pairs of complex numbers, like for almost all elements of $\mathbb{C}^{2}$.

### 15.4 Large Transcendence Degree: Conjecture on Simultaneous Approximation

It is a challenge to extend the previous discussion to higher transcendence degree. So far the connection (see § 15.2) between simultaneous approximation and algebraic independence has been established only for small transcendence degree (Proposition 15.9). The following statement would provide results of large transcendence degree (compare with [RoyW 1997b], Conjecture 1.7, [Lau 1998], § 4.2, and [Roy 2000a]).

Conjecture 15.31. Let $\underline{\theta}=\left(\theta_{1}, \ldots, \theta_{m}\right)$ be a tuple of complex numbers such that the number

$$
t=\operatorname{trdeg}_{\mathbb{Q}} \mathbb{Q}(\underline{\theta})
$$

is $\geq 1$. There exist two positive constants $c_{1}$ and $c_{2}$ with the following property. Let $\left(D_{v}\right)_{v \geq 1}$ and $\left(\mu_{v}\right)_{v \geq 1}$ be sequences of real numbers satisfying $D_{v} \geq c_{1}, \mu_{v} \geq c_{1}$,

$$
c_{1} \leq D_{v} \leq D_{v+1} \leq 2 D_{v}, \quad \text { and } \quad c_{1} D_{v} \leq \mu_{v} \leq \mu_{v+1} \leq 2 \mu_{v} \quad(v \geq 1)
$$

Assume also

$$
\lim _{v \rightarrow \infty} \mu_{v}=\infty
$$

Then for infinitely many $v$ there exists a m-tuple $\underline{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{m}\right)$ of algebraic numbers satisfying

$$
[\mathbb{Q}(\underline{\gamma}): \mathbb{Q}] \leq D_{v}, \quad[\mathbb{Q}(\underline{\gamma}): \mathbb{Q}] \max _{1 \leq i \leq m} \mathrm{~h}\left(\gamma_{i}\right) \leq \mu_{v}
$$

and

$$
\max _{1 \leq i \leq m}\left|\theta_{i}-\gamma_{i}\right| \leq e^{-c_{2} D_{v}^{1 / t} \mu_{\nu}} .
$$

A discussion of this topic as well as further related issues is given in [W 2000].
Remark 1. By Proposition 15.9, a stronger result holds for $t=1$, since one obtains also a lower bound for $[\mathbb{Q}(\gamma): \mathbb{Q}]$. It has been shown by D. Roy [Roy 2000a] that such a lower bound for the degree cannot be expected for $t \geq 2$. One cannot replace the condition

$$
[\mathbb{Q}(\underline{\gamma}): \mathbb{Q}] \max _{1 \leq i \leq m} \mathrm{~h}\left(\gamma_{i}\right) \leq \mu_{v} \quad \text { by } \quad \max _{1 \leq i \leq m} \mathrm{~h}\left(\gamma_{i}\right) \leq \frac{\mu_{v}}{D_{v}}
$$

(compare with [RoyW 1997b], Conjecture 1.7).
Remark 2. A heuristic motivation for the exponent $1 / t$ if given by M. Laurent in [Lau 1998], § 4.2 p. 325 (see below the end of § 15.5.1).

Remark 3. Let $\underline{\theta} \in \mathbb{C}^{m}$ be a tuple of complex numbers with a measure of simultaneous approximation $\psi(D, \mu)$. Assume that for any sufficiently large $D_{1}, D_{2}$ and $\mu_{1}, \mu_{2}$ satisfying $D_{1} \leq D_{2}$ and $\mu_{1} \leq \mu_{2}$, we have

$$
\psi\left(D_{1}, \mu_{1}\right) \leq \psi\left(D_{2}, \mu_{2}\right)
$$

Assume further that there exist sequences $\left(D_{v}\right)_{v \geq 1}$ and $\left(\mu_{v}\right)_{v \geq 1}$ like in Conjecture 15.31, namely with $D_{v} \geq c_{1}, \mu_{v} \geq c_{1} D_{v}$,

$$
D_{v} \leq D_{v+1} \leq 2 D_{v}, \quad \text { and } \quad \mu_{v} \leq \mu_{v+1} \leq 2 \mu_{v} \quad(v \geq 1)
$$

such that, for a positive real number $k$,

$$
\lim _{v \rightarrow \infty} \frac{1}{D_{v}^{1 / k} \mu_{v}} \psi\left(D_{v}, \mu_{v}\right)=0 .
$$

Then, by Conjecture 15.31,

$$
\operatorname{trdeg}_{\mathbb{Q}} \mathbb{Q}(\underline{\theta}) \geq[k]+1
$$

In loose terms, Conjecture 15.31 means that any simultaneous approximation measure better than $D^{1 / k} \mu$ for $\underline{\theta}$ should imply $\operatorname{trdeg}_{\mathbb{Q}} \mathbb{Q}(\underline{\theta})>k$.

Remark 4. Assuming Conjecture 15.31, one deduces Lindemann-Weierstraß' Theorem from Corollary 14.11 as follows: one applies Remark 3 to the function

$$
\psi(D, \mu)=C D^{1 / m} \mu(\log \mu+D \log D)(\log \mu)^{-1}
$$

with $k=m-1$, taking for instance the sequences $D_{v}=\log \nu$ and $\mu_{\nu}=v$.
Remark 5. Combining Conjecture 15.31 with Conjecture 14.25 (part 2), one deduces Conjecture 1.15 on algebraic independence of logarithms of algebraic numbers. More generally, if we take Conjectures 14.25 and 15.31 for granted, then one deduces Schanuel's Conjecture 1.14 under the hypothesis that $x_{1}, \ldots, x_{n}$ satisfy a linear independence measure condition.

Here is another consequence of Conjecture 15.31, which includes results due to G. Diaz and P. Philippon.

Theorem 15.32*. Under the notation and hypotheses of Corollary 15.28, assume that both tuples $\left(x_{1}, \ldots, x_{m}\right)$ and $\left(y_{1}, \ldots, y_{n}\right)$ satisfy a linear independence measure condition. Then for $i=1,2,3$ the transcendence degree $t_{i}$ of the field $K_{i}$ satisfies

$$
\begin{aligned}
t_{1} & \geq\left[\frac{m n}{m+n}\right] \quad \text { provided that } \quad m n>m+n, \\
t_{2} & \geq\left[\frac{m n+m}{m+n}\right] \quad \text { provided that } \quad m \geq 2
\end{aligned}
$$

and

$$
t_{3} \geq \frac{m n}{m+n}
$$

For further references, including previous statements of Chudnovsky ([Ch 1984], Chap. 1), more recent results by W. D. Brownawell (where a weaker technical assumption is shown to be sufficient) - as well as quantitative refinements, we refer for instance [FNe 1998] and Chap. 14 of [ NeP 2000].

Remark. In some cases it is possible to obtain a strict inequality for $t_{3}$. Also extensions to higher dimensional situation are known.

Here is a consequence of Theorem 15.32, where the technical hypothesis does not appear explicitly (they are in fact a consequence of the assumptions):

Under the assumptions of Theorem 15.22, the transcendence degree of the field generated by the $(n+1)$ pq numbers

$$
e^{\beta_{j} \beta_{r} \lambda_{s}} \quad(0 \leq j \leq n, 1 \leq r \leq p, 1 \leq s \leq q)
$$

is at least

$$
\left[\frac{n p q}{p q+n+1}\right]+1
$$

Notice that this statement also follows directly from Conjecture 15.31 by means of Corollary 14.4.

A special case is the following result of G. Diaz [Di 1989]:
Under the assumptions of Corollary 15.26, the transcendence degree of the field

$$
\mathbb{Q}\left(e^{\lambda}, e^{\beta \lambda}, \ldots, e^{\beta^{d-1} \lambda}\right)
$$

is at least $[(d+1) / 2]$.
The so-called Problem of Gel'fond and Schneider is to show that this transcendence degree is $d-1$. See [FNe 1998], Chap. 6 and [NeP 2000], Chap. 14.

Proof of (15.32) as a consequence of Conjecture 15.31.
(1) Since $m n>m+n$ we already know (six exponentials Theorem) $t_{1} \geq 1$. By Corollary 15.28 we also have $t_{1} \geq 2$ as soon as $m n \geq 2(m+n)$. Incidentally, for these two results (small transcendence degree), no technical assumption (linear independence measure condition) is required.

The assumption $m n>m+n$ allows us to define

$$
\kappa=\frac{m n}{m n-m-n} .
$$

Applying Corollary 14.18 with $r=1, d=m, \ell=n$, we deduce that a measure of simultaneous approximation for the numbers $e^{x_{i} y_{j}}$ is

$$
c \mu^{\kappa}(\log \mu)^{1-\kappa}
$$

Since this function is increasing, we may apply Remark 3 above for the sequences $D_{v}=\nu$ and $\mu_{\nu}=v \log \log \nu$ with $k>0$ defined by

$$
\kappa=1+\frac{1}{k}, \quad \text { viz. } \quad k=\frac{1}{\kappa-1}=\frac{m n}{m+n}-1 .
$$

We deduce that the transcendence degree $t_{1}$ of the field $K_{1}$ over $\mathbb{Q}$ is $\geq[k]+1$.
(2) Here we apply Corollary 14.5, but we permute the role of $x$ and $y$ (which means that we replace $(m, k)$ by $(n, m)$ ). Under the assumptions of Theorem 15.32, assuming
$m \geq 2$, a measure of simultaneous approximation for the $m n+m$ numbers $x_{i}, e^{x_{i} y_{j}}$ is $c \psi(D, \mu)$ with

$$
\psi(D, \mu)^{n(m-1)}=\mu^{m n}(\mu+D \log D)^{m}(\log \mu)^{-m-n}
$$

Since both functions $D \mapsto \psi(D, \mu)$ and $\mu \mapsto \psi(D, \mu)$ are increasing, and since

$$
\psi(D, D) \leq c^{\prime} D^{1+(1 / k)}(\log D)^{-1 /(m-1)} \quad \text { with } \quad k=\frac{m+n}{n(m-1)}
$$

we deduce from Conjecture 15.31 that the transcendence degree $t_{2}$ of the field $K_{2}$ satisfies $t_{2} \geq[k]+1$.
(3) Combining Corollary 14.14 and Conjecture 15.31 with

$$
\psi(D, \log D)=c^{\prime} D^{1+\frac{m n}{m+n}} \log D
$$

we deduce

$$
t_{3} \geq \frac{m n}{m+n} .
$$

### 15.5 Further Results and Conjectures

### 15.5.1 Further Criteria for Algebraic Independence

Historically, the first result of algebraic independence was Lindemann-Weierstrass' Theorem 1.3. However, as pointed out in § 1.1, this statement is equivalent to a result of linear independence. Further more general results of algebraic independence of values of the so-called $E$-functions were achieved in 1929 , and then in 1949, by C.L. Siegel. Later, A.B. Šidlovskiǔ and his school developed extensively this theory; but we shall not tell more about this theme here (see [Sh 1989], as well as [FNe 1998], Chap. 5).

Another method of algebraic independence was introduced by K. Mahler in the 1930's, and it is very efficient for studying the values of functions satisfying certain functional equations; again, we shall not expand on this topic (see [Ni 1996]).

The method of algebraic independence of the present chapter has its main source in the work of A.O. Gel'fond around 1950 [G 1952] (see also [FNe 1998] and [NeP 2000]). Among the tools he introduced are a zero estimate (see Exercise 2.9) and a transcendence criterion. The next statement also introduces multiplicities, following [LauRoy 1999a] and [LauRoy 2000]. For $\sigma \in \mathbb{N}^{n}$ we denote, as usual, by $D^{\sigma}$ the derivative operator $\left(d / d X_{1}\right)^{\sigma_{1}} \cdots\left(d / d X_{n}\right)^{\sigma_{n}}$ on the space $\mathbb{C}\left[X_{1}, \ldots, X_{n}\right]$.

Theorem 15.33*. Let $\underline{\theta}=\left(\theta_{1}, \ldots, \theta_{m}\right)$ be a m-tuple of complex numbers. The following properties are equivalent.
(i) $\operatorname{trdeg}_{\mathbb{Q}} \mathbb{Q}(\underline{\theta}) \geq 2$.
(ii) There exists a sequence $\left(f_{v}\right)_{v \geq 1}$ of polynomials in $\mathbb{Z}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{m}\right]$ and a sequence $\left(t_{v}\right)_{v \geq 1}$ of real numbers such that

$$
\operatorname{deg} f_{v}+\log \mathrm{H}\left(f_{v}\right) \leq t_{v}, \quad \lim _{v \rightarrow \infty} t_{v}=\infty
$$

and

$$
0<\left|f_{v}(\underline{\theta})\right|<e^{-3 t_{v} \max \left\{t_{v-1}, t_{v}, t_{v+1}\right\}}
$$

(iii) There exist sequences $\left(d_{v}\right)_{v \geq 1},\left(s_{v}\right)_{v \geq 1}$ of positive integers, sequences $\left(H_{v}\right)_{v \geq 1}$, $\left(V_{\nu}\right)_{v \geq 1}$ of real numbers and a sequence $\left(f_{v}\right)_{v \geq 1}$ of polynomials in $\mathbb{Z}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{m}\right]$ satisfying

$$
\begin{gathered}
\frac{d_{v}}{s_{v}} \leq \frac{d_{v+1}}{s_{v+1}}, \quad \frac{\log H_{v}}{s_{v}} \leq \frac{\log H_{v+1}}{s_{v+1}}, \\
\frac{V_{v}}{s_{v}} \leq \frac{V_{v+1}}{s_{v+1}}, \\
\limsup _{v \rightarrow \infty} \frac{V_{v} s_{v}}{d_{v} \log H_{v}}=\infty,
\end{gathered}
$$

and

$$
\operatorname{deg} f_{v} \leq d_{\nu}, \quad \mathrm{H}\left(f_{v}\right) \leq H_{\nu}, \quad 0<\max _{\|\sigma\|<s_{\nu}}\left|\frac{1}{\sigma!} D^{\sigma} f_{v}(\underline{\theta})\right| \leq e^{-V_{v+1}} .
$$

(iv) For any sequences $\left(d_{v}\right)_{v \geq 1}$ and $\left(s_{v}\right)_{v \geq 1}$ of positive integers and $\left(H_{v}\right)_{v \geq 1}$ of real numbers satisfying

$$
1 \leq \frac{d_{v}}{s_{v}} \leq \frac{d_{v+1}}{s_{v+1}} \leq 2 \frac{d_{v}}{s_{v}}, \quad \frac{\log H_{v}}{s_{v}} \leq \frac{\log H_{v+1}}{s_{v+1}} \leq 2 \frac{\log H_{v}}{s_{v}}, \quad \log H_{v} \geq d_{v} \geq 2
$$

there exists a sequence $\left(f_{v}\right)_{v \geq 1}$ of polynomials in $\mathbb{Z}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{m}\right]$ such that

$$
\operatorname{deg} f_{v} \leq d_{v}, \quad \mathrm{H}\left(f_{v}\right) \leq H_{v}, \quad 0<\max _{\|\sigma\|<s_{v}}\left|\frac{1}{\sigma!} D^{\sigma} f_{v}(\underline{\theta})\right| \leq H_{v}^{-d_{v}^{2} / 4 s_{v}^{2}}
$$

(v) There exists a constant $c(\underline{\theta})>0$ with the following property. For any integers $D$, $S$ with $1 \leq S \leq D$ and any real number $H \geq 1$, there exists a polynomial $f \in \mathbb{Z}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{m}\right]$ such that

$$
\operatorname{deg} f \leq D, \quad \mathrm{H}(f) \leq H
$$

and

$$
0<\max _{\|\sigma\|<S}\left|\frac{1}{\sigma!} D^{\sigma} f(\underline{\theta})\right| \leq-c(\underline{\theta})^{D} H^{-\kappa},
$$

where

$$
\kappa=\frac{(D+1)(D+2)}{2 S(S+1)}-1
$$

Remark 1. The implications $(v) \Rightarrow(i v) \Rightarrow(i i i)$ and $(v) \Rightarrow(i i)$ in Theorem 15.33 are trivial. Implication $(i i) \Rightarrow(i)$ is a variant of Gel'fond's criterion in [G 1952], Chap. III, § 4, Lemma VII (see also [Br 1974a], [W 1974], Chap. 5, [Br 1979],
[F 1982], Chap. 9, Lemma 3.9, [FNe 1998], Chap. 6, § 1.3, Lemma 6.3 and [NeP 2000]). Implication (ii) $\Rightarrow(i)$ is the transcendence criterion of [LauRoy 1999a] and [LauRoy 2000] involving multiplicities. Finally $(i) \Rightarrow(v)$ follows from Lemma 15.11 with

$$
\mu=\binom{S+1}{2}, \quad v=\binom{D+2}{2}, \quad U=D c_{1}(\underline{\theta}), \quad N=[\log H] .
$$

Remark 2. Notice again the gap between the estimates in (iv) and (iii): the former estimate involves $\left(d_{v} / s_{v}\right)^{2} \log H_{v}$, the latter $\left(d_{v} / s_{v}\right) \log H_{v}$.

His criterion enabled Gel'fond to prove that some fields have transcendence degree at least 2 . One main obstruction to extend Gel'fond's algebraic independence method to large transcendence degree was the following (see [Cas 1957], Chap. V Th. XIV and [P 1986b], Appendix):

- Let $m \geq 2$ be an integer and $\varphi: \mathbb{N} \rightarrow \mathbb{R}_{>0}$ a positive valued function. There exist algebraically independent numbers $\theta_{1}, \ldots, \theta_{m}$ with the following property: for any positive integer $N$, there are $m-1$ linear forms in three variables

$$
L_{i}\left(X_{0}, X_{1}, X_{i}\right)=a_{i} X_{0}+b_{i} X_{1}+c_{i} X_{i} \in \mathbb{Z}\left[X_{0}, X_{1}, X_{i}\right] \quad(2 \leq i \leq m)
$$

with integer coefficients of absolute values bounded by $N$ such that $c_{i} \neq 0$ and

$$
\left|L_{i}\left(1, \theta_{1}, \theta_{i}\right)\right| \leq \varphi(N) \quad(2 \leq i \leq m)
$$

We refer to Chap. 6 of [FNe 1998] for further comments and references on this topic, including Lang's transcendence type [L 1966], Chudnovsky's results of algebraic independence ([Ch 1984], Chap. 3 and 4), Philippon's Criterion [P 1986b] and further developments until 1997. See also [NeP 2000], Chap. 8.

The results of the present chapter have already been extended in several directions. In [LauRoy 2000], M. Laurent and D. Roy have introduced multiplicities in Philippon's criterion [P 1986b] for algebraic independence. This enabled them to prove results on large transcendence degrees by means of interpolation determinants and also to deduce the following result, which can be seen as a step towards general conjectures of simultaneous algebraic approximation.

Theorem 15.34*. Let $\underline{\theta} \in \mathbb{C}^{m}$. Let $\left(D_{v}\right)_{v \geq 1}$ be a non-decreasing sequence of positive integers, and let $\left(h_{v}\right)_{v \geq 1}$ be a sequence of real numbers $\geq 1$ such that $\left(D_{v} h_{v}\right)_{v \geq 1}$ is non-decreasing and unbounded. Then, for infinitely many $v$, there exists a nonzero polynomial $P \in \mathbb{Q}\left[X_{1}, \ldots, X_{m}\right]$ of degree $\leq D_{v}$ and height $\mathrm{h}(P) \leq h_{\nu}$ which admits at least one zero $\underline{a} \in \mathbb{C}^{m}$ with

$$
\max _{1 \leq i \leq m}\left|\theta_{i}-a_{i}\right| \leq \exp \left(-\frac{1}{8(m+1)!} D_{v-1}^{m+1} h_{v-1}\right)
$$

Since $\underline{a}$ is a zero of $P$, for $m=1$ (and only in this case) we deduce $\underline{a} \in \overline{\mathbb{Q}}^{m}$. One would like to construct several independent such polynomials $P$ with a common zero in $\overline{\mathbb{Q}}^{m}$ close to $\underline{\theta}$. If one could obtain an ideal having a set of common zeroes of dimension 0 , one could conclude $\underline{a} \in \overline{\mathbb{Q}}^{m}$. As pointed out by M. Laurent and D. Roy, this provides a heuristic justification for the exponent $1 / t$ in Conjecture 15.31. Indeed, assume $t=m$ (by Proposition 15.19, this assumption involves no loss of generality), so that $\theta_{1}, \ldots, \theta_{m}$ are algebraically independent. Lemma 15.11 shows that there exists a nonzero polynomial of degree $\leq D_{1}$ and logarithmic height $\leq h_{1}$ such that

$$
|P(\underline{\theta})| \leq e^{-c_{3} D_{1}^{m+1} h_{1}} .
$$

One would like to produce not only one, but several such polynomials, and being optimistic, one might expect that the associated hypersurfaces should define, by intersection, an algebraic point $\underline{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{m}\right) \in \overline{\mathbb{Q}}^{m}$ at a distance $\leq$ $\exp \left\{-c_{4} D_{1}^{m+1} h_{1}\right\}$ of $\underline{\theta}$. Given that $\underline{\gamma} \in \overline{\mathbb{Q}}^{m}$ is a common root of a collection of polynomials $P$, each of degree $\leq \overline{D_{1}}$ and height $\leq h_{1}$, the degree $D=[\mathbb{Q}(\gamma): \mathbb{Q}]$ should then be bounded by $c_{5} D_{1}^{m}$ and the height $h=\max \mathrm{h}\left(\gamma_{i}\right)$ by $c_{6} h_{1}$. Replacing $D_{1}$ and $h_{1}$ in terms of $h$ and $D$ with $D=c_{5} D_{1}^{m}$ and $h=c_{6} h_{1}$ explains the exponent $1 / m$.

### 15.5.2 Quantitative Estimates: Measures of Algebraic Independence

Let $\underline{\theta}=\left(\theta_{1}, \ldots, \theta_{m}\right) \in \mathbb{C}^{m}$. By Proposition 15.2 , in order to prove that one at least of the numbers $\theta_{1}, \ldots, \theta_{m}$ is transcendental, it suffices to construct a polynomial $f$ in the ring $\mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]$ with suitable bounds for the degree and height such that $|f(\underline{\theta})|$ is sufficiently small but nonzero. Often ${ }^{27}$ the transcendence method provides $\underset{\sim}{\text { a sharper result: for any }} \underline{\tilde{\theta}} \in \mathbb{C}^{m}$ sufficiently close to $\underline{\theta}$, there exists such a polynomial $\widetilde{f}$ (depending on $\underline{\tilde{\theta}}$ ) which satisfies the same bound for $|\widetilde{f}(\underline{\theta})|$ but also does not vanish at $\underline{\tilde{\theta}}$. From such a statement one deduces a measure of simultaneous approximation for $\underline{\theta}$ (see Proposition 15.3). As an example, one may reach easily measures of linear independence of logarithms of algebraic numbers (see Exercise 15.4) which may be not the sharpest known, but are far from being trivial.

In the criterion of algebraic independence of Philippon (see [FNe 1998], Theorem 6.11, [NeP 2000], Chap. 8 and [LauRoy 2000]) which extends Theorem 15.33 to higher transcendence degree, the hypothesis involves a family of polynomials

[^24]whose set of common zeroes in a neighborhood of $\underline{\theta}$ is finite. The quantitative refinements of this criterion due to P. Philippon, E. M. Jabbouri, M. Ably, C. Jadot and Y. V. Nesterenko (see [FNe 1998], Theorem 6.17 and Chap. 6, § 5.2; see also Chap. 8 of [NeP 2000] and [W 1999], § 2.2) requires that these polynomials have no common zeros, at least near $\underline{\theta}$. There is a simple case where this condition is fulfilled: when one can produce a single polynomial with not only an upper bound for $|f(\underline{\theta})|$ but also a lower bound for the same.

In such circumstances one derives a measure of algebraic independence for $\left(\theta_{1}, \ldots, \theta_{m}\right)$. Such measures are defined in a general framework by Nesterenko and Philippon by means of Chow forms (see ([FNe 1998], Chap. 6, § 3, [P 1997], [P 1998], [P 1999a], [P 2000], [P 1999b], [LauRoy 2000] and [NeP 2000], Chap. 8), but we give here a definition only in the simplest case, for an algebraically independent tuple.

Definition. Let $\underline{\theta}=\left(\theta_{1} \ldots, \theta_{m}\right)$ be a $m$-tuple of algebraically independent complex numbers. A measure of algebraic independence for $\underline{\theta}$ is a mapping $\Phi: \mathbb{N} \times \mathbb{R}_{>0} \rightarrow$ $\mathbb{R}_{>0}$ such that, for any sufficiently large integer $D$, any sufficiently large real number $H$ and any nonzero polynomial $f \in \mathbb{Z}\left[\mathrm{X}_{1}, \ldots, \mathrm{X}_{m}\right]$ of total degree $\leq D$ and usual height $\mathrm{H}(f) \leq H$, we have

$$
|f(\underline{\theta})| \geq \exp \{-\Phi(D, H)\} .
$$

In case $m=1$, a measure of algebraic independence for $\theta \in \mathbb{C} \backslash \overline{\mathbb{Q}}$ is nothing else than a transcendence measure for $\theta$. From Lemma 15.11 one easily deduces that a measure of algebraic independence for a $m$-tuple of algebraically independent complex numbers satisfies

$$
\Phi(D, H) \geq\left(\frac{1}{2}\binom{D+m}{m}-1\right) \log H-c D
$$

where $c$ depends only on $\underline{\theta}$.
It is easy (Exercise 15.12) to construct a $m$-tuple of algebraically independent complex numbers for which any measure of algebraic independence grows as fast as desired. On the other hand it is likely that almost all $\underline{\theta}$ (for Lebesgue's measure) in $\mathbb{C}^{m}$ has a measure of algebraic independence bounded by $c(\underline{\theta}) D^{m} \log H$ (see [Ch 1984], [Am 1988] and Chap. 15 of [NeP 2000]). Moreover one can expect that numbers arising from values of the exponential or logarithmic function (and their iterates) at algebraic points also have such a measure of algebraic independence. In this direction we propose an quantitative sharpening to Schanuel's Conjecture:

Conjecture 15.35. Let $x_{1}, \ldots, x_{n}$ be $\mathbb{Q}$-linearly independent complex numbers which satisfy a linear independence measure condition. Let d be a positive integer. Then there exists a positive number $C=C\left(x_{1}, \ldots, x_{n}, d\right)$ with the following property: for any integer $H \geq 2$ and any $n+1$ tuple $P_{1}, \ldots, P_{n+1}$ of polynomials in $\mathbb{Z}\left[X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}\right]$ with degrees $\leq d$ and usual heights $\leq H$, which generate an ideal of $\mathbb{Q}\left[X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}\right]$ of rank $n+1$, we have

$$
\sum_{j=1}^{n+1}\left|P_{j}\left(x_{1}, \ldots, x_{n}, e^{x_{1}}, \ldots, e^{x_{n}}\right)\right| \geq H^{-C}
$$

The linear independence measure condition cannot be omitted, as shown for instance by examples of A. Bijlsma [Bi 1977].

A simple consequence of Conjecture 15.35 is the following:
(?) Let $P \in \mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]$ be a nonzero polynomial and $K$ a number field. There exists a positive constant $C$ with the following property. Let $\lambda_{1}, \ldots, \lambda_{m}$ be elements of $\mathcal{L}$ such that $\alpha_{i}=e^{\lambda_{i}}$ is in $K$ for $1 \leq i \leq m$. Let $A \geq e$ be a positive number such that

$$
A \geq \max _{1 \leq i \leq m} \mathrm{~h}\left(\alpha_{i}\right) \quad \text { and } \quad A \geq \max _{1 \leq i \leq m}\left|\lambda_{i}\right| .
$$

If the number $\Xi=P\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ is nonzero, then

$$
|\Xi| \geq A^{-C}
$$

For instance any nonzero determinant

$$
\Delta=\left|\begin{array}{ll}
\log a_{1} & \log a_{2} \\
\log a_{3} & \log a_{4}
\end{array}\right|
$$

with $a_{i} \in \mathbb{Z}, a_{i} \geq 2$ should be bounded from below by

$$
|\Delta| \geq\left(\max \left\{a_{1}, a_{2}, a_{3}, a_{4}\right\}\right)^{-C}
$$

for some absolute constant $C>0$.
We started with a criterion 15.1 for irrationality, involving rational approximations. We have considered two generalizations of this initial situation: either involving polynomial approximations, that is looking for $\left|P\left(\theta_{1}, \ldots, \theta_{m}\right)\right|$, or algebraic approximations, that is looking for

$$
\max \left\{\left|\theta_{1}-\gamma_{1}\right|, \ldots,\left|\theta_{m}-\gamma_{m}\right|\right\} .
$$

The former deals with hypersurfaces (codimension 1), the latter with points (dimension 0 ). Of course in dimension 1 both coincide, but this is no longer the case in higher dimension. Further generalizations are possible, and interesting; they involve approximations by cycles of a given dimension (see Philippon's papers [P 1997], [P 1998], [P 1999a], [P 2000], [P 1999b]).

In the classical theory of simultaneous rational approximation, given a tuple $\left(\vartheta_{1}, \ldots, \vartheta_{m}\right)$ of real numbers, Khinchine's transference theorem ([Cas 1957], Chap. V § 3 Th. IV) exhibits a duality between lower bounds for

$$
q \longmapsto \min _{\left(p_{1}, \ldots, p_{m}\right) \in \mathbb{Z}^{m}} \max _{1 \leq i \leq m}\left|\vartheta_{i}-\frac{p_{i}}{q}\right|
$$

and for

$$
\left(p_{1}, \ldots, p_{m}\right) \longmapsto \min _{q \in \mathbb{Z}}\left|p_{1} \vartheta_{1}+\cdots+p_{m} \vartheta_{m}+q\right| .
$$

It is not known whether there is a similar transference theorem in the context of algebraic diophantine approximation: one would like to replace $p_{i} / q$ by algebraic numbers on one hand, $p_{1} X_{1}+\cdots+p_{m} X_{m}+q$ by a polynomial of arbitrary degree on the other. However a partial result is available. For $P \in \mathbb{Z}\left[X_{1}, X_{2}\right]$, define $t(P)=\operatorname{deg} P+\log \mathrm{L}(P)$. For $\underline{\gamma}=\left(\gamma_{1}, \gamma_{2}\right) \in \overline{\mathbb{Q}}^{2}$ define

$$
t(\underline{\gamma})=[\mathbb{Q}(\underline{\gamma}): \mathbb{Q}]\left(1+\mathrm{h}\left(1: \gamma_{1}: \gamma_{2}\right)\right) .
$$

P. Philippon proves in [P 2000]:

- For any $\underline{\theta}=\left(\theta_{1}, \theta_{2}\right) \in \mathbb{C}^{2}$ and $\mu \geq 3$ there exist positive constants $c_{1}, \ldots, c_{7}$ with the following property.
$\diamond$ If there exists a nonzero polynomial $P \in \mathbb{Z}\left[X_{1}, X_{2}\right]$ with $t(P) \geq c_{1}$ and

$$
|P(\underline{\theta})| \leq \exp \left\{-c_{2} t(P)^{\mu}\right\},
$$

then there exists $\underline{\gamma} \in \overline{\mathbb{Q}}^{2}$ with $P(\underline{\gamma})=0$ and

$$
|\underline{\theta}-\underline{\gamma}| \leq \exp \left\{-c_{3} t(\underline{\gamma})^{2 \mu /(\mu+1)}\right\} .
$$

$\diamond$ Conversely, if there exists $\underline{\gamma} \in \overline{\mathbb{Q}}^{2}$ with $\left.t \underline{\gamma}\right) \geq c_{4}$ and

$$
|\underline{\theta}-\underline{\gamma}| \leq \exp \left\{-c_{5} t(\underline{\gamma})^{\mu / 2}\right\}
$$

then there exists a polynomial $P \in \mathbb{Z}\left[X_{1}, X_{2}\right]$ such that $P(\gamma)=0$ and $t(P) \leq c_{6} t(\underline{\gamma})^{1 / 2}$, hence

$$
|P(\underline{\theta})| \leq \exp \left\{-c_{7} t(P)^{\mu}\right\} .
$$

This sharpens (and corrects) a statement in [Ch 1984], Chap. 4 p. 180. For $\mu=3$, it follows that there is equivalence between a measure of algebraic independence and a measure of simultaneous approximation in the case where the exponents for these estimates are optimal:

$$
|\underline{\theta}-\underline{\gamma}| \geq \exp \left\{-c t(\underline{\gamma})^{3 / 2}\right\} \quad \text { and } \quad|P(\underline{\theta})| \geq \exp \left\{-c t(P)^{3}\right\} .
$$

A survey on algebraic independence of transcendental numbers is given in [W 1999]. Further information on the topics discussed in the present chapter is given in [W 2000].

### 15.5.3 An Arithmetic Criterion for the Values of the Exponential Function

We conclude by quoting the following recent result of D. Roy [Roy 2000c]:

- Schanuel's Conjecture 1.14 is equivalent to Conjecture 15.36 below.

Denote by $\mathscr{D}$ the derivation

$$
\mathscr{D}=\frac{\partial}{\partial X_{0}}+X_{1} \frac{\partial}{\partial X_{1}}
$$

on the field $\mathbb{C}\left(X_{0}, X_{1}\right)$.
Conjecture 15.36 (Roy). Let $\ell$ be a positive integer, $y_{1}, \ldots, y_{\ell} \mathbb{Q}$-linearly independent complex numbers, $\alpha_{1}, \ldots, \alpha_{\ell}$ nonzero complex numbers and $s_{0}, s_{1}, t_{0}, t_{1}, u$ positive real numbers satisfying

$$
\text { and } \left.\quad \max \left\{1, t_{0}, 2 t_{1}\right\}<\min \left\{s_{0}, 2 s_{1}\right\}<u\right\} .
$$

Assume that, for any sufficiently large positive integer $N$, there exists a nonzero polynomial $P_{N} \in \mathbb{Z}\left[X_{0}, X_{1}\right]$ with partial degree $\leq N^{t_{0}}$ in $X_{0}$, partial degree $\leq N^{t_{1}}$ in $X_{1}$ and height $\mathrm{H}\left(P_{N}\right) \leq e^{N}$, which satisfies

$$
\left|\left(\mathscr{D}^{k} P_{N}\right)\left(\sum_{j=1}^{\ell} m_{j} y_{j}, \prod_{j=1}^{\ell} \alpha_{j}^{m_{j}}\right)\right| \leq \exp \left(-N^{u}\right)
$$

for any integers $k, m_{1}, \ldots, m_{\ell}$ in $\mathbb{N}$ with $k \leq N^{s_{0}}$ and $\max \left\{m_{1}, \ldots, m_{\ell}\right\} \leq N^{s_{1}}$. Then, we have

$$
\operatorname{trdeg}_{\mathbb{Q}} \mathbb{Q}\left(y_{1}, \ldots, y_{\ell}, \alpha_{1}, \ldots, \alpha_{\ell}\right) \geq \ell
$$

The proof that Conjecture 15.36 implies Schanuel's Conjecture uses Proposition 4.10. For the converse, D. Roy establishes the following criterion concerning the values of the exponential function.

Theorem 15.38. (Roy). Let $(y, \alpha) \in \mathbb{C} \times \mathbb{C}^{\times}$, and let $s_{0}, s_{1}, t_{0}, t_{1}, u$ be positive real numbers satisfying the inequalities (15.37). Then the following conditions are equivalent:
(a) The number $\alpha e^{-y}$ is a root of unity.
(b) For any sufficiently large positive integer $N$, there exists a nonzero polynomial $Q_{N} \in \mathbb{Z}\left[X_{0}, X_{1}\right]$ with partial degree $\leq N^{t_{0}}$ in $X_{0}$, partial degree $\leq N^{t_{1}}$ in $X_{1}$ and height $\mathrm{H}\left(Q_{N}\right) \leq e^{N}$ such that

$$
\left|\left(\mathscr{D}^{k} Q_{N}\right)\left(m y, \alpha^{m}\right)\right| \leq \exp \left(-N^{u}\right)
$$

for any $k, m \in \mathbb{N}$ with $k \leq N^{s_{0}}$ and $m \leq N^{s_{1}}$.

Again, the proof that (a) implies (b) uses Proposition 4.10. For the reverse implication, D. Roy establishes a new interpolation lemma for holomorphic functions of two complex variables.

For $R>0$ denote by $B(0, R)$ the polydisc

$$
B(0, R)=\left\{\left(z_{1}, z_{2}\right) \in \mathbb{C}^{2} ;\left|z_{1}\right| \leq R,\left|z_{2}\right| \leq R\right\}
$$

For a continuous function $F: B(0, R) \rightarrow \mathbb{C}$, put

$$
|F|_{R}=\sup \left\{\left|F\left(z_{1}, z_{2}\right)\right| ;\left|z_{1}\right|=\left|z_{2}\right|=R\right\} .
$$

Proposition 15.39. Let $\{\underline{u}, \underline{w}\}$ be a basis of $\mathbb{C}^{2}$, let $\underline{v} \in \mathbb{C}^{2}$ and let a be the complex number for which $\underline{v}-a \underline{u} \in \mathbb{C} \underline{w}$. Then there exists a constant $c \geq 1$, which depends only on $\underline{u}, \underline{v}$ and $\underline{w}$ and satisfies the following property. For any integer $N \geq 1$ such that

$$
\min \{|m+n a| ; m, n \in \mathbb{Z}, 0<\max \{|m|,|n|\}<N\} \geq 2^{-N}
$$

for any pair $(r, R)$ of real numbers with $R \geq 2 r$ and $r \geq c N$, and for any continuous function $F: B(0, R) \rightarrow \mathbb{C}$ which is holomorphic inside $B(0, R)$, we have

$$
|F|_{r} \leq\left(\frac{c r}{N}\right)^{N^{2}} \max _{\substack{0 \leq k<N^{2} \\ 0 \leq n, n<N}}\left\{\frac{1}{k!}\left|D_{\underline{w}}^{k} F(m \underline{u}+n \underline{v})\right| N^{k}\right\}+\left(\frac{c r}{R}\right)^{N^{2}}|F|_{R} .
$$

This statement includes a Schwarz' Lemma for functions of two variables. This work is a first step in a very promising new direction.

## Exercises

## Exercise 15.1.

a) Deduce from Proposition 15.2 the following result:

Let $\underline{\theta}=\left(\theta_{1}, \ldots, \theta_{m}\right)$ be a $m$-tuple of complex numbers. There exists a positive constant $c={ }^{-}(\theta)$ depending only on the $m$-tuple $\underline{\theta}$ with the following property. If there exist a polynomial $f \in \mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]$ and an integer $T>0$ such that $\operatorname{deg} f \leq T, \mathrm{H}(f) \leq e^{T}$ and

$$
0<|f(\underline{\theta})| \leq e^{-c T},
$$

then $\theta_{1}, \ldots, \theta_{m}$ are not all algebraic.
Hint. Compare with Exercise 2.2.
b) Is this constant $c(\underline{\theta})$ effectively computable in terms of $\underline{\theta}$ ?

Hint. The answer to question b) depends on your definition of effectively computable.

## Exercise 15.2.

a) Let $\vartheta$ be a real number, $a / b$ and $p / q$ two rational numbers, and $\kappa$ a real number in the interval $0<\kappa<1$. Assume $a / b \neq p / q$ and

$$
\left|\vartheta-\frac{a}{b}\right| \leq \frac{\kappa}{b q}
$$

Check

$$
\left|\vartheta-\frac{p}{q}\right| \geq \frac{1-\kappa}{b q} .
$$

b) Let $\vartheta$ be a real number, $k$ a positive integer, $c_{1}, c_{2}, \tau_{1}, \tau_{2}$ positive real numbers. Define

$$
\kappa=\frac{k\left(\tau_{1}+1\right)}{\tau_{2}}
$$

Assume that for each sufficiently large real number $H$, there exists a polynomial $P \in \mathbb{Z}[X]$ such that

$$
\operatorname{deg} P \leq k, \quad \mathrm{H}(P) \leq H
$$

and

$$
c_{1} H^{-\tau_{1}} \leq|P(\vartheta)| \leq c_{2} H^{-\tau_{2}} .
$$

Then there exists $c_{0}>0$ such that, for any $p / q \in \mathbb{Q}$ with $q>0$, we have

$$
\left|\vartheta-\frac{p}{q}\right| \geq \frac{c_{0}}{q^{\kappa}} .
$$

Hint. First deduce from Exercise 2.1 that $\vartheta$ is irrational. Next assume

$$
\left|\vartheta-\frac{p}{q}\right|<\frac{c_{0}}{q^{\kappa}}
$$

for some $p / q$. Define $H=\left(2 c_{2} q^{k}\right)^{1 / \tau_{2}}$. Taking

$$
0<c_{0} \leq \min _{1 \leq q \leq q_{0}} q^{\kappa}\left|\vartheta-\frac{p}{q}\right|
$$

for some suitable $q_{0} \geq 1$ check that there is no loss of generality in assuming that $H$ is sufficiently large, say $H \geq H_{0}$. Deduce that such a $P$ exists. Check (see for instance Lemma 13.10)

$$
\left|P(\vartheta)-P\left(\frac{p}{q}\right)\right| \leq c_{3} e^{H}\left|\vartheta-\frac{p}{q}\right|
$$

for some $c_{3}>0$. Deduce that if $c_{0}$ is sufficiently small, then $P(p / q)$ is not zero. Finally use the estimate $|P(p / q)| \geq 1 / q^{k}$ and conclude.

Remark. Compare with [FNe 1998], Chap. 2, § 4, Proposition 2.1.

## Exercise 15.3.

a) Let $\theta$ be a transcendental number, $\gamma$ an algebraic number of degree $D$ and Mahler's measure $\mathrm{M}(\gamma)$, and $f \in \mathbb{Z}[\mathrm{X}]$ a polynomial of degree $d$ and length $\mathrm{L}(f)=L$. Further let $K$ be a positive integer, $K \leq d$. Define

$$
\epsilon=\frac{1}{2} L^{-D} \mathbf{M}(\gamma)^{-d}
$$

Assume $f(\gamma) \neq 0$ and

$$
\max _{0 \leq k<K}\left|\frac{1}{k!} \frac{d^{k}}{d z^{k}} f(\theta)\right| \leq \frac{1}{2} L \epsilon .
$$

Check

$$
|\theta-\gamma|^{K} \geq \frac{\epsilon}{\binom{d}{K}(1+|\theta|)^{d-K}}
$$

b) Include multiplicities in Proposition 15.3 - which amounts to extend part a) of the present exercise to the simultaneous approximation of several numbers.

## Exercise 15.4.

a) Combining Proposition 2.11 with Proposition 15.3, deduce a measure of linear independence for two logarithms.

Hint. Use the explicit construction of $f$ given either by $\S 2.5 .3$ or, if $\alpha_{1}, \alpha_{2}$ and $\beta$ are real, by § 2.3.2 or § 2.4.2.
b) Improve the estimate obtained in a) for the special case $m=2$ by using Exercise 15.3 in place of Proposition 15.3.
c) Do the same, starting with Corollary 6.7, Proposition 10.3, Exercises 10.1.b and 15.3.b, for a measure of linear independence of logarithms of algebraic numbers $\lambda_{1}, \ldots, \lambda_{m}$.

## Exercise 15.5.

a) Let $\underline{\theta} \in \mathbb{C}^{m}$ be a $m$-tuple of complex numbers, $c_{1}, c_{2}, u_{1}$ and $u_{2}$ positive real numbers with $1<u_{2} \leq u_{1}$. Assume that there exists a sequence $\left(P_{n}\right)_{n \geq 1}$ satisfying, for any sufficiently large $n$,

$$
\operatorname{deg} P_{n} \leq n, \quad \log \mathrm{H}\left(P_{n}\right) \leq n
$$

and

$$
e^{-c_{1} N^{u_{1}}} \leq\left|P_{n}(\underline{\theta})\right| \leq e^{-c_{2} N^{u_{2}}}
$$

Show that there exists a constant $c_{3}>0$ such that the function

$$
\psi(D, \mu)=c \mu^{u_{1} /\left(u_{2}-1\right)}
$$

is a measure of simultaneous approximation for $\underline{\theta}$.
b) Assume that the hypotheses of a) are satisfied with the condition $\operatorname{deg} P_{n} \leq n$ replaced by $\operatorname{deg} P_{n} \leq c_{0}$ where $c_{0}$ is a positive constant. Show that the conclusion holds with

$$
\psi(D, \mu)=c \max \left\{D^{u_{1} /\left(u_{2}-1\right)} ;(\mu / D)^{u_{1}}\right\} .
$$

c) Assume that the hypotheses of a) are satisfied with the condition $\log \mathrm{H}\left(P_{n}\right) \leq n$ replaced by $\log \mathrm{H}\left(P_{n}\right) \leq n^{u_{2}}$. Show that the conclusion holds with

$$
\psi(D, \mu)=c(D) \mu^{u_{1} /\left(u_{2}-1\right)}
$$

where $c(D)$ is a positive function which depends only on $D$.
Exercise 15.6. Show that the error term $D \log H$ in the conclusion of Lemma 15.5 cannot be omitted.

Hint. Consider the polynomial $X^{D}+a X-1$ where $a$ and $D$ are sufficiently large positive integers; see [DiMi 1991].

Exercise 15.7. Let $\theta_{1}$ and $\theta_{2}$ be two transcendental complex numbers.
a) Check that the following conditions are equivalent.
(i) The numbers $\theta_{1}$ and $\theta_{2}$ are algebraically dependent (over $\mathbb{Q}$ ).
(ii) The two fields $\mathbb{Q}\left(\theta_{1}\right)$ and $\mathbb{Q}\left(\theta_{2}\right)$ have the same algebraic closure.
(iii) The number $\theta_{1}$ is algebraic over the field $\mathbb{Q}\left(\theta_{2}\right)$.
(iv) The number $\theta_{2}$ is algebraic over the field $\mathbb{Q}\left(\theta_{1}\right)$.
b) Assume $\theta_{1}$ and $\theta_{2}$ are algebraically dependent. Show that there exists a constant $c$ with the following property. Let $\Phi_{1}(D, H)$ be a transcendence measure for $\theta_{1}$. Define

$$
\Phi_{2}(D, H)=\Phi_{1}\left(c D, H^{c}\right)+c D \log (D H)
$$

Let $P \in \mathbb{Z}\left[X_{1}, X_{2}\right]$ be a polynomial of total degree $\leq D$ and usual height $\leq H$ such that $P\left(\theta_{1}, \theta_{2}\right) \neq 0$. Then

$$
\left|P\left(\theta_{1}, \theta_{2}\right)\right| \geq \exp \left\{-\Phi_{2}(D, H)\right\}
$$

Hint. Let $A \in \mathbb{Z}\left[X_{1}, X_{2}\right]$ be an irreducible polynomial such that $A\left(\theta_{1}, \theta_{2}\right)=0$. Introduce the resultant with respect to $X_{2}$ of $A$ and $P$.

Deduce that $\Phi_{2}(D, H)$ is a transcendence measure for $\theta_{2}$.
c) Extend these results by considering a $m$-tuple of complex numbers $\left(\theta_{1}, \ldots, \theta_{m}\right)$ and an integer $n$ in the range $1 \leq n \leq m$ assuming that each of the numbers $\theta_{n+1}, \ldots, \theta_{m}$ is algebraic over the field $\mathbb{Q}\left(\theta_{1}, \ldots, \theta_{n}\right)$.

Hint. Compare with Proposition 15.19.

Exercise 15.8. Let $\varphi: \mathbb{R}_{>0} \longrightarrow \mathbb{R}_{>0}$ be an increasing unbounded function.
a) Construct a complex number $\theta$ such that, for infinitely many integers $T>0$, for any algebraic number $\gamma$ satisfying $[\mathbb{Q}(\gamma): \mathbb{Q}] \leq T$ and $\mathrm{H}(\gamma) \leq e^{T}$, the inequality

$$
|\theta-\gamma| \geq e^{-T \varphi(T)}
$$

holds.

Hint. Without loss of generality we may assume that $\varphi$ has an inverse $\varphi^{-1}$. For sufficiently large $n$, define $\psi(n)=1+\left[2 \varphi^{-1}(2 n)\right]$. Choose

$$
\theta=\sum_{k \geq 0} 2^{-n_{k}} \quad \text { with } \quad n_{k+1}=n_{k} \psi\left(n_{k}\right) .
$$

Check the property with $T=n_{k+1} /\left(2 n_{k}\right)$.
b) Give an example of a complex number $\theta$ satisfying the following property.

For any $h \geq 1$ there exist infinitely many $D>0$ such that, if $\gamma$ is an algebraic number of degree $\leq D$ and logarithmic height $\mathrm{h}(\gamma) \leq h$, then

$$
|\theta-\gamma| \geq e^{-h D \varphi(D)}
$$

c) Give an example of a complex number $\theta$ satisfying the following property.

For any $\epsilon>0$ and any $D \geq 1$ there exist infinitely many integers $h>0$ such that, if $\gamma$ is an algebraic number of degree $\leq D$ and logarithmic height $\mathrm{h}(\gamma) \leq h$, then

$$
|\theta-\gamma| \geq e^{-(1+\epsilon) D h}
$$

Hint. Choose

$$
\theta=\sum_{k \geq 0} 2^{-n_{k}} \quad \text { with } \quad \frac{n_{k+1}}{n_{k}} \longrightarrow \infty
$$

and check the property for

$$
h=\frac{1+n_{k+1}}{D(1+\epsilon)}
$$

and any sufficiently large $k$.

Exercise 15.9. (Following M. Laurent [Lau 1999]). Consider the Liouville number

$$
\vartheta=\sum_{j \geq 1} 2^{-j!}
$$

For any integer $k \geq 1$, define

$$
\beta_{k}=\sum_{j=1}^{k} 2^{-j!} \quad \text { and } \quad \tau_{k}=k!\log 2
$$

For any positive integer $d$ and any positive real number $\mu$, define

$$
\mathcal{A}_{d \mu}=\left\{\alpha \in \overline{\mathbb{Q}} ;[\mathbb{Q}(\alpha): \mathbb{Q}] \leq d, \log \mathrm{M}(\alpha) \leq \mu,|\vartheta-\alpha| \leq e^{d \mu / 2000}\right\}
$$

and

$$
\mathcal{A}_{d \mu}^{*}=\left\{\alpha \in \mathcal{A}_{d \mu} ;[\mathbb{Q}(\alpha): \mathbb{Q}] \geq \frac{d}{4000}\right\}
$$

a) Assume

$$
k>14000, \quad d>4000, \quad \mu \geq 6000 \tau_{k} \quad \text { and } \quad \mu+2 \tau_{k} d \leq \tau_{k+1}
$$

Check that either $\mathscr{A}_{d \mu}=\emptyset$ or else $\mathscr{A}_{d \mu}=\left\{\beta_{k}\right\}$. Check also $\mathcal{A}_{d \mu}^{*}=\emptyset$.
If, moreover, $\mu \geq 2000 \tau_{k+1} / d$, then $\mathcal{A}_{d \mu}=\emptyset$.
b) Assume

$$
k>14000, \quad 2 \leq d \leq k \quad \text { and } \quad 2 \tau_{k} \leq \mu \leq 1000 \tau_{k}
$$

Check that $\mathcal{A}_{d \mu}^{*}$ contains a root of the polynomial

$$
\left(X-\beta_{k-1}\right)^{d}+X-\beta_{k} .
$$

Exercise 15.10. Let $\vartheta$ be a real number.
a) Let $d$ be a positive integer. Show that the following conditions are equivalent.
(i) The number $\vartheta$ either is transcendental or else is algebraic of degree $>d$ (that is: the field $\mathbb{Q}(\vartheta)$ is not an algebraic number field of degree $\leq d$ ).
(ii) For any $c>0$ there exists an integer $H>0$ and a polynomial $f \in \mathbb{Z}[X]$ of degree $\leq d$ and height $\leq H$ such that

$$
0<|f(\vartheta)| \leq \frac{c}{H^{d-1}}
$$

(iii) For any positive integer $H$ there exists a polynomial $f \in \mathbb{Z}[X]$ of degree $\leq d$ and height $\leq H$ such that

$$
0<|f(\vartheta)| \leq \frac{1+|\vartheta|+\cdots+|\vartheta|^{d}}{H^{d}}
$$

b) Assume $|\vartheta|<1$. Let $H \geq 2$ be a positive integer. Show that the following conditions are equivalent.
(i) The number $\vartheta$ either is transcendental or else is algebraic of height $\mathrm{H}(\vartheta)>H$.
(ii) For any $c>0$ there exists an integer $d>0$ and a polynomial $f \in \mathbb{Z}[X]$ of degree $\leq d$ and height $\leq H$ such that

$$
0<|f(\vartheta)| \leq \frac{c}{H^{d-1}}
$$

(iii) For any positive integer $d$ there exists a polynomial $f \in \mathbb{Z}[X]$ of degree $\leq d$ and height $\leq H$ such that

$$
0<|f(\vartheta)| \leq \frac{d+1}{H^{d}}
$$

c) Extend these statements a) and b) to complex numbers, and also to tuples of either real or complex numbers.
d) Produce similar results for algebraic approximation in place of polynomial approximation. In other terms, statements a) and b) above are related to Proposition 15.2; one requires similar statements related to Theorem 15.6.

Exercise 15.11. Show that there exists an absolute constant $c>0$ with the following property. For any complex number $\theta$ and any sufficiently large real number $T$ (depending on $\theta$ ) there is an algebraic number $\gamma$ such that the number

$$
t(\gamma)=[\mathbb{Q}(\gamma): \mathbb{Q}]+\log \mathrm{H}(\gamma)
$$

satisfies $t(\gamma) \leq T$ and

$$
|\theta-\gamma| \leq e^{-c t(\gamma) T}
$$

Hint. This result is due to A. Durand [Dur 1990], p.94-96. See also [LauRoy 1999a], Proposition 2.

Exercise 15.12. Show that the converse of Proposition 15.9 does not hold.
Hint. Let $\varphi: \mathbb{N} \rightarrow \mathbb{N}$ be an increasing function such that $\varphi(D) / D \rightarrow \infty$ as $D$ tends to infinity. Let $\Phi: \mathbb{N} \rightarrow \mathbb{N}$ be another positive valued increasing function such that

$$
\Phi(n+1) \geq 2 \varphi\left(2^{n \Phi(n)}\right)
$$

for all $n \geq 0$. For $a \in \mathbb{R}$ in the range $0 \leq a<1 / 2$, define

$$
\xi_{a}=\sum_{n \geq 1}\left[n^{a}\right] 2^{-\Phi(n)} \quad \text { and } \quad \theta_{a}=2^{\xi_{a}} .
$$

Check that the family $\left\{\theta_{a} ; 0 \leq a<1 / 2\right\}$ is algebraically independent. Moreover, for any $m \geq 1$ and any tuple $\left(a_{1}, \ldots, a_{m}\right)$ of real numbers in the range $[0,1 / 2)$, show that there exist infinitely many integers $D>0$ having the following property: there exist algebraic numbers $\gamma_{1}, \ldots, \gamma_{m}$ of absolute logarithmic height $\leq 1$ such that

$$
\left[\mathbb{Q}\left(\gamma_{1}, \ldots, \gamma_{m}\right): \mathbb{Q}\right] \leq D \quad \text { and } \quad \sum_{i=1}^{m}\left|\theta_{a_{i}}-\gamma_{i}\right| \leq e^{-\varphi(D)}
$$

Remark. Another solution is suggested in [RoyW 1997b].

Exercise 15.13. Let $\vartheta_{1}, \ldots, \vartheta_{m}$ be real numbers, $H$ and $D$ positive integers. Show that there exists a nonzero polynomial $f \in \mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]$, of total degree $\leq D$ and usual height $\mathrm{H}(f) \leq H$, such that

$$
\left|f\left(\vartheta_{1}, \ldots, \vartheta_{m}\right)\right| \leq c H^{-\binom{D+m}{m}+1}, \quad \text { where } \quad c=\sum_{i_{1}+\cdots+i_{m} \leq D}\left|\vartheta_{1}^{i_{1}} \cdots \vartheta_{m}^{i_{m}}\right|
$$

Deduce the following refinement of Proposition 15.2 for real tuples:
Let $\vartheta_{1}, \ldots, \vartheta_{m}$ be real numbers. The following assertions are equivalent.
(i) The numbers $\vartheta_{1}, \ldots, \vartheta_{m}$ are not all algebraic.
(ii) For any $H \geq 1$ and $D \geq 1$ there exists $f \in \mathbb{Z}[X]$ of degree $\leq D$ and height $\mathrm{H}(f) \leq H$ such that

$$
0<\left|f\left(\vartheta_{1}, \ldots, \vartheta_{m}\right)\right| \leq\left(1+|\underline{\vartheta}|+\cdots+|\underline{\vartheta}|^{D}\right) H^{-D}
$$

## Exercise 15.14.

a) Let $f \in \mathbb{C}[X]$ be a nonzero polynomial of degree $d \geq 2$ with complex roots $\alpha_{1}, \ldots, \alpha_{d}$ and leading coefficient $a_{0}>0$ :

$$
f(X)=a_{0}\left(X-\alpha_{1}\right) \cdots\left(X-\alpha_{d}\right)
$$

Check that the discriminant $D(f)$ of $f$

$$
D(f)=a_{0}^{2 d-2} \prod_{i=2}^{d} \prod_{j=1}^{i-1}\left(\alpha_{i}-\alpha_{j}\right)^{2}
$$

satisfies the estimate

$$
\sqrt{|D(f)|} \leq d^{d / 2} \mathbf{M}(f)^{d-1}
$$

Hint. (See [M 1964]).
The absolute value of the $d \times d$ determinant

$$
\left|\begin{array}{cccc}
1 & \alpha_{1} & \cdots & \alpha_{1}^{d-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & \alpha_{d} & \cdots & \alpha_{d}^{d-1}
\end{array}\right|
$$

is

$$
\prod_{i=2}^{d} \prod_{j=1}^{i-1}\left|\alpha_{i}-\alpha_{j}\right|
$$

Estimate this number by means of Hadamard's inequality (cf. the proof of Lemma 3.25).
b) Check, for any $\theta \in \mathbb{C}$ and any integer $s$ in the range $1 \leq s \leq d-1$,

$$
\sqrt{|D(f)|} \min _{1 \leq k \leq d}\left|\theta-\alpha_{k}\right|^{s(s+1) / 2} \leq|f(\theta)|^{s} 2^{d s-s(s+1) / 2}(d-s)^{(d-s) / 2} \mathrm{M}(f)^{d-s-1}
$$

Hint. (The case $s=1$ is due to N. I. Fel'dman; see [F 1982], Lemma 1.7, Chap. 7 § 1. The general case is due to G. Diaz [Di 1997b], Lemme 2).
Assume (without loss of generality)

$$
\left|\theta-\alpha_{1}\right| \leq\left|\theta-\alpha_{2}\right| \leq \cdots \leq\left|\theta-\alpha_{d}\right| .
$$

Consider the polynomial

$$
g(X)=a_{0}\left(X-\alpha_{s+1}\right) \cdots\left(X-\alpha_{d}\right) .
$$

Since

$$
\sqrt{|D(f)|}=a_{0}^{d-1} \prod_{i=2}^{d} \prod_{j=1}^{i-1}\left|\alpha_{i}-\alpha_{j}\right|
$$

we can write

$$
\sqrt{|D(f)|}=a_{0}^{s} \Delta \sqrt{|D(g)|}
$$

where

$$
\sqrt{|D(g)|}=a_{0}^{d-s-1} \prod_{i=s+2}^{d} \prod_{j=s+1}^{i-1}\left|\alpha_{i}-\alpha_{j}\right| .
$$

and

$$
\Delta=\prod_{j=1}^{s} \prod_{i=j+1}^{d}\left|\alpha_{i}-\alpha_{j}\right|
$$

is a product of $d s-s(s+1) / 2$ factors. From the inequalities

$$
\left|\alpha_{1}-\alpha_{j}\right| \leq 2\left|\theta-\alpha_{j}\right| \quad \text { and } \quad\left|\theta-\alpha_{1}\right|^{s-i+1} \leq\left|\theta-\alpha_{i}\right|^{s-i+1}
$$

for $1 \leq j \leq d$ and $1 \leq i \leq s$, deduce

$$
a^{s} \Delta\left(2\left|\theta-\alpha_{1}\right|\right)^{s(s+1) / 2} \leq 2^{d s}|f(\theta)|^{s}
$$

c) Let $f \in \mathbb{Z}[X]$ be a nonzero polynomial of degree $\leq d$ without multiple root and let $\theta \in \mathbb{C}$ satisfy $|f(\theta)| \leq 1$. Denote by $\gamma$ a root of $f$ at minimal distance of $\theta$. Check, for any integer $s \geq 1$,

$$
|\theta-\gamma|^{s(s+1) / 2} \leq 2^{d s} d^{d / 2} \mathrm{M}(f)^{d}|f(\theta)|^{s}
$$

Hint. See G. Diaz [Di 1997b].

Exercise 15.15. Define

$$
\psi(D, \mu)=D^{1 / 2}(\mu+D \log D) \mu^{1 / 2}(\log D)^{-1}
$$

a) From Exercise 14.4.b, deduce that if the number $e^{\pi^{2}}$ is algebraic, then there is an absolute constant $c>0$ such that $c \psi(D, \mu)$ is a measure of simultaneous approximation for the two numbers $e$ and $\pi$. Therefore, under the assumption that $e^{\pi^{2}}$ is algebraic, it follows that $e$ and $\pi$ are algebraically independent.
b) Assume Theorem 14.6 holds also when the matrix $\left(\log A_{i j}\right)$ has rank 2 instead of 1 . Show that $c \psi(D, \mu)$ is a measure of simultaneous approximation for the three numbers $\pi, e$ and $e^{\pi^{2}}$. Deduce that two at least of these numbers are algebraically independent.

Remark. This result is not yet proved: the best known measure of simultaneous approximation for the three numbers $\pi, e$ and $e^{\pi^{2}}$ is given by Exercise 14.4.b, namely

$$
c \mu(\mu+D \log D)(\log D)^{-1}
$$

c) Let $\lambda$ be a nonzero element of $\mathcal{L}$. Using Exercise 14.4.d, show that if the number $e^{\lambda^{2}}$ is algebraic then $c \psi(D, \mu)$ (with a suitable constant $c$ depending only on $\lambda$ ) is a measure of simultaneous approximation for the two numbers $\lambda$ and $e^{\lambda^{3}}$. Deduce that if the number $e^{\lambda^{2}}$ is algebraic, then the two numbers $\lambda$ and $e^{\lambda^{3}}$ are algebraically independent ( $\mathrm{cf}[\mathrm{Br} 1974 \mathrm{~b}$ ] and [W 1974]).
d) Assume that in Theorem 14.6 the assumption that the matrix $\left(\log A_{i j}\right)$ has rank 1 can be omitted. Deduce that for any nonzero $\alpha \in \overline{\mathbb{Q}}$ and any nonzero $\operatorname{logarithm} \log \alpha$ of $\alpha$, the transcendence degree of the field

$$
\mathbb{Q}\left(\log \alpha, \alpha^{\log \alpha}, \alpha^{(\log \alpha)^{2}}\right)
$$

is $\geq 2$.
e) Let $\lambda_{1}, \lambda_{2}$ be two elements of $\mathcal{L}$ which are linearly independent over $\mathbb{Q}$ and let $\theta$ be a complex irrational number which satisfies a linear independence measure condition. Show that $\psi(D, \mu)$ is a measure of simultaneous approximation for the numbers $\lambda_{1}, \lambda_{2}, \theta, e^{\theta \lambda_{1}}, e^{\theta \lambda_{2}}$. Deduce that two at least of these five numbers are algebraically independent.

Hint. See Example 14.16.
f) Using Theorem 15.6, show that $\psi$ cannot be a measure of transcendence for $e$. Deduce that for any $r \in \mathbb{Q}^{\times}$, one at least of the two numbers $e^{r}, e^{2 r}$ is transcendental

Hint. Take in e)

$$
\lambda_{1}=e^{r}, \quad \lambda_{2}=e^{2 r}, \quad \theta=e^{-r},
$$

so that

$$
e^{\theta \lambda_{1}}=e, \quad e^{\theta \lambda_{2}}=e^{e^{r}}
$$

g) For $\beta \in \overline{\mathbb{Q}}, \beta \neq 0$ and $\lambda \in \mathcal{L}, \lambda \neq 0$, assuming that the number $\beta^{-1} \lambda^{2}$ is in $\mathcal{L}$, show that the function $\psi$ is a measure of simultaneous approximation for the two numbers $\lambda$ and $e^{\beta}$, hence they are algebraically independent

Hint. Choose in e)

$$
\lambda_{1}=\lambda, \quad \lambda_{2}=\beta^{-1} \lambda^{2}, \quad \theta=\frac{\beta}{\lambda} .
$$

h) Let $\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}$ be nonzero elements of $\mathcal{L}$ such that $\lambda_{1} \lambda_{4}=\lambda_{2} \lambda_{3}$. Assume both numbers $\lambda_{1} / \lambda_{2}$ and $\lambda_{1} / \lambda_{3}$ are irrational. Deduce from Exercise 14.4.f that two at least of the four numbers $\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}$ are algebraically independent.
i) Compare these results of algebraic independence with [ Br 1974b] and [W 1974].

Exercise 15.16. Let $\lambda \in \mathcal{L} \backslash\{0\}$ be a nonzero logarithm of an algebraic number and $b \in \mathbb{C} \backslash \mathbb{Q}$ be a complex irrational number.
a) Deduce from the four exponentials Conjecture that one at least of the two numbers $e^{\lambda b}, e^{\lambda / b}$ is transcendental.
b) Prove the conclusion unconditionally (i.e. without assuming the four exponentials Conjecture) in each of the following cases:
(i) $b=\lambda^{\prime} / \beta$ with $\lambda^{\prime} \in \mathcal{L}$ and $\beta \in \overline{\mathbb{Q}}$.
(ii) $b$ and $\lambda$ are algebraically dependent.
c) Assume $\lambda \notin \mathbb{R}$. Show that either $e^{|\lambda|}$ is transcendental, or $\lambda$ and $\bar{\lambda}$ are algebraically independent.

Hint. See [Di 1997a].
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Interpolation determinant, 32

- upper bound, 43, 277, 335, 450, 458

Interpolation formula, 134, 144, 606
Jensen's formula, 78
$k$-structure, 23
Khinchine's transference Theorem, 603
Kronecker, 87, 111

- diagonal symbol, xix

Kummer's condition, 359, 373
Lang, 15, see Schneider Lang's Criterion, 116
Laplace transform, 493
Large transcendence degree, 594
Lattice, 185
Laurent, 29, see Liouville number generalized

- Roy, 565-602

Lebesgue's measure, 557, 564, 602
Lehmer's Problem, 87, 103, 105
Leibniz formula, 254
Length, 42, 76, 77
Lindemann, 1, see Hermite

- Weierstraß, 2, 518, 588, 596, 598
-     - quantitative refinement, 509

Linear

- dependence relations between logarithms, 222
- independence
-- condition for a matrix, 496
-- measure condition for a tuple, 508
- subgroup Theorem, 382
-- algebraic independence, 590
-- quantitative, 449
Liouville
- inequality, 6, 29, 82-86, 108-110, 463-464
-     - effective refinement, 365
- number, 84, 610
-- generalized, 564
- Theorem, 1

Logarithms of algebraic numbers, $x v$

- algebraic approximation, 510
- algebraic independence, 15-18, 593
-- conjecture, 16, 397, 417, 437, 444
- linear combinations with algebraic coefficients, xxiii, 18, 379-403, 417, 431, 435-437, 509
- linear independence, 118, 169
-- conjectural measure, 11, 547
-     - measure, 10-11, 187, 251-373, 536-548
- measure of simultaneous approximation, 547
- simultaneous approximation, 518-519, 521-526

Mahler

- algebraic independence method, 598
- measure
-- of a polynomial, 79
-- of an algebraic number, 79
- Problem, 548

Masser, 51, 147

- Wüstholz, 147
- Wüstholz, 222

Matrix

- equivalent, 418
- skew symmetric, 443

Matveev

- delta polynomials, 269
- measure of linear independence of logarithms, 287, 370
Maximum modulus principle, xv
Measure
- algebraic
-- approximation, 561
-- independence, 588, 602-604
- irrationality, 556
- linear independence, see Linear independence measure condition
-- logarithms of algebraic numbers, see Logarithms of algebraic numbers
- simultaneous approximation, 567
- transcendence, 560

Mignotte, 102, see Diaz
Minimal, see Polynomial
Minkowski's Theorem, xiv, 185, 223
Multidegree, 147, 152, 153, 157
Multiplicative dependence, xiii
Multiplicity estimate, 55-57, 139, 231-249
Nesterenko

- algebraic independence of $\pi$ and $e^{\pi}, 594$
- Chow forms, 602
- multiplicity estimate, 56
- zero estimate, 52

Newton sum, 92
Norm, 93, see Euclidean

- absolute, 73, 74, 93

Northcott, 80
Number

- field, 68
- PV, 89
- Salem, 89

Obstruction subgroup, 148, 333-359, 544-545
Orthogonal complement, 185
Ostrowski's Theorem, 67
p-adic

- algebraic independence problem, 366
- estimate, 547
- valuation, 66

Parseval's formula, 134
Period, see Exponential map
Philippon, see Zero estimate, see Multiplicity estimate, 345,603

- algebraic independence result, 596
- Chow forms, 602
- Criterion, see Criterion algebraic independence
- transference Theorem, 604
- upper bound, 154

Pigeonhole principle, see Dirichlet's box principle
Pólya

- Szegő, 35
- Theorem, 122, 143

Polydisc, xvi
Polynomial

- approximation, see Approximation
- exponential, 35-37, 130-131, 169-170, 180-181, 190, 262-263, 320-322, 356-359, 391-393, 459-462, 476-480, 490-492
- irreducible, 67
- map, 123, 156
- minimal, 67
- reciprocal, 88
- symmetric, 59

Prime number Theorem, 272
Primitive element, 68, 106
Product formula, 67, 74
Projective space, xxi, 77
Property

- (a.i.), 397
- $\left(\begin{array}{ll}A & B \\ C & 0\end{array}\right), 424$
$\mathbb{Q}_{p}$ field of $p$-adic numbers, 67
$\overline{\mathbb{Q}}$ field of algebraic numbers, xiii
Quadratic relations, 438-444, 593
Radical, 12, 25
Ramachandra, 15
Ramanujan, 15
Rank
- of a $\mathbb{Z}$-module, xiii
- of a matrix, xiv, 16-21, 417-444
- of an ideal, 234, 602
- structural, 18, 426

Rational

- approximation, see Approximation
- subspace, 23, 375, 386-387

Resultant, 51, 576, 609
Rolle's Theorem, 35
Roth, see Thue-Siegel-Roth
Rouché's Theorem, 584
Roy, 397, see Strong six exponentials Theorem, 408, 418-444, 595, see Laurent

- Conjecture, 605
- interpolation formula, 606

Schanuel, 80

- Conjecture, 16, 596, 605
-- Diophantine approximation, 517
-- quantitative refinement, 602
Schinzel, 7
- Zassenhaus Conjecture, 105

Schmidt's subspace Theorem, 316
Schneider, 2

- Lang's Criterion, 115-145
- method, 31, 37, 51, 380, 388, 393, 539, 543, 546
Schwarz' Lemma, xvi
- Cartesian products, 122-130
- complete intersections, 143
- exponential polynomials, 180
- interpolation determinants, 145
- one variable, 37-38, 142-143
- several variables, 175-176, 606
- ultrametric, 97

Šidlovskiĭ, 598
Shorey, 366, 373
Siegel, see Thue-Siegel-Roth, 2

- Lemma, see Thue-Siegel's Lemma

Simultaneous approximation

- algebraic independence
-- Conjecture, 594
-- small transcendence degree, 566
- measure, 495-552

Six exponentials Theorem, 14, 376, 380381, 384, see Strong six exponentials Theorem

- in several variables, 17, 412
- quantitative refinement, 526

Size, 80

- inequality, 84

Small transcendence degree, 587
Squaring the circle, 1
Stark, 222, 359
Stewart, 89
Strong

- five exponentials Conjecture, 437
- four exponentials Conjecture, 399, 437
- six exponentials Theorem, 386, 399, 436

Structural, see Rank
Subspace, see Rational
Subvariety, 150

Symmetric, see Polynomial

Tangent space, see Algebraic group
Technical hypothesis, 509, 590, 596
Thue-Siegel's Lemma, xiv, 132, 356
Thue-Siegel-Roth, 8
Tijdeman, 62, 591
Torus, xxi, 104, 393
Trace, 92, 119
Transcendence

- Criterion, see Criterion
- degree, xiii, 16
- measure, see Measure

Transcendental

- function, xiv, xv
- number, xiii

Transference, see Khinchine, see Philippon
Value, see Absolute
Vandermonde confluent determinant, 111
Vanishing (order of), 231
Volume, 185, 343
Voutier, 89, 368
Weierstraß, see Lindemann
Wirsing

- Conjecture, 565
- Theorem, 565

Wüstholz' Lemma, 244

Yu Kunrui, 547
Zero

- estimate, 32, 35-37, 51-53, 99, 147, 167
- multiplicity (lower bound), 38, 176, 193, 254, 277, 336, 455


[^0]:    ${ }^{1}$ G. Shimura, Duke Math. J. 44, No 2 (1977), p. 365.

[^1]:    ${ }^{2}$ The star * means that Theorem 1.3 will not be proved in the present volume.

[^2]:    ${ }^{3}$ Explicit estimates were provided later by A. Schinzel in [S 1967].

[^3]:    4 S. Ramanujan defines an integer $n$ to be a superior highly composite number if there exists $\epsilon>0$ such that the divisor function $d(n)$ (number of divisors of $n$ ) satisfies $d(m) m^{-\epsilon}<d(n) n^{-\epsilon}$ for $m \neq n$.

[^4]:    ${ }^{5}$ We write additively the law on the abelian group $\mathbb{C} \times \mathbb{C}^{\times}$.

[^5]:    ${ }^{6}$ Since $f$ is irreducible in $\mathbb{Q}[X]$ the polynomials $f_{1}, \ldots, f_{r}$ in $\mathbb{Q}_{p}[X]$ are pairwise distinct.

[^6]:    7 A polynomial $f \in \mathbb{C}[X]$ of degree $d$ is reciprocal if $f(X)=X^{d} f(1 / X)$.

[^7]:    ${ }^{8}$ A Pisot-Vijayaraghavan number, or $P V$-number, is a real algebraic integer $>1$ all of whose other conjugates lie inside the open unit disc. A Salem number is a real algebraic integer $>1$ all of whose other conjugates lie inside the closed unit disc, with at least one conjugate on the unit circle. See [BerDGPS 1992].

[^8]:    ${ }^{9}$ A special case was already considered by W. M. Schmidt (see [Sc 1980]) who defined the height of a vector subspace by considering the Plücker coordinates of the corresponding point in a Grassmanian.

[^9]:    ${ }^{10} \mathrm{~A}$ more general statement is valid for meromorphic functions in $n$ variables, of finite order of growth, assuming that at least $n+1$ of them are algebraically independent; see [L 1966], Chap. IV, § 1, Th. 1 and [W 1979b], Corollaire 5.1.2.

[^10]:    ${ }^{11}$ Another lower bound for $c_{7}$ will occur later in step 6.

[^11]:    Hint. In Liouville's estimate, derivatives must be estimated for functions satisfying differential equations; see [L 1966], Chap. 4, § 2, Lemma 1, [Bo 1970], Lemma 1, and [W 1979b], Lemme 5.4.2.
    ${ }^{12}$ provided that $c_{7}$ is sufficiently large. This is the extra condition on $c_{7}$ which has been announced in step 4

[^12]:    ${ }^{13}$ As a matter of fact we shall need to consider all points $\underline{s} \boldsymbol{\eta}$ with $|\underline{s}| \leq(n+1) S$.

[^13]:    ${ }^{14}$ Say, for the general case.
    ${ }^{15}$ We use the same letter $c$ to denote such absolute constants throughout this section. Explicit computations are carried out in $\S 9.3$ only.

[^14]:    ${ }^{16}$ The reader may first restrict to the case where $G^{-}=\{e\}$, which is much easier.

[^15]:    ${ }^{17}$ Due to this fact, Baker's method always requires some kind of rather sharp zero estimate, even for the transcendence result; one cannot just use the fact that a nonzero function cannot have a zero of infinite order for instance. Compare with the zero estimate which is implicit in the proof given in § 4.6.
    ${ }^{18}$ In the extrapolation process, it is not the number of equations which increases, but the number of coefficients which decreases!

[^16]:    ${ }^{19}$ On the other hand, by Lemma 12.16, the rank of any matrix M with entries in the field $\mathbb{Q}(\sqrt{2})$ is at least half the structural rank of $M$ with respect to $\mathbb{Q}$.

[^17]:    $\overline{{ }^{20} \text { If } \mathrm{M} \in \operatorname{Mat}_{d \times \ell}}(\widetilde{\mathcal{L}})$ does not belong to $\operatorname{Mat}_{d \times \ell}(\mathbb{Q}+\mathscr{L})$, it is implicit that we consider its structural rank with respect to $\overline{\mathbb{Q}}$, not to $\mathbb{Q}$.

[^18]:    ${ }^{21}$ Compare with Lemma 4.9.

[^19]:    ${ }^{22}$ This duality is certainly different from the one introduced by D. Roy in [Roy 1992a] and [Roy 1992b] related to a category and its opposite - see § 11.7.2.

[^20]:    23 "The few examples which one has now do suggest an absolute fantastic rigidity in the entire theory." [L 1966], Chap. 6, Historical Note.

[^21]:    ${ }^{24}$ Notice that the meaning of "simultaneous approximation" here is not the usual one related with rational approximation measure to a tuple of real numbers: in the latter case the control is on a common denominator of the approximations. For algebraic approximations in higher degree, one could also introduce the projective height of the point $\left(1: \gamma_{1}: \cdots: \gamma_{m}\right)$, but for our purpose this is not relevant. It would only change some constants (as shown by Exercise 3.3.a), which is not our main concern here.

[^22]:    ${ }^{25}$ In spite of the fact that the construction of auxiliary functions also rests on Dirichlet's box principle, the resulting polynomials carry essentially the same amount of information as one gets from alternants or interpolation determinants.

[^23]:    ${ }^{26}$ Beware: Conjecture 1.15 predicts that these assumptions are satisfied only for $n=1$.

[^24]:    ${ }^{27}$ As shown by Exercise 15.12 , under a general framework involving linearly independent numbers - like the six exponentials Theorem 1.12, or its extensions either in several variables from Chap. 4 and Chap. 11 or to algebraic independence in Theorem 15.27 - one cannot expect a quantitative refinement, unless some extra hypothesis - e.g. a linear independence measure condition - is assumed.

