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A proof assistant has two components:

- The kernel. It checks that the proof is formally correct.
- The elaborator. It translates a proof written by a human to something the kernel can check.

Suppose we have $a, b \in \mathbb{R}$ and we write $a+b$. We want Lean to know that this makes sense because $\mathbb{R}$ is a group. But $\mathbb{R}$ is also a ring, a field...
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Peter Scholze asked for a verification of a very technical result in his recent work with Dustin Clausen.
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is $\leq k$-exact in degrees $\leq m$ for $c \geq c_{0}$.

We are now close to the end of the project.
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- Breen-Deligne resolution in LTE.
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It is enough that there is no injective linear map $f: R^{n+1} \hookrightarrow R^{n}$. Let $f$ be such a function. Let $g$ be the composition

$$
g: R^{n+1} \hookrightarrow R^{n} \hookrightarrow R^{n+1} .
$$

Then $g$ is injective. Let $P$ be the minimal polynomial of $g$ and let $a_{0} \in R$ be its constant term. Since $g$ is injective, $a_{0} \neq 0$. But

$$
P(g)(0, \ldots, 1)=\left(0, \ldots, a_{0}\right) \neq 0
$$

that is absurd

